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Abstract: In this work, we investigate the effect of dissolved gas concentration on cavitation inception
and cavitation development in a transparent sharp-edged orifice, similar to that previously analyzed
by Nurick in the context of liquid injectors. The working liquid is water, and carbon dioxide is
employed as a non-condensable dissolved gas. Cavitation inception points are determined for
different dissolved gas concentration levels by measuring wall-static pressures just downstream of
the orifice contraction and visually observing the onset of a localized (vapor) bubble cloud formation
and collapse. Cavitation onset correlates with a plateau in wall-static pressure measurements as a
function of a cavitation number. An increase in the amount of dissolved carbon dioxide is found to
increase the cavitation number at which the onset of cavitation occurs. The transition from cloud
cavitation to extended-sheet or full cavitation along the entire orifice length occurs suddenly and
is shifted to higher cavitation numbers with increasing dissolved gas content. Volume flow rate
measurements are performed to determine the change in the discharge coefficient with the cavitation
number and dissolved gas content for the investigated cases. CFD analyses are carried out based on
the cavitation model by Zwart et al. and the model by Yang et al. to account for non-condensable
gases. Discharge coefficients obtained from the numerical simulations are in good agreement with
experimental values, although they are slightly higher in the cavitating case. The earlier onset of fluid
cavitation (i.e., cavitation inception at higher cavitation numbers) with increasing dissolved carbon
dioxide content is not predicted using the employed numerical model.

Keywords: cavitation number; cavitation inception; outgassing; dissolved carbon dioxide; discharge
coefficient

1. Introduction

When the pressure p in a liquid falls below a certain threshold or critical pressure pcrit,
vapor bubbles are generated [1–3]. This abrupt phase-change process, which is associated
with the generation of noise and vibration in the system, is called cavitation or, more
precisely, vapor cavitation. When the pressure drop is a result of pressure reduction due to
an acceleration of the liquid, the cavitation phenomenon is referred to as hydrodynamic
cavitation. On the other hand, pressure reduction in a liquid can also result in a degassing
process, i.e., the evolution of gases previously dissolved in the liquid phase. This process is
frequently referred to as gas cavitation. Vapor cavitation can have severe adverse effects
on the processes within which it occurs. For instance, on the efficiency and service life
of ship propellers and hydrofoils, since it causes disturbances of the flowfield around the
propeller blades and foils, energy dissipation, and the collapse of the generated vapor
bubbles (once they reach areas of higher pressure in the flow) can significantly damage the
blade/foil surfaces and lead to material erosion or failure. The cavitation phenomenon has
also found broad technical applications. Acoustic cavitation (where pressure variations are
induced via ultrasonication) is used to erode and break kidney stones [4] or to clean the
surfaces of root canals, filter membranes, surgical equipment, or electronic substrates [5].
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Hydrodynamic cavitation has found applications in water purification, the recycling of
waste, and process water and material recycling [6–10]. As gases dissolved in the liquid
phase evolve, they can affect cavitation inception [11,12] and the subsequent dynamics of
the cavitation bubbles, including, for example, peak pressures during a bubble collapse.
Control of this latter and other parameters using the amount of dissolved gas present in the
liquid phase can be used in cavitation reactors [13] to control the cleaning action exerted on
dispersed matter present within the liquid phase or treat its surface in a controlled way.

The present investigation aims to provide additional information on the influence of
dissolved gases on cavitation onset by systematically varying the dissolved gas (i.e., CO2)
fluid content for a well-known orifice flow case [14]. The newly obtained experimental
results augment the fairly small database on orifice cavitation in the presence of dissolved
gases, improving the ability to test and validate new cavitation models, which include the
effect of non-condensable gases on hydrodynamic cavitation.

1.1. Experimental Studies on Orifice Cavitation

Prediction and/or sensing of cavitation inception is an important topic for operational
safety (w.r.t process performance and system hardware failure) [15] and its promotion or
control in related applications. Observing the onset of cavitation and its transition to fully
cavitating flow in simple hydrodynamic systems has also been a useful benchmark case
for evaluating the accuracy of CFD analysis tools used for the design of hydrodynamic
cavitation reactors or other processes where cavitation phenomena play an important role.
Nurick [14] was one of the first to study cavitation in straight cylindrical sharp-edged
orifices, specifically in context with their relevance to so-called unlike (fuel-oxidizer) im-
pinging doublet injector elements for rocket propulsion. Nurick measured static pressures
at two locations in close vicinity and downstream of the contraction as a function of orifice
inlet pressure (at fixed downstream pressure). He also provided flow visualizations for a
nozzle made of Lucite (PMMA), visualizing the cavitation region from the onset of cavita-
tion to full cavitation. However, Nurick did not investigate the effect of dissolved gases in
his work. Nurick’s early contribution to the topic remains a frequently used benchmark for
CFD-based cavitation models, even though he later also investigated flow transition (from
non-cavitating to cavitating flow) for other geometries, e.g., in a 90-degree sharp-edge
orifice [16].

The effect of dissolved gas on the onset of cavitation in a liquid flowing through an
orifice was already discussed by Yan and Thorpe [17] and later investigated by Mishra and
Peles [18]. They found that cavitation inception occurred at higher values of cavitation
numbers with increasing amounts of oxygen dissolved in the liquid. They also observed
a faster transition between cavitation onset and full cavitation with increasing dissolved
oxygen content (see also Nurick [16] in this context). On the other hand, the dissolved
gas content did not have an effect on the discharge coefficient in their experiments. The
influence of dissolved gas content on hydrodynamic cavitation was also considered by
Zhang, Zuo, and Liu [19], finding only little influence of the dissolved gas (oxygen) content
on the (mean) length of the cavitation zone downstream of the ramp.

Li, Gu, and Chen [11] studied the influence of dissolved gases on the tensile strength
of liquids and cavitation inception under acoustic cavitation conditions. They found that
with increased gas concentration (nitrogen or oxygen), the tensile strength of water de-
creases, whereby the effect is stronger for oxygen in comparison to nitrogen as dissolved
gas. The effect of dissolved gases on liquid cavitation has also been analyzed by Rooze [20],
focusing on radical production in ultrasonic cavitation. The author also analyzed hydro-
dynamic cavitation for a similar configuration as Misha and Peles [18] but limited to the
range of full cavitation without including dissolved gases. Freudigmann et al. [21] and
Kowalski et al. [22] studied the evolution of dissolved gases out of the liquid phase as a
result of vapor cavitation. The latter authors identify three regimes for cavitation-induced
gas release with an exponential increase in evolved gas volume fraction with a decreasing
cavitation number at high cavitation intensities.
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Duke et al. [23–25] presented a series of papers investigating cavitating nozzle flow via
X-ray radiography with and without dissolved gases. In order to determine the vapor and
evolved gas phase fractions, they doped the liquid phase in [24] with an X-ray fluorescent
bromine tracer and substituted the dissolved air with krypton. They observed that vapor
cavitation is found only in an annular wall region beginning at the edge of the contraction.
For the case of dissolved gas, they found a core region with increased, evolved gas content
and a reduction in the true vapor cavitation zone. The latter is explained by the appearance
of gas bubbles (appearing prior to vapor cavitation), thereby displacing the cavitation zones
that would otherwise appear at the respective locations. In [25], the authors use a nozzle
with a similar geometry as in [24] but slightly different transition sections. In addition,
the nozzle is made of beryllium alloy, whereas in prior investigations, polycarbonate
plastic nozzles were used. Quantitative measurements were provided for (total) vapor
distribution, area concentration, and discharge coefficients for a broad range of Reynolds
numbers and cavitation numbers and for the case with and without dissolved nitrogen in
the liquid phase. Selected results were compared to those obtained previously under the
same operating conditions for nozzles made of plastic. In the latter case, the authors found
considerable amounts of vapor/gas in the center region of the constriction for the case
with dissolved gas but not for the case without dissolved gas (see above). However, for
the same case with a beryllium alloy nozzle, no differences were found between the cases
with and without dissolved gas (nitrogen) present. The authors attributed this difference to
gas evolving out of the liquid phase at imperfections on the nozzle walls in the case of the
plastic material, which is not found in the nozzles made of beryllium. The authors found
that the physical area contraction coefficient (i.e., the ratio of liquid flow area and geometric
area) is independent of the amount of dissolved gas in the beryllium nozzle but decreases
slightly when moving from the degassed to dissolved gas (i.e., nitrogen) condition in case
of the plastic nozzle. The discharge coefficients of either the nozzle, plastic, or beryllium
alloy were not affected by the amount of dissolved gases in the liquid and were found to
follow the Nurick solution for sharp-edged orifices. For the plastic nozzle, this suggests
that the evolving gas displaces the cavitation voids rather than the liquid phase such that
the void distribution and velocity field yield the same effective discharge. Measurements
on the effect of dissolved gas content on the onset of cavitation were not provided by
Duke et al. [25].

1.2. Numerical Studies on Orifice Cavitation and the Effect of Dissolved Gases on Cavitation

Cavitating flows pertain to the class of multiphase flows with a mass transfer between
the phases, namely evaporation (vapor cavitation) and condensation. If the liquid phase
contains non-dissolved gases, this gas can also evolve out of or re-dissolve into the liquid
phase, thereby impacting the cavitation phenomena. Numerous physical and mathematical
models were developed to describe the multiphase flow and the phase-transition/change
aspects of cavitating flows. The approaches for modeling multiphase flows can be catego-
rized based on how the various phases are being described and the type of equations that
are being solved for each phase, namely the Euler–Lagrange (see, for example [26]) and the
Euler–Euler approach.

In the latter case, both liquid and vapor phases are considered as interpenetrating con-
tinua for which proper field or transport equations are being solved. Here, one distinguishes
between mixture models, interface-tracking models, and multifluid Eulerian models.

Within multifluid Eulerian models, momentum and continuity equations are being
solved for each phase while they share the same pressure field. The interaction between
each phase depends on the type of phase involved and phase concentrations.

In mixture models, the various phases are considered to be a single continuous mixture.
Proper transport equations for the mixture and continuity equations for the dispersed
phases are solved together with algebraic equations for the relative velocities between the
dispersed phase(s) and the continuous phase. In the homogeneous mixture model, no slip
exists between the phases. In interface-tracking methods such as volume of fluid (VOF)
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or level-set (LS) methods, the phase transport (of all the phases) is solved using a single
momentum equation, while the interface between the phases is tracked explicitly.

For the modeling of the mass transfer between the phases, the most frequently em-
ployed (macroscopic) models pertain to two major groups, i.e., equation of state (EOS)
models and bubble dynamics models.

The latter group calculates the rate of mass transfer based on bubble dynamics gov-
erned using the Rayleigh–Plesset (R–P) equation or a modified form of the RP equation
(without the influence of thermal effects). The pressure difference between the pressure
inside the bubble (containing saturated vapor at the given temperature) and the surround-
ing liquid represents a mechanical driving force for mass transfer. Examples of this type of
cavitation model are the Schnerr–Sauer model [27], the Kunz et al. model [28], the Zwart–
Gerber–Belamri model [29], and the model by Singhal et al. [30]. Within the EOS-type
models, mass transfer is based on thermodynamic relations for the phase mixture, with
pressure representing one of the thermodynamic properties governing the phase-change
process [31]. The so-called homogeneous equilibrium model (HEM) assumes a thermal
equilibrium between the liquid and vapor phase, whereas in barotropic models, density
only depends on pressure, and an energy equation does not have to be considered. In
contrast, the homogeneous relaxation model (HRM) determines the mass transfer rate
based on the thermal nonequilibrium between the phases [31]. For a more detailed and
complete list of cavitation models and their classification, the reader is referred to [32].

The presence of non-condensable gas(es) and its release/evolution from or re-adsorption/
dissolution into the liquid phase affects the overall flowfield and can thereby influence
flow cavitation; see, for example, [12,33] discussed below. In addition, similar to impurities
on the wetted surfaces of wall-bounded flows and suspended solid particles in the flow,
microscopic amounts of non-dissolved gas serve as cavitation nuclei. Increasing the amount
of dissolved gases leads to an increase in the nucleation rate and results in an elevation of
the liquid’s vapor pressure and a reduction in its tensile strength for cavitation inception,
see [34–36].

Since the gas evolution or dissolution process is diffusion-based and, therefore, slow
in comparison to the phase-change process in vapor cavitation, some cavitation models
limit the dynamics of the non-condensable gas (originally present in the flow in the form of
nuclei or microbubbles) to its expansion or contraction based on the flowfield conditions,
see [30,31,33]. Other models capture the co-existence of both vapor and gaseous phases in
a single bubble, thereby being able to predict phenomena such as cavitation-induced gas
release; see, for example, [21,34,37–39]. Note that an arbitrary combination of the prescribed
multiphase and mass transfer models is not always possible.

For completeness, some of the above-mentioned references are briefly addressed in
terms of their stated objectives.

Battistoni et al. [31] compared the results of two different simulation models for
cavitating flow through a test nozzle (under full cavitation conditions) with experimental
data by Duke et al. [23]. The first simulation model uses a mixture model in conjunction
with a VOF formulation (as implemented in the CFD solver CONVERGE (2.1.0) [40])
together with an HRM cavitation model. The second model approach uses a multifluid
Eulerian approach l in conjunction with a simplified R-P equation for calculating mass
transfer due to vapor cavitation, as implemented in the solver AVL FIRE TM. The model also
accounts for vapor bubble coalescence and disintegration by tracking the number density
and interfacial area density of vapor bubbles. The non-condensable gas phase (air), on the
other hand, was assumed to be a dispersed phase of bubbles with a constant diameter of
1 µm. In both models, the gaseous phase was assumed to be free (non-dissolved) at all
times and was taken into account in the mixture density; volume or mass fraction equations
were solved for all three phases (liquid, vapor, and gas).

Comparison with the experimental data showed that the multifluid Eulerian model
more accurately predicts mass flow rate, total void fraction, and liquid stream reattachment
to the wall than the mixture model. In a later study, Battistoni et al. [33] provided an



Fluids 2024, 9, 41 5 of 32

in-depth numerical analysis based on the prescribed mixture model for the same geometry
under standard and de-gassed conditions. They demonstrated good agreement with
experimental data [23] for these two test cases. However, experimental data collected
later for the same test cases [25] but using a nozzle made of beryllium alloy, rendered the
physical arguments arising from the numerical results questionable.

Motivated by the data presented in [25], Yang and Habchi [34] proposed a fully
compressible two-phase flow model based on phase-equilibrium theory and non-linear real
fluid equation of state for liquid and gas phases, whereby both phases are considered as
multicomponent systems containing either vapor and free gas or liquid and dissolved gas.
The authors implemented their real fluid-phase model into the flow-solver IFP-C3D [41]
but with turbulence being modeled via LES and the Smagorinsky subgrid-scale model.
While their simulations for the non-degassed case agreed well with experimental data,
results for the degassed case were predicted to be much more fragmented in the occurrence
of cavitation than found experimentally.

Assuming thermodynamic equilibrium and neglecting thermal effects, Iben et al. [37,38]
conducted numerical simulations on a planar micro-nozzle using a mixture model in
conjunction with a HEM cavitation model. The liquid phase was considered weakly
compressible, and the vapor and released gas were compressible using suitable equations
of state. Vapor mass fraction was obtained directly as a function of the prevailing fluid
pressure; the evolution of dissolved gas was limited to its release into existing vapor bubbles
or cavities and governed using a combination of Henry’s law valid at the bubble or cavity
interface and Fick’s law governing the transport of dissolved gas within the liquid phase.
The observed cavitation-induced gas release was similar in nature to that observed by Yang
and Habchi [34].

Numerical simulations of the cavitation test geometry previously investigated by
Nurick [14] and also presented as part of the present investigation have been analyzed
by several authors. Singhal et al. [30] were the first to consider this case as a test case for
their full cavitation model and its implementation in the commercial flow-solver CFD-
ACE+. Their results for the discharge coefficient compared well with Nurick’s correlation
(derived from test data), even though values are consistently slightly higher than Nurick’s
correlation curve for the cavitating flow regime. The onset of cavitation was reported to
occur at a cavitation number of 1.7, analogous to correlation data. Numerical simulations
of this case based on a homogenous mixture model and considering a three-phase (liquid,
vapor, and non-condensable gas) system were also carried out by Darbandi et al. [42].
They employed the full cavitation model by Singhal et al. [30], even though there are
some inconsistencies in their reported formulation of the vapor condensation source term.
Their results for the discharge coefficient as a function of a cavitation number agree well
with the experimental measurements by Nurick and the simulation results reported by
Singhal et al. [30], even though their values were consistently below those predicted by
the latter authors. Both Singhal et al. [30] and Darbandi et al. [42] assumed the incoming
flow to contain non-condensable gas with a mass fraction of 15 ppm dissolved in the
liquid phase (i.e., water). Note that, in his experiments, Nurick [14] did not report the
amount of dissolved gas contained in their water supply system. He did, however, report
the aspiration of air between the test orifice and the measurement system under some
conditions. Later, Darbandi et al. [43] compared their prior simulation results [42] with
predictions from a mixture model for a two-fluid (liquid and vapor) system without
dissolved gases and based on a cavitation model similar to that by Schnerr and Sauer [27].
They found that results for the discharge coefficient from the three-phase model agreed
better with experimental results than the two-phase model results. Cavitation inception,
i.e., the onset of cavitation, is found to occur at a higher cavitation number for the case with
the dissolved gases considered in the model (i.e., 1.69 versus 1.51).

Nurick’s nozzle geometry (made of Lucite) was also analyzed by Lifante and Frank [44]
in the context of a validation effort regarding their implementation of the Zwart–Gerber–
Belamri model [29] for vapor cavitation and the dissolved non-condensable gas model by
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Yang et al. [45] in the commercial flow-solver ANSYS CFX. Their results for the discharge
coefficient agree better with Nurick’s correlation than those by Singhal et al. [30] in the
cavitating regime, but underpredict its value in the non-cavitating region. As part of an
investigation on cavitating aircraft ejector pumps, Mehring [12] also analyzed Nurick’s
Lucite nozzle geometry for both water and jet-A, both with dissolved air in the liquid phase
(based on equilibrium conditions) and free air in the form of bubble nuclei in the upstream
flow. Later, Coussirat et al. [46] also studied this orifice geometry using ANSYS Fluent with
a focus on the effect of different turbulence models, their calibration and by employing the
Zwart–Gerber–Belamri model [29] and Singhal et al. [30] model.

The model equations employed within the numerical analysis conducted as part
of the present work closely relate to those employed by Lifante and Frank [44] and are
presented in Appendix A. Specifically included herein are also the model equations for the
dissolution and evolution of non-condensable gases, which have previously been detailed
and explained only in [45]; a reference which is not readily available.

Effects of varying the amount of dissolved gas in the flow were not investigated in any
of the prescribed investigations based on Nurick’s nozzle geometry, even though Coussirat
et al. [46] considered small amounts of dissolved gases for calibrating their model(s). To
the authors’ knowledge, Coussirat et al. were also the only ones to compare, aside from
the predictions for the discharge coefficient, predicted local wall-pressure data with the
respective data measured by Nurick. The present work rectifies these shortcomings by
providing experimental data and numerical analysis for Nurick’s orifice geometry under
the systematic variation of the amount of dissolved gas (CO2) in the upstream flow.

2. Basic Definitions for Orifice Flows

The likelihood for the flow through a contracting orifice, as depicted in Figure 1, to
develop cavitation can be characterized by the cavitation number, CN, which is commonly
defined as:

CN =

(
p1 − pv

p1 − p2

)
, (1)

where p1 and p2 are the pressures upstream and downstream of the orifice (see Figure 1)
and pv denotes the (equilibrium) vapor pressure of the liquid.

The dimensionless cavity pressures at the position of the pressure taps shown in
Figure 1 are defined as:

Pcav1,2 =
pcav1,2

p1 − p2
, (2)

where pcav1 and pcav2 denote the dimensional wall-static pressures measured at a distance
d/4 and d/2 downstream of the contraction (see Figure 1). The actual mass flow rate
through an orifice can be characterized using the discharge coefficient, which is defined as:

Cd =

.
ma
.

mt
, (3)

where
.

ma and
.

mt represent the actual and the theoretical mass flow rates, respectively. The
theoretical mass flow rate describes the mass flow in the absence of any losses. In our case,
it can be written as the mass flow rate through a straight tube of diameter d with the same
pressure conditions as for the orifice case and without any frictional losses, i.e.,

.
mt =

πd2

4

√
2ρl(p1 − p2), (4)

where ρl denotes the fluid density (liquid water). Various expressions can be found in the
literature for determining the discharge coefficient. A vital consideration in this context is
the presence or absence of cavitation in the nozzle. Since the cylindrical orifice geometry
investigated here (and as shown in Figure 1) conforms to the Lucite orifice considered
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by Nurick [14], except for a scale-down factor of (d/dNurick) = 2.7/7.6, we use Nurick’s
analytical expressions for the cavitating flow in the nozzles as a reference.
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Figure 1. Geometry and dimensions of the investigated sharp-edge cylindrical test orifice and
positions of cavity pressure taps 1 and 2 downstream of the sudden contraction. A scaled-down
version of Nurick’s Lucite orifice [14].

3. Experimental Test Setup
3.1. Water-Preparation Cycle

In order to investigate the effect of dissolved gases on cavitation inception and its
evolution, the amount of non-condensable dissolved gases has to be adjustable and control-
lable in the experimental setup. In an upfront water-preparation cycle, water is pumped
from the bottom of a tank to a membrane contactor, where the absorption and desorption
of gases in or out of the liquid takes place, see Figure 2 in this context.
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Figure 2. Schematic diagram of the water-preparation cycle in the experimental setup.

The contactor contains inlet and outlet ports for water as well as for the gas. For
the degasification of water, a vacuum pump is connected to the corresponding gas port
of the contactor while the “sweep” gas port remains closed. In order to dissolve non-
condensable gases in water, the contactor is used in sweep mode. For this purpose, the
“sweep” gas is introduced to the contactor at the corresponding gas port while the vacuum
gas port remains closed. At suitable time intervals water samples are taken and guided
to the measurement chamber at suitable time intervals, where the gas sensors measure
the dissolved gas concentration. Dissolved oxygen is measured using an optical oxygen
sensor (Orbisphere M1100 Luminescent oxygen sensor, Hach Lange GmbH, Loveland, CO,
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USA), and nitrogen and carbon dioxide concentrations are measured using two thermal
conductivity gas sensors (the Orbisphere 31590HP nitrogen sensor and Orbisphere 31490TC
carbon dioxide sensor Hach Lange GmbH). To reach higher gas concentrations, an air
compressor is utilized to increase the pressure level within the system. In this work, we
use carbon dioxide as a test gas because of its higher solubility in comparison to nitrogen
and oxygen. Water with five different dissolved carbon dioxide concentration levels is
prepared for testing purposes. Table 1 summarizes the dissolved gas concentrations for the
five investigated cases.

Table 1. In water, dissolved gas concentrations for the five investigated cases GC1–GC5.

Gas Type
Mass Concentration [ppm]

GC1 GC2 GC3 GC4 GC5

Carbon dioxide 0 318 707 1060 1493
Oxygen 0.85 1.09 0.42 1.02 0.52

Nitrogen 2.03 2.41 1.30 2.28 1.67

3.2. Cavitating Orifice Flow–Flow Measurements

Cavitation inception is investigated for water flowing through the sharp-edged ori-
fice illustrated in Figure 1. The test section (i.e., drilled and polished) was made out of
PMMA for flow visualization purposes. The orifice is a scaled-down version (scale factor
2.7/7.6 ≈ 35.5%) of the Lucite orifice employed by Nurick [14]. The scale-down was
necessary due to flow rate limitations based on the available water tank volume and the
required testing time to assure steady-state conditions for each measurement. For cavity
pressure measurements, two wall pressure taps have been precision drilled and are located
at a d/2 and d/4 distance from the sharp-edged contraction across which the cylindrical
cross-section reduces from diameter D to d. Figure 3 depicts our experimental setup for the
cavitation inception measurement in an orifice flow. In the employed flow system setup,
water flow is maintained by pressurizing the water tank using an air compressor, providing
tank pressures of up to 10 bar. The orifice inlet pressure must be precisely regulated to
resolve the inception point accurately. This has been accomplished using a back-pressure
regulator. The water mass flow rate is measured upstream of the orifice using a magnetic
mass flow meter (Promag P 10, 5PBB15, Endress + Hauser Group Services AG, Reinach,
Basel, Switzerland.). Experiments and respective measurements were conducted for orifice
inlet absolute pressures between 0.96 bar and 3.45 bar. A high-pressure build-up in the tank
(10 bar) just behind the pressure valve guarantees that the orifice inlet pressure remains
constant during the experiments. No free or evolved gas was observed at the orifice inlet
within our experiments. Experiments were performed in batch mode; that is, data for
each operating point were collected separately. Measurements of cavity pressures pcav1,2,
pressures p1,2 upstream and downstream of the orifice, and the mass flow rate

.
ma were

taken simultaneously for a duration of 5 s after quasi-steady flow conditions through the
orifice were reached. The temporal resolution of the employed mass flow meter is 1 Hz,
that of the wall pressure tap sensors 20 Hz, and for upstream and downstream pressure
sensors 1 Hz. The accuracy of the latter sensors is ±0.5% of the full-scale measurement
range, and that of the sensors employed for the pressure taps is ±0.35%. The accuracy of
the mass flow meter is ±0.5% of the actual measurement value.

Note that in the experiments conducted by Nurick [14], the flow (after leaving the
orifice) was directly discharged into a pressure-regulated tank filled with nitrogen, allowing
the study of the hydraulic flip. In contrast, in the present work, the orifice is connected to a
larger diameter pipe section, allowing the flow to expand before discharging into a filled
water tank. For some experiments, this pipe was made of PMMA as part of the test orifice.
This allowed the observation of gas bubbles downstream as a consequence of outgassing or
gas cavitation throughout the orifice flow section.
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Figure 3. Flow-system and measurement setup for cavitation inception experiments. 1: air com-
pressor, 2: pressurized water tank, 3: flow meter, 4: pressure regulator unit, 5: PMMA orifice,
6: high-speed camera, 7: LED light, 8: light diffuser, 9: cavity pressure sensor, 10: cavity pressure
sensor, 11: downstream pressure sensor, and 12: water tank.

3.3. Cavitating Orifice Flow–Flow Visualization

Diffuse backlight illumination was used for flow visualization. A 50W LED chip was
used as a light source and placed behind the test article. To ensure uniform illumination
of the observation window and prevent any bright spots, a diffuser sheet was placed
between the test article and the light source. This was necessary for imaging the orifice
with a relatively large field of view (see, for example, Figures 10 and 11 below). Flow
visualization for a small field of view is exemplary, shown in Figure 4, for an area just
after the contraction. Here, imaging was performed without a diffuser because the light
distribution on that field of view was reasonably homogenous. Images were captured
using a high-speed camera (Photron FASTCAM SA-Z) equipped with a zoom system lens
to achieve the desired magnification for three different sizes of the field of view (see, for
example, Figure 4, Figure 10, and Figure 11). The Images in Figure 4 were captured at a
frame rate of 4000 frames per second (fps) to capture more details of the bubble dynamics
at the contraction. Removing the diffuser cover, in this case, was also necessary in order to
reach the higher light intensity necessary for imaging at high magnification and high frame
rates. Images such as those shown in Figures 10 and 11 were captured at a frame rate of
1000 fps to show the overall flow characteristics in the orifice and to observe the fluid flow
over a longer time period, especially in the context of the unsteady flow at transition points
(See for example Figure 10, GC5, CN = 1.80). It is important to note that cavitation bubbles
or cavitation clouds for the attached cavitation illustrated in Figure 10 appear blurry, i.e.,
not sharp, compared to the images in Figure 4 because the focal planes in both sets of
images are different. The focal plane of the images in Figure 10 was set to coincide with the
position of the pressure taps, i.e., the plane through the centerline of the orifice, allowing
the observation of the flow near the walls (top and bottom region in the images) and also in
the center region of the orifice. Cavitation bubbles or cavitation clouds do not appear sharp
in those images because they are generated at the walls around the entire circumference,
which includes out-of-focus areas between the focal plane and the camera. In Figure 4, the
focal plane was adjusted so that bubbles generated in the wall near the region closest to the
camera appear exactly on the focal plane, unobstructed from any other flow features. In
this case, we can even see the scratches located on the inner wall surfaces of the test article.
The prescribed optical interrogation technique follows the work of others; see, for example,
Sou et al. [25] and Stanley et al. [47], and differs from standard shadowgraphy or Schlieren
photography frequently used for investigating cavitating nozzle flow [48]. The present
method solely aims to identify the overall flow structure without aiming to extract details
of that structure or quantitative information such as local density. Other optical methods in
the visible spectrum, which provide, for example, information about local vapor fraction or
information on fluid velocity, do exist but either limit themselves to 2D orifices, a scaled-up



Fluids 2024, 9, 41 10 of 32

flow geometry, or require additional particle seeding, thereby modifying the flow behavior,
especially for small-scale orifices. See also [49].
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Figure 4. High-speed images of the flowfield just downstream of the orifice contraction show
cavitation clouds at two different instances in time. The focal plane is on the orifice wall closest to the
camera. Flow from right to left; backlight images without diffuser cover. Images taken with Photron
FASTCAM SA-Z at a frame rate of 4000 fps.

4. Numerical Analysis Model

Numerous modeling approaches have been developed to predict cavitation and out-
gassing phenomena in the framework of CFD simulations; see also Section 1.2 in this
context. To compare our experimental results with numerical model predictions, we em-
ploy the Zwart et al. model [29] for the mass transfer between the liquid and vapor phase
in combination with the outgassing model by Yang et al. [45], the latter of which is also
employed in the so-called “full cavitation model” by Singhal [30]. The model employed
here and the slightly different “full cavitation model” are still in widespread use in the
industry today (see, for example, Mehring [12]), which motivated the use of one of these
models in the present investigation. The model considers a three-phase mixture consisting
of a gaseous phase of non-condensable gas, water vapor, and liquid water, which itself is
considered a two-component liquid composed of pure water and dissolved carbon dioxide.
The homogenous mixture assumption is employed, and all phases share the same velocity
and pressure field. Here, we make use of the commercial flow-solver CFX v19.1 by ANSYS
Inc., in which the prescribed models are available: see also Lifante and Frank [44] in this
context. For a detailed explanation of the phase change models, the reader is referred to
Zwart et al. [29], Yang et al. [45], and Lifante and Frank [44]. Values for model parameters
were chosen identical to those in [44] for the same flow configuration (see Section 1.2). The
k-ω SST turbulence model [50] with standard model coefficients was used for turbulence
closure. The overall governing equations solved as part of the present investigation are
provided in Appendix A. Only carbon dioxide is considered a dissolved non-condensable
gas for simulating the orifice flow. The mass fraction of dissolved CO2 at the inlet boundary
was specified according to the experimentally investigated test cases summarized in Table 1.
Analyses were only carried out for cases GC1 through GC3 due to (known) convergence
issues of the outgassing model for mass fractions beyond 1000 ppm. The Henry constant
for carbon dioxide was chosen from the literature to be Hpx

v = 1.6 ∗ 108
[

Pa molwater
molco2

]
. The

vapor volume fraction and free non-condensable gas volume fraction were both set to zero
at the inlet boundary, while the nuclei volume fraction was set to 0.01247 with a nuclei
radius of 2 µm. Liquid or water vapor pressure was set to 2680 [Pa]. Figure 5 provides a
summary of all employed model parameters and boundary conditions. For the simulations,
a sharp-edge orifice was assumed. To model the 2D axisymmetric problem within the 3D
CFX solver environment, a narrow one-degree wedge of the configuration with symmetry
conditions in a circumferential direction was considered. Only a single computational cell
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was used in that direction. In CFX, hydrodynamic equations (for velocity and pressure)
and other transport equations are solved via a pressure-based coupled solver and based
on an element-based finite-volume approach with a co-located (non-staggered) grid and
an interpolation for pressure and velocity via FE shape functions. Steady-state solutions
for the prescribed problem have been produced via pseudo-transient time-stepping with
a special high-resolution upwind-type scheme for the advection terms. The solution of
the linearized system of equations is obtained via an algebraic multigrid (AMG) solver. A
block-structured rectilinear mesh consisting of five blocks was used in the (r-z) plane. The
mesh count for the inflow and contracted flow section (three blocks) was 20,000, and the
downstream expanded flow section was 21,000 (two blocks). The respective local mesh
resolution is greater than that employed by Lifante and Frank [44] and Singhal et al. [30]
for a similar flow configuration. Further mesh refinement did not provide any meaningful
changes (<1%) in the flow properties of interest. Numerical solutions for the various cases
will be presented and compared to experimental results in Section 5.2.

Figure 5. Summary of all employed model parameters and boundary conditions for the simulations.
The dashed line illustrates the flow area displayed in Figure 14 below.

5. Results
5.1. Experimental Results
5.1.1. Comparison of Measured Cavity Pressures with Results from Nurick Experiments

Figure 6 illustrates the dimensionless cavity pressures measured at tap positions 1
and 2 (as specified in Figure 1) dependent on the cavitation number CN for water with
an aeration level GC1 (i.e., no dissolved CO2). Also shown are the results reported by
Nurick for the similar (scaled-up) orifice made of Lucite [14]. Note that the latter study did
not measure or report the amount of dissolved gas contained in the water supply system.
Cavitation onset in the present case is found to occur at CN = 2.02 and coincides with a
plateau in the pressure measured at tap position 2. Full cavitation is found to occur at
cavitation numbers below CN = 1.73 when both pressure tap measurements are identical.
The prescribed observation in regards to cavitation onset has also been made by Nurick
in his original paper [14] and later again in the “Authors’ Closure” comment contained in
the commentary by Peterson [51]. However, in Nurick’s experiment, the cavity pressure
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reaches the vapor pressure at a higher cavitation number, i.e., CN = 2.5, and the plateau
formation reported by Nurick is less pronounced; see Figure 6.
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Figure 6. Comparison of dimensionless cavity pressures Pcav1,2 at tap positions 1 and 2 (according to
Figure 1), with results presented by Nurick [14] (Figure 5).

Deviations from Nurick results might be due to scale differences and differences in
entrance roundness r in relation to the orifice diameter(s). As already reported by Nurick,
the roundness of the sharp-edged entrance region has a significant influence on cavity
pressure and, consequently, on cavitation inception [14]. In addition to entrance roundness,
imperfections along the edge of the contraction caused by drilling and polishing can affect
the flow through the contraction and, consequently, cavity pressures as well. These effects
are expected to have a stronger impact on the cavity pressure at tap 1, which is located
closer to the contraction. As noted earlier, our orifice geometry is approximately a factor
3 smaller than Nurick’s Lucite orifice. However, the corner radius of our test article was
indeed quite small as well. Differences in the amount of dissolved air in both cases will also
impact cavitation onset, as will be discussed in detail later in the context of dissolved carbon
dioxide. Assuming equilibrium conditions in Nurick’s experiment, Henry’s law yields a
dissolved air mass fraction of 15 ppm, whereas in Case GC1, it is approximately 3 ppm (see
Table 1). An explanation for the variation of pressure at the two pressure taps, including
the prescribed plateau formation, at tap position 2 was already given by Nurick [14]. As
the cavitation number is decreased, i.e., by increasing the upstream pressure, the pressure
at both taps initially drops linearly, with the pressure at tap 2 being higher, as the latter is
located in the recompression zone. It is interesting to note that Nurick explains the plateau
formation in the pressure for Tap 2 as being the result of a variation of the reattachment
phenomenon with cavitation onset. However, in the present investigation, the pressure
curve for tap 1 also exhibits the plateau phenomena to an extent similar to that observed by
Nurick [14] for the pressure at tap 2 only. This suggests that cavitation onset also changes
the flow dynamics around the vena contracta, thereby initially delaying a further drop in
pressure, also at tap 1. A possible explanation might be an initial decrease in shear stress
in the shear layer between the flow recirculation zone next to the wall and the main flow
since cavitation inception and initial vapor formation is found to occur in that shear layer;
see, for example, [52]. See also Figure 14 below in this context.

Figure 7 shows the post-test CT scans of our test orifice. The test article was cut in order
to allow a better resolution for measuring the corner radius of the orifice. The measured
mean corner radius was r = 9 µm, i.e., r/d = 0.003. The CT scans also reveal some
local topological non-uniformities along and near the edge. In the context of quantitative
differences to Nurick’s data observed in Figure 6, we note that aside from the prescribed
geometric scale differences, there are other scaling effects that need to be considered to
ensure similarity between hydrodynamically cavitating flows [53], which might have
contributed to the observed differences between the present results and those reported by
Nurick [14].
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Figure 7. Top: Post-test CT scan of the orifice section with some topological anomalies along or near
the edge. Bottom: Zoom-in (with different magnifications) on two edge locations identified via the
yellow crosshairs in the top pictures.

5.1.2. Influence of Dissolved Gas on Cavitation Inception

In the work presented by Nurick [14], cavitation inception was characterized by the
formation of a fuzzy region just downstream of the contraction. Within the present study,
flow visualization at inception using a high-speed camera (Photron FASTCAM SA-Z)
shows that the observed fuzzy region consists of tiny vapor bubbles that disappear further
downstream due to pressure recovery. Figure 8 illustrates the first appearance of vapor
bubbles at the inception point for case GC1. The images were captured at a frame rate of
100 k [fps].
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Figure 8. Right: Fuzzy region just downstream of the sharp-edge orifice at cavitation inception
(flow from left to right). Left: Magnified view of cavitation onset indicating the presence of single
cavitation bubbles (and striped structures from machining grooves on orifice walls).

Figure 9 depicts the measured change in pressures pcav1,2 at pressure taps 1 and 2 as a
function of the cavitation number for all five CO2 aeration levels (i.e., GC1 through GC5)
listed in Table 1. Each data point in Figure 9 was determined based on the time averages of
cavity pressures pcav1,2 and upstream/downstream pressures p1,2 recorded during the test
time of 5 s. As already noted in the previous section, the instance of cavitation inception is
readily recognized by a plateau in the plot for cavity pressure pcav1 at tap 1. This plateau is
less pronounced with increasing dissolved CO2 content; in fact, for the highest aeration
level (case GC5), a plateau in the pressure curve is no longer observed. We also note that
for cases GC1 through GC4, a less pronounced pressure plateau at the onset of cavitation
is observed for the cavity pressure at tap 2, i.e., pcav2, as already discussed earlier in the
context of Figure 6. Again, such behavior was not reported by Nurick [14]. Cavitation
numbers at cavitation inception are 1.93, 2.02, and 2.14 for aeration levels GC1, GC2, and
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GC3, respectively. Visual observations of inception (via the appearance of the prescribed
fuzzy region) confirm these values; see the photographic inserts in Figure 9 as well as
Figure 10. It can be deduced that an increase in dissolved gas concentration leads to higher
cavitation numbers at inception. For fully cavitating flow, characterized here by a cavitation
or multiphase cloud that extends over the entire length of the orifice, pressure values at
both taps are nearly the same and always higher for higher aeration levels. See Figure 10
for CN < 1.73.
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Figure 9. Cavitation inception and evolution as a function of dissolved CO2 content. Shown are
normalized pressure values at tap positions 1 and 2 (see Figure 1) as a function of cavitation number.
An increase in dissolved gas concentration leads to cavitation onset at higher cavitation numbers.
Accuracy < ±0.35% FSO according to IEC 60770 [54]. Flow direction in the images from right to left.

We now consider the flow images at cavitation number CN = 2.03 inserted in Figure 9;
for aeration level GC1, i.e., no CO2 dissolved, and no cavitation occurs. This is in agreement
with the information from the cavity pressure curves, according to which inception, in this
case, occurs at CN = 1.94. Note that the size of the cavitation cloud for aeration level GC3
is bigger than that for aeration level GC2 at that same cavitation number, even though
the cavity pressures do not vary. This indicates that the potential of cavitation generation
improves with an increase in dissolved gas concentration. The effect of dissolved gas
concentration on vapor cavitation is twofold: increasing the amount of dissolved gases (1)
aids in the formation of cavitation nuclei and (2) increases the vapor/saturation pressure
and reduces the tensile strength of the liquid [34–37]. From the images, we also note
that, for case GC3, there is a notably higher amount of CO2 gas bubbles being released
into the access port of pressure tap 1 than in the GC2 case. In the present investigation,
outgassing occurs parallel to vapor cavitation. Depending on the dissolved gas content,
more or less gaseous microbubbles are being released in the flow, indicated by a slight
darkening of the flow region downstream of the contraction. This is not readily seen
in the photographs of Figure 10 but can be observed in the figure of Appendix B, e.g.,
for GC2 and CN = 1.86 in comparison to GC5 and CN = 1.98. Clear evidence of these
bubbles is found in the expansion section (with the exception of case GC1, due to its
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very little dissolved gas content). See Figures 11 and 12 in this context. The onset of
outgassing or gas cavitation is governed by the threshold or equilibrium pressure given
by the sum of the liquid’s vapor pressure and (CO2) gas-phase partial pressure, the latter
being determined (under equilibrium conditions) by Henry’s law [55] and the amount of
dissolved gas (CO2) molar fraction in the liquid. In contrast, vapor cavitation occurs if
the local fluid pressure drops below the critical pressure given by the sum of liquid vapor
pressure augmented by the maximum principal component of the strain-rate tensor [53],
including the effects of turbulent fluctuations. As water containing noticeable amounts of
dissolved (non-condensable) gases passes through the flow contraction, the static pressure
drops below the prescribed equilibrium pressure, leading to gas desorption. At the same
time, vapor bubbles appearing in the low-pressure zone due to cavitation will collapse
as soon as they migrate to areas where the fluid pressure has recovered. In contrast to
vapor bubbles, gas bubble formation and dissolution occur via diffusion. Once formed, gas
bubbles will persist due to the large characteristic time scale associated with this process
compared to the other relevant processes. Accordingly, gas bubbles will predominantly be
found well downstream of the contraction zone or in the recirculation region next to the
vena contracta. Evidence of the latter is given via the gas bubbles detected in the pressure
tap access ports, especially at high-dissolved CO2 concentrations. Evidence of the former is
given by observations of the downstream flow for a PMMA test article, which features a
transparent, extended outlet section; see Figures 11 and 12. A similar observation can also
be made for aeration with air, as illustrated in Figures 17–19 of Section 5.2 in the context of
a comparison to numerical analysis results.

Figure 10 summarizes the visual observations from our test campaign for all investi-
gated CO2 aeration levels. Here, we observe again that cavitation inception shifts to higher
cavitation numbers as the amount of dissolved carbon dioxide increases. Comparing fluid
images for cavitation number CN = 1.93, we observe that the size of the cavitation cloud
generated after the contraction is bigger or more prominent for GC2 versus GC1 (without
increasing its axial length), while no free gas can be observed in the pressure ports in
either case. Accordingly, while the gas content furthers cavitation, it has not yet produced
considerable amounts of free carbon dioxide. Also, the cloud vanishes even before reaching
the position of the second pressure tap, which demonstrates that it mainly consists of water
vapor, which disappears as the static pressure in the flow recovers. By further increasing
the gas content, significant amounts of gas evolve from the liquid phase, the extent of the
cavitation cloud increases, and free gas is observed in the pressure ports; see Figure 10 for
GC3 through GC5 at CN = 1.93 or 1.94. Note that the axial extent of the cavitation cloud or
multiphase region/zone has been noted in Figure 10 below each photograph. The length
was determined as the time-mean value of the maximum zone length determined using
high-speed videography and after suitable image post-processing (i.e., increasing image
brightness and saturation, rendering the entire image white except for the wall-near the
cavitation zone). Time-mean values were determined based on an imaging frame rate of
1000 fps for the entire test duration of 5 s with an image resolution of 1024 × 1024 at a pixel
size of 10 µm. Also, to determine the maximum zone length in a single image, a reference
flow image without cavitation was used and subtracted from the image to be evaluated. A
quantification of how far vapor cavitation influences the gas evolution rate (as described
by Kowalski et al. [22]) was not possible within the present study.

Figure 10 also shows that, depending on the dissolved gas concentration, the length
of the cavitation zone increases with a decreasing cavitation number up to a length of
about 1.1–1.6 times the orifice diameter. With a further decrease in the cavitation number,
the cavitation zone suddenly expands over the entire length of the orifice and up to
the downstream expansion zone; a transition occurs from cloud or bubble cavitation to
extended-sheet cavitation or full cavitation, as discussed in the context of Figure 12 below.
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Figure 10. Summary of flow observations for broad range of cavitation numbers CN and 5 different
mass fractions of dissolved CO2 , i.e,. GC1–GC5 according to Table 1. Presence of dissolved CO2

accelerates cavitation development. Accumulation of evolved gas in pressure ports with decreasing
cavitation number indicates that outgassing, i.e., gas cavitation, occurs parallel to vapor cavitation.
Transition from confined cloud/bubble cavitation to extended-sheet cavitation, i.e., fully caviating
flow, is also influenced by dissolved gas content. Flow direction from right to left.



Fluids 2024, 9, 41 17 of 32

In the cloud or bubble cavitation stage, the cavitation zone is filled with highly dis-
persed vapor or vapor/gas bubbles influenced in part by the dynamics of the downstream
flow reattachment and re-entrant jet dynamics. The zone appears dark in the photographs
due to excessive light scattering at the many phase interfaces in the annular flow section
occupied by vapor/gas bubbles. At the fully cavitating stage, core flow re-attachment does
not take place. A continuous cavitation sheet filled with vapor and gas extends from the
contraction throughout the entire length of the orifice. In this case, light is merely scattered
at the orifice walls and the surface of the continuous annular gas/vapor cavity surrounding
the liquid core flow region.

For cases with high dissolved gas concentrations and prior to cavitation onset, enough
CO2 evolves in the recirculation zone around the vena contracta, such that it can be observed
in the pressure tap connection channels; see Figure 10 for cases GC4 and GC5 at CN = 2.2
and 2.29, respectively. In Appendix B, we include a second set of experimental data from
our test campaign for similar conditions as presented in Figure 10 but with a frame of view
more focused on the flow area after the contraction. This set of figures also supports the
prescribed observations and illustrates the repeatability of our results.

To readily observe the outgassing process ahead of the onset of vapor cavitation and
to illustrate the entire flowfield under sheet- or full-cavitation conditions, a test article was
produced without pressure tabs and with both the orifice and the downstream expanded
outlet section made of PMMA, i.e., acrylic glass. Figure 11 illustrates results obtained for
both test articles under non-cavitating conditions (cavitation number CN = 2.5) for two
specific cases: (1) with little or no dissolved gas (corresponding to case GC1) and (2) with
a large amount of dissolved CO2 (corresponding to Case GC5) in the upstream flow. For
the “degassed” case, no bubbles or microbubbles are visible within the entire flow domain.
In contrast, for the highly aerated case, CO2 microbubbles grow, potentially coalesce, and
become observable in areas where their flow residence time has become large enough,
i.e., in the pressure port(s) connected to the flow recirculation zone and the downstream
expanded outlet section.

Figure 11. Visualization of CO2 outgassing for non-cavitating flow at CN = 2.5 for a test article with
pressure ports and a test article w/o pressure ports but with a transparent, extended outlet section.
Left: degassed water, right: highly aerated water. Accumulation of evolved CO2 gas in the access
port of pressure tap 2 shows that outgassing occurs near the contraction or vena contracta in the form
of microbubbles expanding in zones with slow flow velocity, including the extended outlet zone.
Flow direction from left to right.

Figure 12 visualizes the evolution of the multiphase flow in the orifice and the extended
outlet zone for highly aerated water (dissolved CO2 concentration similar to case GC5)
with changes in the cavitation number, i.e., from CN = 2.13 (early cavitation), CN = 1.85
(transition to full cavitation), CN = 1.55 (full/sheet cavitation). At CN = 2.13, a small
cavitation region establishes after the contraction indicated by the darkened area. After
the pressure recovers, the downstream orifice retains a darkened color, indicative of the
formation of gaseous microbubbles. The patchy appearance might be indicative of non-
uniform bubble growth and/or nuclei distribution associated with the flow dynamics
in the cavitation region; it might also be related to the complexity of the turbulent flow
with microbubble accumulation correlating to turbulent flow structures. At CN = 1.85, a
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continuous gas/vapor annular core has formed almost along the entire length of the orifice,
characterized by a smoother streaky appearance; the extended darkened region prior to
the flow expansion into the downstream section is indicative of flow reattachment and re-
entrant jet dynamics. At CN = 1.55, the flow reattachment zone has reached the downstream
edge of the orifice, although the gas/vapor annulus does not extend meaningfully into the
expansion section. With continuous operation, more and larger bubbles start to form in the
recirculation region surrounding the free jet in the downstream expanded flow section.
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Figure 12. Cavitation development for highly aerated water with a reduction in cavitation number.
Due to high amounts of dissolved carbon dioxide, outgassing occurs at higher rates. At cavitation
number CN = 1.85, we observe full cavitation. Flow direction from left to right.

5.1.3. Measurements of the Discharge Coefficient

Figure 13 shows a comparison of the orifice discharge coefficients Cd calculated accord-
ing to the equations presented in Section 2 and based on the present experimental results
for the five investigated CO2 aeration levels (see Table 1). Each data point in Figure 13 was
determined based on the time averages of upstream/downstream pressures p1,2 and mass
flow rates recorded during the test time of 5 s. Also shown is the correlation presented by
Nurick for this orifice geometry [14] without considering dissolved gas content (thick solid
black line) together with a linear approximation of the experimental data reported by the
same author at higher cavitation numbers under different back-pressure conditions (thick
dashed black line). See Figure 8 in [14] for L/d = 6.

We note that for low-dissolved CO2 content, discharge coefficients from the current
measurements agree reasonably well with those presented by Nurick, although measure-
ment uncertainties for the lowest dissolved gas content (GC1) were considerable. Also,
even though the amount of dissolved CO2 changes the cavitation number CN at which
cavitation first occurs (see the discussion in the prior section), it does not notably change
the variation of discharge coefficient Cd with CN for lower aeration levels, i.e., cases GC1
and GC2. At higher dissolved gas content (i.e., for cases GC3–GC5), gas evolution, i.e., gas
cavitation, is increased at the same CN number, which might also significantly enhance
vapor cavitation (possibly also vice versa) (see Figure 10) and the evolved gas volume
fraction leads to further blockage of the flow cross-section, thereby leading to a notable drop
in the discharge coefficient; see Figure 13. Despite variations in some of the instantaneously
measured values, illustrated by the error bars in Figure 13, the measured average mass
flow rates at a given cavitation number clearly decrease as the amount of dissolved carbon
dioxide increases. Note that variations in instantaneous mass flow measurements were
smallest for the cases with larger dissolved gas contents, i.e., GC3–GC5. The prescribed dif-
ferences in mass flow rates for different dissolved gas content continuously decrease once
the cavitation number drops below the value where full cavitation (as discussed earlier)
occurs in all cases, i.e., below CN = 1.73. As the cavitation number continues to decrease
below this value, the vapor-to-gas volume fraction continuously increases, diminishing the
effect of the evolved gas on mass flow rate, as well as the pressure conditions at the two
pressure taps. Below CN = 1.35, the discharge coefficient and pressure values at the two
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pressure taps become independent of the amount of dissolved gas originally contained in
the liquid.
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Figure 13. Discharge coefficient Cd as a function of cavitation number CN and dissolved CO2

gas content (GC1−GC5 according to Table 1) together with data from Nurick [14]. Increasing gas
content leads to a decrease in the discharge coefficient, especially near the onset of full cavitation.
Here, evolved gas contributes meaningfully to r liquid phase displacement resulting in lower mass
flow rates.

5.2. Numerical Analysis Results

Figure 14 illustrates simulation results based on the numerical analysis model de-
scribed in Section 4 for the three experimentally investigated dissolved gas configurations
GC1, GC2, and GC3 at cavitation number CN = 1.85. (As mentioned already in Section 4,
convergence issues with the outgassing model for high mass fractions prevented the analy-
sis of cases GC4 and GC5.)

One observes that the velocity fields for the three cases do not differ significantly,
even though the predicted minimum absolute pressure found near the wall just after the
contraction is larger if the dissolved gas concentration of the upstream flow is larger. Cor-
respondingly, the size of the low-pressure zone is predicted to decrease with increasing
dissolved gas concentration. As a result, we observe less cavitation (a lower vapor pro-
duction rate) with increased dissolved gas concentration. In fact, for the highest dissolved
gas content (case G3), the flow is not cavitating at all. The numerical results suggest that
cavitation inception occurs at lower cavitation numbers for higher dissolved gas content.
This is in contrast to our experimental observations (see the discussion in Section 5.1.2) and
will be further addressed later on.
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Figure 14. Contours of predicted absolute velocity (top, left), absolute pressure (top, right), gaseous
CO2 volume fraction (bottom, left) and water vapor volume fraction (bottom, right) near the sharp-
edged contraction for CN = 1.88 and different values for dissolved-gas content in the upstream flow,
i.e., (a–c) corresponding to G1, G2, and G3 according to Table 1. The axial length of the recirculation
zone measured from the contraction is 1.35 mm (a), 1.47 mm (b), and 1.94 mm (c), as indicated by
dash marks in the velocity contour plots. The area experiencing cavitation shrinks with an increase
in gas content. Cavitation occurs in the shear layer between the flow recirculation zone and the
core flow; evolved CO2 remains highest in the flow recirculation zone and, for high dissolved CO2

concentrations in the near wall region further downstream. Flow direction from left to right.
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The results presented in Figure 14 also show that with increasing dissolved CO2
concentration in the upstream flow, the amount of gaseous CO2 released out of a solution
near or around the vena contracta increases and accumulates in the recirculation zone.
Experimental evidence for this gas release is given by gas bubbles in the pressure ports at
these operating conditions, as shown in Figure 10. Taking the dividing streamline between
core flow and recirculation zone as a reference, the simulations show that with increasing
the dissolved gas content from GC1 to GC3, the depth of the recirculation zone at the
positions of pressure taps 1 and 2 increases by about 10% and 15%, respectively. For case
GC3, its depth at Tap 2 is about 10% of the orifice diameter. To distinguish between the
onset of outgassing versus the onset of cavitation, we observe Henry’s constant discussed in
Section 4 and the resulting equilibrium pressure based on Henry’s law. Because the local
equilibrium pressure of the dissolved CO2 is higher than the water vapor pressure, the onset
of CO2 outgassing occurs prior to fluid cavitation. The reader is referred to Figures 9 and 11
in this context.

Figure 11 visualizes flow characteristics in the orifice and the extended outlet section
of the test setup for degassed and highly aerated water at cavitation number CN = 2.5. As
illustrated in Figure 9, no fluid cavitation occurs at this cavitation number, and no fuzzy
region can be found near the contraction. However, gas bubbles can be observed in the
extended outlet section in Figure 11 and also in the pressure port at tap 2 in Figure 9 for
this case, which is indicative of gas release.

Despite the prescribed differences, computed mass flow rates through the orifice for
the three cases GC1–GC3 at the investigated cavitation number (CN = 1.85) differ by less
than 0.5%. The mass flow rate predicted for case GC3 is

.
m = 0.0735 kg/s and only 2%

above the experimentally measured value. The discharge coefficient calculated from the
measured data for this case is Cd = 0.792. This value is slightly below the experimental
data reported by Nurick at the same cavitation number (see Figure 13).

Figure 15 illustrates computed results for non-dimensional wall-static pressures at the
location of pressure tap 1 and 2 (denoted by subscripts “Cav1” and “Cav2”) as a function
of the cavitation number CN for cases GC1 and GC3, whereby the former case corresponds
to no dissolved CO2 (see Table 1). Computed results for case GC2 have been excluded here
since they compare closely to those for case GC1. Cavitation onset is predicted to occur
at CN = 1.85 for case GC1 and at CN = 1.79 for GC3, respectively. Also included in the
diagrams are experimentally measured values, as already presented in Figure 9, with the
plateau formation indicative of cavitation onset.

An initial increase in the amount of dissolved CO2 (i.e., from GC1 to GC2) does
not have a noticeable effect on computed cavity pressures at tap 1 and tap 2. However,
a higher amount of dissolved CO2 (case GC3) leads to slightly higher pressures at the
position of pressure tap 1 and a reduction in pressure at tap 2. The predicted rate in
pressure change at taps 1 and 2 with changes in the cavitation number is in good agreement
with experimental data in the non-cavitating range; however, absolute pressure values
at the upstream tap (tap 1) are overpredicted. The experimentally observed formation of
a pressure plateau at the cavitation onset is not captured by the numerical results. The
numerically predicted pressure variations illustrated in Figure 15 provide no indication
of the onset of cavitation. More importantly, cavitation onset is found to occur at lower
cavitation numbers than observed experimentally, i.e., for case CG1 at CN = 1.85, whereas
CN = 2 in the experimental results and for case CG3 at CN = 1.79, whereas CN = 2.28
experimentally. This demonstrates that the employed physical-numerical model does not
properly predict the effect of the dissolved CO2 gas content; i.e., while in the experiment,
the onset of cavitation is moved to higher cavitation numbers with an increase in dissolved
gas content, the numerical results predict the cavitation onset to occur at lower cavitation
numbers with an increase in dissolved gas content. From the discussion on numerical
studies of cavitating orifice flows and dissolved gas effects (see Section 1.2) and the various
existing modeling approaches, it is clear that the currently employed analysis model(s)
have considerable limitations, leading to the prescribed differences between numerical and
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experimental results. These limitations include: (1) no slip between the phases based on
the homogenous mixture assumption, (2) thermodynamic relations for the phase mixture
are not considered within the employed (R-P equation-based) liquid-vapor mass transfer
model, (3) cavitation-induced gas release is not captured, since only pure vapor and gas
bubbles are being modelled, (4) gas desorption and absorption is modeled ad hoc based on
the difference between local partial gas pressure and its equilibrium pressure based on the
amount of dissolved gas, and (5) the critical pressure of the liquid is set to equal its vapor
pressure without considering the influence of viscous normal stresses. To demonstrate
the consistency of our numerical results with prior numerical work on this specific orifice
geometry, Figure 15 also includes results presented by Coussirat et al. [46] based on a SST
k-ω turbulence model and the cavitation model by Singhal et al. [30] calibrated for this
flow configuration. Note that Coussirat et al. did not find meaningful differences in their
results when using the Singhal et al. [30] and the Zwart–Gerber–Belamri model [29]. They
did not provide the results of their mesh sensitivity study for this model combination
since the effects were reported to be small. We note that their data agree closely with our
numerical results, even though their prediction for the static pressure variation at tap 1
does show a slight “kink” at the cavitation number where cavitation onset is observed in
our experiments.
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Figure 15. Dimensionless cavity pressures PCav1,2 at pressure taps 1 and 2 as a function of the
cavitation number, for two dissolved gas concentrations, i.e., GC1 (left) and GC3 (right). Comparison
between experimental (black) and numerical (blue) results. Also shown are simulation results by
Coussirat et al. [46].

Figure 16 shows a comparison of the orifice discharge coefficients Cd predicted using
our CFD simulations for the three considered dissolved gas contents (i.e., GC1, GC2, and
GC3) with those obtained from our experiments (see also Figure 13). Also presented
are Nurick’s data [14], which are already included in Figure 13. Simulation results are
found to be in good agreement with our experimental results and Nurick’s data in the
non-cavitating case (high CN values) and also agree well with Nurick’s correlation in the
full cavitation zone (CN < 1.3). However, the simulations predict cavitation onset at smaller
cavitation numbers (see also Figure 15 in this context), resulting in an overprediction of the
discharge coefficient in the respective range of cavitation numbers. Similar observations
were also made by Singhal et al. [30] and Lifante and Frank [44]. Darbandi et al. [42] and
Coussirat et al. [46], using the cavitation model by Singhal et al. [30] and a k-ω and SST k-ω
turbulence model, respectively, do not find this overprediction; however, their Cd values at
higher cavitation numbers are underpredicted.

Similar to our experimental observations, the simulations do not show a meaningful
reduction in the discharge coefficient with an increase in dissolved CO2 content from GC1
to GC2. For case GC3, a reduction in the discharge coefficient is only predicted for the
data point at CN = 1.57, whereas in the experimental data, a reduction is observed over a
broader CN value range; see Figure 13.
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Since most prior published work on this flow geometry was carried out with water
containing dissolved air (or untreated water) in lieu of dissolved CO2, numerical simu-
lations and experimental flow visualizations were also carried out for three select cases,
representative of three cavitation numbers (at or near the onset of cavitation and full cav-
itation) and with a dissolved air mass fraction of 15 ppm. This latter value corresponds
to the value employed in the analyses by Singhal et al. [30], Lifante and Frank [44], and
Darbandi et al. [42]. Findings for these cases with dissolved air were found to correspond
to those discussed in the context of our study of dissolved CO2 and specifically with low
amounts of dissolved CO2 (i.e., cases GC1 and GC2 according to Table 1).
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correlation by Nurick [14], and CFD simulation results based on the full cavitation model.

Figures 17–19 illustrate computed results for the prescribed cases with dissolved
air together with the respective experimental observations over the entire flow domain,
i.e., including both the orifice region and the downstream expanded flow section. The
overall development of the cavitation and outgassing phenomena is captured reasonably
well using the employed model (see Section 4) at low dissolved gas content, even though
quantitative differences exist. Figure 17 illustrates the point of cavitation inception within
the experiment, taking place at cavitation number CN = 2.13. In the respective simulation,
cavitation has not yet occurred. However, air is evolving out of the liquid phase, albeit
only at a small rate. This conforms to the experimental result, which does not yet show
the appearance of air bubbles in the expanded downstream section. It is important to note
that the zero values of dissolved gas content in the expanded downstream section result
from the established large recirculation zone surrounding the discharging orifice jet (see the
streamline plot in Figure 17) and the imposed outlet pressure condition, allowing only pure
liquid water, i.e., with zero dissolved air content, to re-enter the domain. With an increase
in inlet pressure (i.e., a decrease in cavitation number), cavitation becomes stronger.

Figure 18 illustrates the case for CN = 1.85; this represents the value at which cavita-
tion inception is predicted using the simulation model (see also Figure 15 for case CG1).
Cavitation takes place in the shear layer between the core flow and the flow recirculation
zone after the contraction. Surprisingly, the axial extent of the predicted cavitation zone is
close to that found experimentally. Parallel to vapor cavitation, outgassing is predicted to
occur now at a higher rate, whereby the free air remains confined to the recirculation zone
near the vena contracta, the downstream orifice wall, and the shear layer of the discharging
orifice jet. This conforms to the appearance of microbubbles in the expanded downstream
section within the experiment. With a further reduction in the cavitation number, the rate
of vapor cavitation increases, and the cavitating flow zone starts to expand downstream
while the air outgassing rate also increases. At CN = 1.55, as illustrated in Figure 19, full
cavitation is observed in the experiment, i.e., the cavitating flow region extends over the
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entire length of the orifice and up to the downstream expansion zone. The streaky bright
and dark areas are indicative of the existence of single-phase areas containing pure gas
or vapor and areas with finely dispersed gas/vapor bubbles. In addition, significantly
more bubbles are observed in the expanded flow region downstream. In the respective
numerical solution, the cavitating flow region has not yet reached the entire length of the
orifice. However, for a length of about two orifice diameters downstream of the contrac-
tion, the wall region is filled with only vapor (vapor volume fraction equal to 1). Further
downstream, the wall region is occupied by air evolved out of the liquid phase, which
subsequently discharges with the core jet into the expanded downstream flow region.
The air outgassing rate has now grown to approximately three times that predicted for
CN = 2.13. A quantitative comparison with experimentally determined released air volume
rates has not been carried out.

Fluids 2024, 9, x FOR PEER REVIEW 24 of 32 
 

 
Figure 17. Comparison of simulation results with experimental observations at CN = 2.13, corre-
sponding to the experimentally observed cavitation onset. Operating fluid: tap water with 15 ppm 
dissolved air mass fraction. Also shown are backward-traced streamlines beginning at the flow out-
let. Gas content in the recirculation region of the extended outlet is zero since inflow from that 
boundary is set to be pure water. Flow direction from left to right. 

Figure 18 illustrates the case for 𝐶𝑁 = 1.85; this represents the value at which cavita-
tion inception is predicted using the simulation model (see also Figure 15 for case CG1). 
Cavitation takes place in the shear layer between the core flow and the flow recirculation 
zone after the contraction. Surprisingly, the axial extent of the predicted cavitation zone 
is close to that found experimentally. Parallel to vapor cavitation, outgassing is predicted 
to occur now at a higher rate, whereby the free air remains confined to the recirculation 
zone near the vena contracta, the downstream orifice wall, and the shear layer of the dis-
charging orifice jet. This conforms to the appearance of microbubbles in the expanded 
downstream section within the experiment. With a further reduction in the cavitation 
number, the rate of vapor cavitation increases, and the cavitating flow zone starts to ex-
pand downstream while the air outgassing rate also increases. At 𝐶𝑁 = 1.55, as illustrated 
in Figure 19, full cavitation is observed in the experiment, i.e., the cavitating flow region 
extends over the entire length of the orifice and up to the downstream expansion zone. 
The streaky bright and dark areas are indicative of the existence of single-phase areas con-
taining pure gas or vapor and areas with finely dispersed gas/vapor bubbles. In addition, 
significantly more bubbles are observed in the expanded flow region downstream. In the 
respective numerical solution, the cavitating flow region has not yet reached the entire 

Figure 17. Comparison of simulation results with experimental observations at CN = 2.13, corre-
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Gas content in the recirculation region of the extended outlet is zero since inflow from that boundary
is set to be pure water. Flow direction from left to right.
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6. Summary

The effect of dissolved gases on the inception and evolution of vapor cavitation
was investigated for the well-known sharp-edged orifice geometry already analyzed by
Nurick [14], who did not consider the influence of dissolved gases. Water with five
different concentrations of dissolved CO2 was prepared. In the present setup and in
contrast to Nurick’s configuration, the flow does not discharge into a gas-filled vessel but
discharges into an expanding flow section from which it continues to flow downstream.
Mass flow through the orifice was controlled by adjusting the pressure in the upstream
vessel containing the prepared water volume while the downstream pressure was held
constant. The test article was made of PMMA, and backlighting was used to observe
the orifice flow using a high-speed camera. Cavitation inception for five different carbon
dioxide contents was detected by visual observation and by measuring changes in wall-
static pressures (at distances d/4 and d/2 downstream of the orifice edge) with changes
in the cavitation number. Comparing visual observations with recorded pressure data
shows that, except for the case with the highest dissolved CO2 content onset of cavitation
coincides with a plateau formation in the variation of wall pressures with the cavitation
number. A similar observation was already made by Nurick [14]; however, in the present
case, the plateau formation is more pronounced and is also found at the pressure tab closest
to the orifice edge.

The experimental results show that an increase in dissolved CO2 concentration leads
to higher cavitation numbers at which cavitation inception occurs. Outgassing, i.e., the
desorption of dissolved gas from the liquid phase, was found to occur at higher cavitation
numbers and before the onset of vapor cavitation. Evidence of outgassing was provided
by the appearance of gas bubbles in the downstream expanded flow section and in the
channels of the wall-static pressure tabs, the latter being situated in the recirculation region
near the vena contracta.

For low dissolved CO2 content, discharge coefficients from the current measurements
agree well with those presented by Nurick [14], even though the amount of dissolved
CO2 changes the cavitation number CN at which cavitation inception occurs. At higher
dissolved gas content, gas evolution is increased at the same CN number (which might also
significantly enhance vapor cavitation), and the evolved gas (and additional vapor) fraction
leads to a further blockage of the flow cross-section for the liquid phase, thereby leading to a
notable drop in discharge coefficient. At low CN numbers, i.e., at full cavitation conditions,
the amount of dissolved CO2 is found to have no impact on the discharge coefficient.

CFD analyses for the orifice flow have been carried out using the cavitation model
by Zwart et al. [29] and the model by Yang et al. [45] to account for non-condensable gas.
Numerical results for three dissolved CO2 mass fractions, as well as a selected number
of cases with dissolved air in lieu of CO2 (at a mass fraction of 15 ppm) were obtained.
Predictions for cases with a low CO2 mass fraction and those with dissolved air follow the
results predicted by other authors using similar models and 15 ppm of dissolved air. An
agreement was found in terms of discharge coefficient as a function of cavitation number
CN and in the case of Coussirat et al. [46] also in terms of dimensionless wall pressure
predictions with variation in CN values.

In the numerical simulations, the onset of vapor cavitation is predicted to occur
at lower cavitation numbers than found experimentally, irrespective of the amount of
dissolved CO2 gas. The experimental observation that the onset of cavitation occurs at
larger cavitation numbers with increased dissolved CO2 content is not reflected in the
numerical results. On the contrary, the simulations predict that cavitation occurs at smaller
cavitation numbers with an increase in dissolved CO2 content. Also, the plateau observed
in the variation of static wall pressure tab values with changes in the cavitation number
found at the onset of cavitation is not captured using the present numerical simulations.

The present investigation has augmented the experimental data set for the orifice
geometry previously investigated by Nurick by including information on the effect of non-
condensable dissolved gas (specifically carbon dioxide) on flow cavitation. The new data
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can serve for the validation of advanced cavitation models, which are able to capture the
complex interaction of the vapor cavitation and outgassing (i.e., gas cavitation) phenomena.

Author Contributions: Conceptualization, C.M.; Methodology, S.S.; Software, S.S.; Validation, S.S.;
Formal analysis, C.M.; Investigation, S.S.; Writing—original draft, S.S.; Writing—review & editing,
C.M.; Visualization, S.S.; Supervision, C.M.; Project administration, C.M.; Funding acquisition, C.M.
All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Data Availability Statement: Data are contained within the article.

Conflicts of Interest: The authors declare no conflict of interest.

Appendix A

In this appendix, we briefly review the model equations employed to produce the
numerical results presented in this work. Numerical simulations were carried out using
the commercial flow-solver ANSYS CFX together with the mass transfer models for vapor
(i.e., vapor cavitation) and non-condensable gases (i.e., pseudo cavitation) as previously
presented by Zwart et al. [29] and Yang et al. [45] and later referenced by Lifante and
Frank [44]. The working fluid is a three-phase mixture consisting of gaseous carbon dioxide,
water vapor, and liquid water, which itself is considered a two-component liquid composed
of pure water and dissolved carbon dioxide. The homogenous mixture assumption is
employed, and all phases share the same velocity and pressure field. The mass transport
equation for each phase k, i.e., liquid water (k = l), water vapor (k = v), and gaseous CO2
(k = g) reads:

∂(αkρk)

∂t
+

∂(αkρkui)

∂xi
=

.
Sk (A1)

in the absence of a relative velocity between phase k and the mixture [56]; where αk denotes
the phase volume fraction of phase k, ρk its density, ui is the velocity component of the
mixture and

.
Sk the mass transfer rate of phase k due to phase transition. For the dissolution

of CO2 in water, it is assumed that the liquid phase volume does not change despite
increasing its mass [50].

Based on conservation principles, we have:

∑
k

αk = 1. (A2)

In addition, Yw + YD,g = 1 for the liquid phase where Yw and YD,g denote the mass
fractions of pure water and dissolved CO2, respectively. For determining the local mass
fraction of dissolved CO2 in the liquid phase, an additional mass transport equation is
solved, i.e.,

∂

∂t
(
αlρlYD,g

)
+∇ •

((
αlu ρlYD,g

)
−
(
αl ρl Dg

(
∇YD,g

)))
= −

.
Sg (A3)

where Dg denotes the diffusivity of dissolved CO2 in pure water. Conservation of momen-
tum equations for the mixture is given by

∂(ρmui)

∂t
+

∂(ρmuiui)

∂xj
= − ∂p

∂xi
+

∂
(
τij
)

∂xj
+ ρmgi , (A4)

where p is the pressure, τij the components of the stress tensor, and gi the directional
component of gravitational acceleration. Mixture density ρm is given by

ρm = ∑
k

αkρk, (A5)
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where the density of each phase was assumed to be constant in the present investigation
(and the liquid density was assumed to be that of pure water irrespective of the amount of
dissolved gas); in this case, the velocity divergence balances the volume generation due to
phase change (see [29]). Components of the stress tensor are evaluated based on Stokes’
hypothesis, i.e.,

τij = µm

[(
∂ui
∂xj

+
∂uj

∂xi

)
− 2

3
δij

∂uk
∂xk

]
(A6)

and with the molecular viscosity of the mixture µ m calculated as a volume-weighted
average analogous to the mixture density, i.e.,

µm = ∑
k

αkµk. (A7)

For turbulent flows, as considered here, the velocity components in the above equa-
tions represent time-averaged quantities, i.e., after averaging the local velocity on the time
scale of the turbulent fluctuations (Reynolds averaging). Based on Boussinesq’s hypothesis,
the additional stress terms (Reynolds stresses) appearing in Equation (A4), in this case, can
be modeled by adding an eddy viscosity µt to the value of the molecular viscosity µm in
Equation (A7). Here, we employ the two-equation k-ω SST turbulence model to express µt
based on the density of the mixture; see also [50].

For calculating the mass transfer source terms due to cavitation and condensation in
Equation (A1), the model by Zwart et al. [29] is employed. The model is derived from a
simplified version of the Rayleigh–Plesset equation (neglecting second-order terms and
surface tension in the equation). It neglects bubble interaction but considers the effect of
vapor volume fraction on nucleation site density. The respective source terms for the liquid
and vapor phase in Equation (A1) are

.
Sv = −

.
Sl =


Fvap

3αnuc(1−αv) ρv
Rnuc

√
2
3

(
pv −p

ρl

)
f or p < pv

Fcond
3αvρv
Rnuc

√
2
3

(
pv −p

ρl

)
f or p > pv

(A8)

with the model parameters Fvap = 50 and Fcond = 0.01 and where Rnuc is the nuclei radius
set to be 2× 10−6 m in the present investigation.

The model assumes that the breaking strength of the liquid is reached when the pres-
sure (also referred to as the critical pressure pcr) reaches the vapor pressure pv. However,
viscous normal stresses might have to be considered [57] in determining pcr [58] and im-
proved results might be obtained by replacing pv in Equation (A8) above by the respective
pcr value, i.e.,

pcr = pv + 2 (µm + µt) Tmax
ij , (A9)

where Tmax
ij denotes the maximum principal component of the strain-rate tensor. However,

the present investigation assumes pcr = pv.
Following Yang et al. [45], the mass transfer source term

.
Sg due to gas desorption and

absorption in Equations (A1) and (A3), can be written as the sum of a desorption term Rdes
and an absorption term Rabs, i.e.,

.
Sg = Rdes − Rabs (A10)

with absorption and desorption being driven by the difference between the local partial
pressure of the non-condensable gas in its gaseous sate and its equilibrium pressure based
on the amount of gas dissolved in the liquid. This is different from Rayleigh–Plesset-
equation-based models, where the phase change rates are governed by a square-root
dependence of pressure difference. Considering that no desorption is possible if there is no
liquid phase locally (i.e., αg = 1) or no dissolved gas content (i.e., YD,g = 0) and similarly
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considering that no gas absorption is possible if there is no free gas locally (i.e., αg = 0) or
the liquid phase is saturated with dissolved gas already; the formulas for evaporation and
condensation rates according to Yang et al. [45] can be written as follows:

Rabs = Ca ρg

(
p− pequil

) (
fg, l, lim −YD,g

ρlαl
ρm

)
ρg αg

ρm
, (A11)

Rdes = Cd ρg

(
pequil − p

) (
1.0−

ρg αg

ρm

)
YD,g

ρl αl
ρm

. (A12)

Here, pequil denotes the sum of liquid/water vapor pressure and the equilibrium
gas-phase pressure pg based on the dissolved gas fraction in the liquid, i.e.,

pequil = pv + pg (A13)

with pg evaluated using Henry’s law

pg = Hpx
v XD,g. (A14)

In this equation, Hpx
v denotes the Henry volatility constant and

XD,g =

(
Ml
Mg

)
YD,g (A15)

is the mole fraction of dissolved gas. Ca and CD in the prior equations are empirical
constants and fg, l, lim denotes the maximum solubility value of the non-condensable gas
(i.e., CO2 in the present investigation) written in terms of its local overall mass fraction.
Here, we have chosen Ca = 0.1 and CD = 2, corresponding to the values proposed by Yang
et al. [45] for orifice flows. In order to consider the effect of turbulent pressure fluctuations
on the threshold pressure below which phase change phenomena occur, the value of vapor
pressure pv in the above model equations was increased by the local turbulent pressure
fluctuation [45], i.e.,

pv = psat + p′turb (A16)

where psat refers to the vapor (or saturation) pressure without turbulence effects and

p′turb = 0.39(1− αv)ρlk (A17)

with k denoting the local turbulent kinetic energy. The expression for p′turb corresponds to
that proposed by Yang et al. but with the corrective factor (1− αv) as proposed by Lifante
and Frank [44].

Appendix B

The second set of test data and respective visual observations from the experimental
test campaign for similar conditions is presented in Figure 10 but with a frame of view
more focused on the flow area after the contraction. Flow direction from right to left.
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more focused on the flow area after the contraction. Flow direction from right to left. 

 
Figure A1. Flow observations from second set of test data for broad range of cavitation numbers CN 
and 5 different mass fractions of dissolved CO  , i.e., GC1–GC5 according to Table 1. Flow direction 
from right to left. Results are comparable to those presented in Figure 10. 

Figure A1. Flow observations from second set of test data for broad range of cavitation numbers CN
and 5 different mass fractions of dissolved CO2, i.e., GC1–GC5 according to Table 1. Flow direction
from right to left. Results are comparable to those presented in Figure 10.
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