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samen Pausen und unsere unterhaltsamen Gespräche haben diese Arbeit ein ganzes Stück
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Abstract

To accomplish a global market entry with polymer electrolyte membrane fuel cells, sev-
eral challenges have to be tackled. One of them is finding the right compromise between
functionality, lifetime and costs. For this purpose, understanding the influence of design,
materials and operating conditions on the fuel cell behavior is essential. In this work, the
focus is set on the operating conditions. The first aim is to address the lack of consistent
datasets for electrochemical parameters of state-of-the-art materials in the literature by
using in situ characterization techniques. The second aim is to propose a new, simple
but complete parameterized performance model. When a fuel cell is operated, several
loss mechanisms can be observed. Close attention is paid to the oxygen reduction reac-
tion (ORR) since it represents the highest contribution, even though other mechanisms
are also characterized in order to deconvolute the performance signatures. In order to
ensure high data quality and minimize unwanted in-plane effects, single cells under dif-
ferential conditions are used. The base of this work consists of a comprehensive dataset
containing polarization, electrochemical impedance spectroscopy (EIS), limiting current
and voltammetry data obtained from systematic parameter variations in H2/O2, H2/N2

and H2/H2 configurations.
In the first publication, the hydrogen crossover and the protonic resistances of both

the cathode catalyst layer (CCL) and the membrane are characterized. First, the equiva-
lency of cyclic voltammetry (CV) and linear sweep voltammetry (LSV) to determine the
hydrogen crossover is demonstrated and validated with an online gas analysis. Then, an
H2/N2 measurement campaign with a full factorial variation of the relative humidity RH
and the temperature T is carried out. Based on the CV data, a model for the hydrogen
permeation coefficient is parameterized and with the EIS spectra the parameters of a
specific transmission line model (TLM) for blocking electrodes are fitted. Especially the
membrane and cathodic ionomer resistances RPEM and Rp are thereby fitted as functions
of RH and T and then used to parameterize models of the ionomer conductivities. Al-
though the values that are measured are comparable to values reported in the literature,
distinct deviations and trends can be observed which highlights the need for specific char-
acterization of new materials. Finally, the change of the ionomer conductivity caused
by modified water management under load (H2/O2) is investigated and an approach to
estimate the local CCL relative humidity is discussed. The deviations of the ionomer re-
sistances under load from those in the H2/N2 state reveal that a correction of polarization
data for ohmic contributions based on H2/N2 data is not recommended.

In the second publication, proton pump (H2/H2) measurements provide a quantifica-
tion of the anode loss contributions which are strongly dependent on RH and the hydrogen
partial pressure pH2 . Within these O2-free experiments, carbon monoxide (CO) poisoning
on the catalysts from trace impurities in the gas feed is observed. Thus, a new recovery
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procedure to counter CO poisoning is presented which allows for a reliable parameteriza-
tion of the hydrogen oxidation reaction (HOR) based on linearized Butler-Volmer (BV)
kinetics. Then, a dataset containing polarization curves for a full factorial variation of T ,
RH and the oxygen partial pressure pO2 is created and corrected by the ionomer resis-
tances and hydrogen crossover. This dataset is used to parameterize the ORR reaction
based on a Tafel law and allows to prove that RH has no significant influence on the ORR
performance. Subsequently, O2 mass transport contributions are discussed based on lim-
iting current techniques and heliox measurements and a global loss analysis is performed.
The latter shows that up to 0.1 A cm−2, anode and oxygen transport contributions do not
interfere with the parameterization of the ORR. Moreover, the analysis reveals that the
simple Tafel law with one intrinsic slope of -70 mV/dec is sufficient to capture the ORR
kinetics at half-cell potentials above 0.8 V. Below 0.8 V, the data deviates from the Tafel
line. Furthermore, the EIS spectra under load show trends that are not covered by the
Tafel law even at very small current densities. Deviations between Tafel slopes obtained
from polarization data and EIS charge transfer resistances hint at more complex kinetics,
which is investigated further in the third publication.

In the third publication, the low-frequency inductive loop in EIS and its responsibility
for the discrepancies in the Tafel slopes between polarization curves (-70 mV/dec) and
the charge transfer resistance (≤ −100 mV/dec) is demonstrated. Based on the H2/O2

test run, the low-frequency contributions are deciphered by subtracting the local slopes
of the polarization curves (calculated by numerical derivation) from the low-frequency
real-axis-intercepts of the capacitive EIS that occur at approximately 1 Hz. Based on
this knowledge and on the ionomer resistances under load, the slow humidification ef-
fects leading to inductivities can be separated from the platinum oxidation contributions.
Therewith, a new simple representation of the cathode kinetics containing the ORR and
platinum poisoning effects that result in a low-frequency inductive loop is parameterized.
This reaction kinetics is integrated into a transient 1D through-plane membrane electrode
assembly (MEA) model which is used for an extensive parameter study. This model yields
consistent results and both polarization curves and EIS match the experiments well at
high humidity conditions, thus reconciling steady-state and dynamic performance signa-
tures of PEMFCs.

In Chapter 5, the link between the publications and their significance in the literature
context are discussed. Additionally, the MEA model is extended by ionomer hydration
dynamics. The parameterizations of RPEM and Rp depending on RH and the current den-
sity j is obtained by fitting polynomials to selected data of the H2/O2 test run. This final
MEA model is now able to simulate all humidity conditions meaningfully and even slightly
enhances the predictions at high RH compared to the model from the third publication.
Finally, an extensive loss analysis containing both overpotentials and differential resis-
tances is carried out and depicts the most important loss mechanisms in state-of-the-art
PEMFCs depending on the operating parameters.
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Kurzfassung

Um einen globalen Markteintritt mit Polymer-Elektrolyt-Membran-Brennstoffzellen (engl.
polymer electrolyte membrane fuel cells, PEMFC) zu erreichen, gilt es noch diverse Her-
ausforderungen zu meistern. Eine davon ist die Erarbeitung des besten Kompromisses
zwischen Funktionalität, Lebensdauer und Kosten. Hierfür ist es essenziell, den Einfluss
von Design, Materialien und Betriebsbedingungen auf das Brennstoffzellen-Verhalten zu
verstehen. In dieser Arbeit wird deshalb der Fokus auf die Untersuchung der Betriebs-
bedingungen gesetzt. Die erste Zielsetzung ist hierbei, den Mangel an konsistenten Da-
tensätzen für elektrochemische Parameter von Stand-der-Technik Materialien in der Li-
teratur zu beheben, indem In-Situ-Charakterisierungs-Techniken angewandt werden. Das
zweite Ziel besteht darin, ein neues, simples, aber vollständiges Performance-Modell be-
reitzustellen, das mit überschaubarem Aufwand parametriert werden kann. Beim Betrieb
einer Brennstoffzelle können mehrere Verlust-Mechanismen beobachtet werden, wobei die
Sauerstoff-Reduktions-Reaktion (engl. oxygen reduction reaction, ORR) in der Kathode
meist den größten Beitrag ausmacht. Deshalb kommt der ORR in dieser Arbeit besondere
Aufmerksamkeit zu, es werden jedoch auch andere Mechanismen untersucht, um sämtliche
Performance-Merkmale zu erschließen. Als Test-Hardware kommen Einzelzellen unter dif-
ferentiellen Bedingungen zum Einsatz, um eine hohe Datenqualität zu gewährleisten und
gleichzeitig unerwünschte In-Plane-Effekte zu minimieren. Diese Arbeit baut auf einem
umfangreichen Datensatz auf, der unter anderem Messdaten zu Polarisation, elektro-
chemischer Impedanzspektroskopie (engl. electrochemical impedance spectroscopy, EIS),
Grenzstrom und Voltammetrie enthält, die durch systematische Parameter-Variationen in
H2/O2, H2/N2 und H2/H2 Konfigurationen erzielt wurden.

In der ersten Publikation wird der Schwerpunkt auf die Charakterisierung der Wasser-
stoffpermeation sowie der Protonen-Widerstände der Kathoden-Katalysatorschicht (engl.
cathode catalyst layer, CCL) und der Membran gesetzt. Eine vergleichende Studie zwi-
schen zyklischer Voltammetrie (engl. cyclic voltammetry, CV) und linearer Voltamme-
trie (engl. linear sweep voltammetrie, LSV) sowie eine Validierung basierend auf ei-
ner Online-Gas-Analyse zeigen im ersten Schritt die Äquivalenz beider Methoden hin-
sichtlich der Bestimmung des Wasserstoff-Crossovers auf. Darauffolgend wird eine Mess-
kampagne in H2/N2 Konfiguration mit voll faktorieller Variation der relativen Feuch-
te RH und der Temperatur T evaluiert. Mit den resultierenden CVs wird ein Modell
für den Wasserstoffpermeations-Koeffizienten parametriert und mit den EIS-Spektren
werden Parameter eines Kettenleitermodells (engl. transmission line model, TLM) für
blockierende Elektroden bestimmt. Besonders die Membran- und kathodischen Ionomer-
Widerstände RPEM und Rp werden hierbei als Funktionen von RH und T gefittet und
im Anschluss für die Parametrierung von Modellen der Ionomerleitfähigkeiten verwen-
det. Obwohl die hier gemessenen Werte in der gleichen Größenordnung wie bestehende
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Literatur-Referenzdaten liegen, können deutliche Abweichungen und Trends beobachtet
werden, die die absolute Notwendigkeit hervorheben, neue Materialien tiefergehend zu
charakterisieren. Abschließend werden die Änderungen der Ionomerleitfähigkeiten unter
Last (H2/O2), verursacht durch das sich ändernde Wasser-Management, untersucht und
ein Ansatz zur Abschätzung der lokalen Feuchtigkeit der CCL, vorgestellt. Die Abwei-
chungen der Ionomer-Widerstände unter Last von jenen im H2/N2 Zustand enthüllen,
dass eine Korrektur der Polarisations-Daten um die Ohm’schen Beiträge basierend auf
H2/N2 Messungen nicht empfehlenswert ist.

In der zweiten Publikation liefern Messungen im Modus
”
Protonenpumpe“ (H2/H2)

eine Quantifizierung der Anoden-Verlustmechanismen, die, wie sich zeigt, stark von RH
und dem Wasserstoffpartialdruck pH2 abhängig sind. Innerhalb dieser O2-freien Expe-
rimente wird eine CO-Vergiftung des Katalysators durch Spurenverunreinigungen in der
Gas-Zufuhr beobachtet. Um diese CO-Vergiftung zu verhindern, wird eine neue Recovery-
Prozedur vorgestellt, die eine zuverlässige Parametrierung der H2-Oxidationsreaktion (engl.
hydrogen oxidation reaction, HOR) basierend auf der linearisierten Butler-Volmer-Kinetik
(BV) erlaubt. Nachfolgend wird ein Datensatz mit stationären Polarisationskurven für
eine voll faktorielle Variation von RH, T und dem Sauerstoffpartialdruck pO2 erstellt
und um die Ionomer-Widerstände und Wasserstoff-Crossover-Werte korrigiert. Dieser Da-
tensatz wird für die Parametrierung einer auf einem einfachen Tafel-Gesetz basierenden
ORR-Reaktion eingesetzt und ermöglicht somit den Beweis, dass RH keinen signifikanten
Einfluss auf die ORR-Performance hat. Weiterhin werden O2-Massentransport-Beiträge,
beruhend auf Grenzstrom-Techniken und Heliox-Messungen, diskutiert und eine globale
Verlust-Analyse durchgeführt. Die Letztere zeigt, dass Anoden- sowie Sauerstofftransport-
Beiträge bis zu 0.1 A/cm2 nicht mit der Parametrierung der ORR interferieren. Die Ana-
lyse enthüllt zudem, dass das Tafel-Gesetz mit einer einzelnen intrinsischen Steigung von
-70 mV/dec ausreicht, um die ORR-Kinetik bei Halbzellenpotentialen von über 0.8 V zu
beschreiben, während die Daten unterhalb von 0.8 V von der Tafel-Linie abweichen. Des
Weiteren zeigen sich Trends in den EIS-Spektren unter Last, die nicht von dem Tafel-
Gesetz abgedeckt werden, sogar bei sehr kleinen Stromdichten. Abweichungen zwischen
Tafel-Steigungen, die durch Polarisations-Daten bestimmt wurden, und jener, die mit-
tels EIS Ladungstransfer-Widerständen gewonnen wurden, weisen auf eine komplexere
Kinetik hin, die innerhalb der dritten Publikation weiter untersucht wird.

In der dritten Publikation wird der Einfluss des niederfrequenten induktiven Loops der
EIS auf die Diskrepanzen der Tafel-Steigungen zwischen Polarisationskurven (−70 mV/dec)
und Ladungstransfer-Widerständen (≤ −100 mV/dec) demonstriert. Anhand der H2/O2

Daten werden die Niederfrequenz-Beiträge entschlüsselt. Hierfür werden die lokalen Stei-
gungen der Polarisationskurven, berechnet durch numerische Ableitung, vom niederfre-
quenten Schnittpunkt der kapazitiven EIS mit der Realachse bei ca. 1 Hz abgezogen.
Basierend auf dieser Erkenntnis und auf den Ionomerwiderständen unter Last, können
die langsamen Befeuchtungseffekte, die zu einem induktiven Verhalten führen, von den
Platin-Oxidations-Beiträgen unterschieden werden. Hiermit wird eine neue einfache Dar-
stellungsweise der Kathoden-Kinetik parametriert, die die ORR- und Platin-Vergiftungs-
Effekte enthält, welche in einem niederfrequenten induktiven Loop resultieren. Die daraus
folgende Reaktionskinetik wird dann in ein vereinfachtes transientes 1D-Through-Plane-
Modell der Membran-Elektroden-Einheit (engl. membrane electrode assembly, MEA) inte-
griert, das im Anschluss für eine extensive Parameterstudie verwendet wird. Dieses Modell
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erzielt konsistente Ergebnisse, wobei sowohl Polarisationskurven als auch EIS mit den Ex-
perimenten bei hoher Feuchte übereinstimmen. Somit vereint es grundlegend stationäre
und impedanzspektroskopische Performance-Merkmale von PEM-Brennstoffzellen.

Im Kapitel 5 wird schließlich der Zusammenhang der einzelnen Publikationen ausge-
arbeitet und ihre Signifikanz im aktuellen Literatur-Kontext diskutiert. Zusätzlich wird
das MEA-Modell um die Ionomer-Befeuchtungsdynamik erweitert. Die Parametrierung
von RPEM und Rp, abhängig von RH und der Stromdichte j, wird durch das Anfitten
von Polynomen an ausgewählte Daten des H2/O2 Testlaufs erreicht. Dieses finale MEA-
Modell ermöglicht nun die sinnvolle Simulation aller Feuchte-Bedingungen und steigert
sogar leicht die Vorhersage-Güte bei hohem RH. Abschließend wird eine umfangreiche
Verlustanalyse durchgeführt, sowohl hinsichtlich der Überspannung, als auch für die diffe-
rentiellen Widerstände, welche die wichtigsten Verlust-Mechanismen von State-of-the-Art
PEMFCs, abhängig von den Betriebsparametern, abbildet.
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1 Introduction

Between the 1950s and today, human population on Earth has quadrupled from 2 billion
to 8 billion inhabitants [1]. Combined with wealth growth in many countries, this has
lead to rapidly rising energy demands that are mainly satisfied by the combustion of
fossil fuels. The latter drastically accelerated the anthropogenic greenhouse gas (GHG)
emissions to the atmosphere and therewith the global climate change [2].

To slow down the climate change and prevent likely challenges caused by fossil fuel
shortages, moving towards sustainable energy supply solutions seems inevitable. One
possibility is the creation of a sustainable economy articulated around renewable energy
sources and hydrogen to carry the energy. In this scenario, hydrogen is mainly gener-
ated with electricity coming from renewables by water electrolysis and can be stored in
pressurized tanks or bound in metal hydrides. This stored energy can then be converted
again by fuel cells into electrical energy, heat and water. Therewith, fluctuation in the
available renewable energies can be compensated [3, 4].

Particularly in the industry and transportation sectors, which together represent over
40% of the total carbon dioxide (CO2) emissions [2,5], a change in paradigm is necessary
to reach carbon neutrality. In transportation, aside from battery electric vehicles (BEVs),
fuel cell electric vehicles (FCEVs) represent a promising alternative to classical vehicles
containing internal-combustion-engine-based powertrains in the quest to zero emission
mobility. Especially in the long-haul domain, where fast refueling and high energy den-
sities are needed to guarantee the necessary ranges, fuel cells have significant advantages
over batteries. Also, the latter are currently still heavier and bulkier than fuel cell power
modules, thus allowing less payload capacity [6]. Recently, the European Union has
sharpened its goals for climate protection with the Fit-For-55 target of saving 55% GHG
emissions until 2030 and becoming climate-neutral until 2050 [7–9]. To reach these goals,
one important measure is to increase the share of BEVs and FCEVs on the roads and
even ban the sales of emissions-emitting engines starting from 2035 [10,11].

The polymer electrolyte membrane, or proton exchange membrane, fuel cell (PEMFC)
stands out for its capability of high-dynamic-operation and high power densities, its scal-
ability and its high level of maturity. Since it operates mainly with hydrogen at low
temperatures, it emits neither GHGs nor other pollutants such as NOx. The latter are
emitted by internal combustion engines (ICEs) and represent a growing threat to human
health in densely inhabited areas. PEMFC systems can easily reach high electric efficien-
cies of above 50%LHV

1 and therefore lie between classical powertrains and pure-battery
powertrains [6].

1 Efficiency referenced to the lower heating value (LHV) of H2, see section 2.2.1.
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Figure 1.1: Grove’s first fuel cell.
Adapted from [4].

The history of proton exchange membrane (PEM)
fuel cells has been described in multiple works and
goes back to the years 1838/1839 and the experi-
ments of Professor Christian Friedrich Schönbein
and Sir William Grove on platinum electrodes
under hydrogen and oxygen atmospheres (see
Fig. 1.1) [3, 4, 12]. Afterwards, fuel cells were
mainly used in combination with coal gas in tech-
nical applications but remained rather discreet un-
til the late 1950s and early 1960s, when Willard
T. Grubb invented a fuel cell comprising a poly-
mer membrane assuring ion transport. PEMFCs
as they are known nowadays started being de-
veloped in collaborations between NASA and in-
dustry partners such as General Electric (GE)
mainly for space mission purposes. However, the
PEMFCs employed in the NASA Gemini space-
craft used hydrocarbon membranes (polystyrene
sulfonate, PSS) which were not as stable as current membranes [3]. Since then, research
and development underwent several time periods with more or less interest and thus in-
vestments. First, the NASA opted for an alkaline fuel cells solution for the Apollo program
and GE also abandoned PEMFCs. Then, significant improvements were made possible
with the introduction of perfluorinated sulfonic acid (PFSA) membranes (NafionR©) by
Dupont and with the reduction of platinum needed per square centimeter of electrode by
more than two orders of magnitude while increasing performance [4]. This progress was
initiated in the 1980s by the regrowing interest for instance from Ballard Power Systems
and the LANL [4]. Since the early 2000s, research was accelerated by growing government
support through fundings all over the world. Investments by the automakers have also
strongly increased such that a first generation of FCEVs has been launched successfully in
small series (e.g. Honda Clarity, Toyota Mirai, Hyundai ix35 Fuel Cell or Mercedes-Benz
GLC F-Cell) [13–17].

Despite the higher range of FCEV and the faster refueling process (less than 5 min)
compared to BEV, to reach global market readiness, the infrastructure of refueling sta-
tions has to be expanded in Europe as it is still limited and unevenly distributed. In
Germany, the hydrogen fueling station coverage with its 95 currently available stations is
already good [18], while most other countries are still lacking a comparable infrastructure.
In France for instance, there are only 29 hydrogen filling stations open to the public [19],
even though the country is roughly 1.5 times larger (area-wise) than Germany [20]. Fur-
thermore, the functionality, lifetime and costs of PEM fuel cell systems must be optimized
for a wide commercialization and process steps in fabrication need to be reduced and sim-
plified for the sake of upscalability and economic viability. Since the fuel cell stack is the
major component of an FCEV and as the MEA represents up to 50% of the total stack
expenses (40% for the electrodes alone) [21], one important way of optimization lies in
enhancing this component with respect to performance, lifetime as well as costs. To do
so, the fuel-cell-internal loss mechanisms during operation and their dependencies on the
operating parameters must be understood as they control performance and lifetime. This
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thesis particularly focuses on the influence of the operating conditions on the steady-state
and electrochemical impedance spectroscopy (EIS) response of PEM single cells under
differential conditions.

Aim and Scope of the Thesis
This thesis focuses on analyzing the influence of the operating conditions of PEM fuel
cells on steady-state as well as electrochemical impedance spectroscopy (EIS) signatures
and proposes well-parameterized models for the most important physics. This is relevant
as even recent models and analyses in the literature often rely on parameterizations that
become progressively outdated [22]. Thus, this lack of up-to-date datasets was addressed
first in this work. To do so, an extensive dataset measured in fuel cell (H2/O2) configura-
tion containing polarization and EIS data was gathered, completed by blocking cathode
(H2/N2) and proton pump (H2/H2) experiments. Especially in the fuel cell mode, the
operating parameters were varied systematically in a full factorial manner. Special care
was taken to get consistent data by ensuring long hold times for stabilization of the con-
ditions before the measurements and by performing regular quality checks. A small cell
which allows for differential conditions, i.e. cell inlet state equals cell outlet state, was
chosen to minimize the influence of cell design and in-plane effects in the measurements.
With this dataset, material laws were parameterized which allowed to dive deep into the
cathode kinetics, i.e. the oxygen reduction reaction (ORR), which is still responsible for
the major loss contribution at typical operating conditions. The final aim was to propose
a model for MEA steady-state and EIS response which represents a good compromise
between accuracy and usability, i.e. that can be parameterized with manageable effort
based on in situ measurements. In the following, the structure of this work is presented.

A general overview on the most important PEMFC fundamentals is given in Chap-
ter 2, including a description of the working principle and thermodynamics as well as a
description of PEMFC components and their functions. Chapter 3 describes the setup
which was used in this work and explains the experimental characterization methods to
extract the data needed for the parameterization of material laws. Subsequently, the three
peer-reviewed publications of this work are presented in chronological order of publication
in Chapter 4. The order of publication can also be seen as a seamless transition between
the parameterization and modeling of the most important performance physics going from
low time constant to high time constant processes. Thereafter, the link between these
three studies is deepened and their integration in the current literature context discussed
in Chapter 5. Beyond this, the model published in the last paper is extended by ionomer
hydration effects in order to enable the simulation of dry conditions. With this final model,
an extensive loss separation study based on both steady-state overpotentials and differ-
ential resistances is presented. Finally, a summary and an outlook are given in Chapter 6.
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This thesis is composed of three peer-reviewed articles which have been published in the
Journal of the Electrochemical Society. These articles are shown in full detail in Chapter 4;
however, a brief summary of each article is given below:

• Full factorial in situ characterization of ionomer properties in differential
PEM fuel cells [23]
This paper deals with the full factorial experimental characterization of the ionomer-
related quantities including hydrogen crossover and protonic conductivity/resistance
of the membrane and the cathode electrode. Based on the gathered data, simple
models are parameterized that can be used in the analysis of performance data or
directly be implemented into more detailed physical models.

• PEM single cells under differential conditions: full factorial parameteri-
zation of the ORR and HOR2 kinetics and loss analysis [24]
The article presents an extensive characterization of both the anode and cathode
kinetics in PEM fuel cells based on Butler-Volmer and Tafel’s laws. The humidity
dependency of the cathode kinetics is investigated extensively. Additionally, a com-
plete loss mechanism analysis is performed and oxygen mass transport contributions
are discussed.

• Experimental and numerical investigation of the low-frequency inductive
features in differential PEM fuel cells: ionomer humidification and plat-
inum oxide effects [25]
The low-frequency inductive signatures in EIS spectra are investigated in this third
article. These low-frequency features are ascribed to slow ionomer hydration and
slow platinum oxides (PtOx) which lead to discrepancies in the apparent Tafel slopes
obtained by the steady-state polarization response and the EIS capacitive response.
Based on the consistent dataset from the two first publications, both effects were
disentangled and a simple but effective model for the cathode kinetics extended by
PtOx kinetics is proposed and parameterized.

2 HOR: hydrogen oxidation reaction
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2 PEMFC Fundamentals

Fuel cells are galvanic cells which transform the chemical energy contained by two reac-
tants to electrical energy and heat. In such devices, the oxidation and reduction reactions
are spatially separated by the electrolyte. A catalyst facilitates these reactions within the
electrodes which represent the interface between the ionic, electronic and reactant phases.
On the free active sites of this catalyst, a species s is adsorbed in its reduced (sred) or
oxidized (sox) state and n electrons are transferred in the redox reaction according to

sred −−⇀↽−− sox + z e−. (2.1)

In automotive applications, PEMFCs are preferred over other types of fuel cells due to
their low operating temperatures (T < 100 ◦C), high power density (P > 0.5 W cm−2),
dynamic behavior and cold start capabilities. In the PEMFC, the membrane exchanges
protons and separates the mixed-conducting porous electrodes by blocking electrons and
gas transport. The cathode and anode are defined as the electrodes where the reduction
and oxidation occur, respectively. Thus, the hydrogen oxidation reaction (HOR) proceeds
on the anode side, i.e. molecular hydrogen H2 is oxidized into protons H+ and electrons
e−:

H2 −−⇀↽−− 2 H+ + 2 e−. (2.2)

Since the membrane is largely electronically insulating, the electrons reach the cathode
side by passing through an external circuit, this provides an electrical current and therefore
electrical work. Meanwhile, the H+ protons are transported to the cathode across the
membrane, where they come into play in the oxygen reduction reaction (ORR) together
with the electrons and oxygen:

O2 + 4 H+ + 4 e− −−⇀↽−− 2 H2O. (2.3)

The sum of these two half-cell reactions leads to the total PEMFC reaction equation,
which is spontaneous (thermodynamically favored) from the left to the right as the free
energy of the reactants is higher than it is of the products:

2 H2 + O2 −−⇀↽−− 2 H2O. (2.4)

As the protons formed during the HOR do not prevail alone but are bonded to water
molecules within the electrolyte, the equations are sometimes written in the form con-
taining oxonium ions (in this case hydronium, H3O+) instead of H+ protons. Thus, the
HOR can be found written as:

H2 + 2 H2O −−⇀↽−− 2 H3O+ + 2 e−, (2.5)

which leads to the following modified ORR equation:

O2 + 4 H3O+ + 4 e− −−⇀↽−− 6 H2O. (2.6)
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Chapter 2 PEMFC Fundamentals

2.1 Components of PEM Fuel Cells

In this section, the typical layout of a single PEMFC is presented and discussed based
on Fig. 2.1, depicting the polymer electrolyte membrane (PEM) in the center and the
cathode and anode parts respectively on the top and bottom. The sandwich of the
membrane and both electrodes, namely the anode catalyst layer (ACL) and cathode
catalyst layer (CCL), is referred to as catalyst coated membrane (CCM), which is the
heart of the fuel cell hosting the electrochemistry. The MEA is obtained by adding a gas
diffusion layer (GDL) on top of each catalyst layer for homogeneous reactant and electron
transport. Typically, a GDL is made of a gas diffusion backbone (GDB) supplemented by
a micro-porous layer (MPL) which is meant to ensure a well-balanced water management.

V

e-
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Anode GDL + MPL
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Figure 2.1: Schematics of the working principle of a single PEMFC as used in this work (not to
scale). Gas permeation and electrical shorts are not represented. Gaskets and/or
subgaskets are not shown.

2.1.1 Membrane - Electrolyte

Liquid water could be a suitable electrolyte as it allows protons to easily migrate through
the aqueous solutions when a concentration gradient or electrical field is applied. In
PEMFC however, additionally to transporting ions, the electrolyte also has to assure
electrical insulation and to separate the anode and cathode reactant gas compartments
from each other [26]. Therefore, polymer membranes, or proton exchange membranes
(PEMs), come into play rather than liquid electrolytes. Such a membrane is represented
exemplarily in the schematics of Fig. 2.1 by the green component in the center and is
typically less than 50 µm thick. Furthermore, the electrolyte is also needed within the
porous three-dimensional electrode networks (blue and red components in Fig. 2.1) in
order to provide pathways for the protons to reach or leave the reaction sites in the whole
depth. Typically, the electrolyte is referred to as ionomer and is made of perfluorinated
sulfonic acid (PFSA). It is a co-polymer that consists of a hydrophobic and chemically
inert backbone (usually polytetrafluoroethylene (PTFE)-like) for mechanical stability and
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Chapter 2.1 Components of PEM Fuel Cells

of hydrophilic side chains made of perfluorinated ethers ending with sulfonic acid groups
for the protonic conductivity, as shown in Fig. 2.2. The main advantages of this material
type are [27]:

• mechanical strength, allowing thin membranes (≤ 50 µm)

• chemical stability, allowing high lifetime (> 10000 h)

• high macroscopic proton conductivities between 0.01 and 10 S m−1

• low gas permeabilities between 10−12 and 10−10 mol cm−1 s−1 bar−1

The equivalent weight (EW) describes the weight of polymer per quantity of sulfonic acid
groups and is one of the most important characteristics of ionomers. Typically, it varies
between 700 to 1500 gpolymer/molSO−

3
. On the one hand, lower EWs lead to higher protonic

conductivity. On the other hand, a higher tendency towards swelling or dissolution can
limit the applicability of ionomers with low EW.

CF2

CF2 CF

CF3

CF2 CF2 CF

CF2O O SO3H

m n

x y

 ( )

Ionic groupSide chains

Backbone

Hydrophobic

Hydrophilic

Figure 2.2: Typical chemical structure of NafionR©, a PFSA ionomer: m = 5 − 13.5, x ≥ 1,
y = 2, values may vary depending on the ionomer type [27].

However, swelling is mainly linked to exposure of the ionomer to water, which is needed
in a certain range. The uptake of water by the hydrophilic regions of the ionomer is usually
followed by swelling and the formation of an interconnected protonic conductive phase.
The most important quantity in this process is the amount of water per amount of SO−3 end
groups, also called water content λionomer. This emphasizes the importance of a constantly
sufficient humidification during operation. Under too dry conditions, the ionic side chains
can become isolated and as a result the protonic conductivity drops drastically, thus
leading to higher resistances and locally increased temperature. Too much swelling, or
swelling and shrinking cycles caused by humidity and temperature cycles, are not wanted
since they provoke constructive and mechanical issues and accelerate chemo-mechanical
ionomer ageing. Aside from this, ionomer swelling in the catalyst layer might reduce the
pore size and therefore increase the reactant transport resistance. Thus, local conditions
such as relative humidity RH and temperature T can also affect the conductivity apart
from the EW.

The interconnected protonic conductive phase builds water pathways between both
electrodes in which the protons can be transported either by the vehicle mechanism
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Chapter 2 PEMFC Fundamentals

(molecular diffusion) or by the Grotthuss mechanism (proton-hopping or structural dif-
fusion). In the first mechanism, transport is driven by a concentration gradient or by
an electrical field and the protons are bound as H3O+ molecules enclosed inside hydra-
tion shells. In the second, hydrogen bridges in between the water molecules are formed,
followed by a rearrangement of the local ionomer structure [12,28].

2.1.2 Porous Electrodes

The porous electrode, often referred to as catalyst layer (CL), is a complex three-dimen-
sional structure containing the active sites for the electrochemical reaction, the so-called
triple phase boundaries (TPBs). These are the points where all three phases converge (see
Fig. 2.3): the carbon phase for the electron tranport, the ionomer phase for the proton
transport, and the reactant gas phase [3]. The carbon phase, or more generally electron-
ically conductive phase, is typically based on carbon black and transports electrons from
and to the catalyst nanoparticles it supports, which also represent the reaction centers.
These catalyst particles are dispersed on the support and reduce the activation barrier
between the oxidized and reduced state of the reactants, thus increasing the reaction rate,
without being consumed themselves. They are commonly made of platinum-group metals
(PGMs), although platinum-based alloys (e.g. Pt-Ni or Pt-Co), with their own advan-
tages and drawbacks, can also be employed. Possible PGM loadings lie in the range of
0.1 to 0.5 mg Pt cm−2 [12] while the current target given by the Department of Energy
is 0.125 mg Pt cm−2 [21]. It is on these PGM catalyst particles that the charge transfer
steps of both the HOR and ORR happen.

e- Pore space

Water

Platinum particle

Porous carbon support

Ionomer

O2H+

H+

e-

Figure 2.3: Porous electrode structure of a partly water-saturated cathode hosting several
triple-phase boundaries. Product water transport is not shown here.

As mentioned above, the catalyst layer is also infiltrated by ionomer to ensure protonic
connection between the membrane ionomer and the active reaction sites. In order to
guarantee sufficient reactant gas feed to the electrodes as the liquid saturation of the
porous structure increases during operation, a certain porosity has to be maintained to
ensure sufficient pore void space (secondary pores). Nevertheless, species supply to the
TPB is a complex process which involves multiple transport paths such as molecular and
Knudsen diffusion in the void of the porous structure, diffusion through the ionomer thin
film and dissolution and diffusion inside liquid water. All the transport properties strongly
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depend on the humidification and the liquid water saturation of the porous matrix, thus
emphasizing how essential a reliable water management is for the performance. State-of-
the-art electrodes have a porosity of around 50% and pore sizes of around 30 nm.

The protons produced during the HOR in the ACL are transported through the
ionomer of the electrode and the membrane to the CCL, where they are consumed in
the ORR. Meanwhile, the electrons from the HOR are conducted in the opposite di-
rection in the carbon phase through the GDL to the bipolar plate (BPP). There, they
leave the fuel cell and travel via an external circuit to the cathode side where they rejoin
the protons and together with oxygen molecules form water in the ORR at the reaction
centers.

Typical electrode thicknesses in PEMFC applications range from 1 to 15 µm and
depend strongly on the carbon support type and on the catalyst loading. While thin
electrodes with low catalyst loadings are sufficient for the anode side, the cathode side
generally needs higher loadings and therefore thicknesses in order to get meaningful Pt/C
ratios. This has mainly two origins: Firstly, the HOR on platinum is several orders
of magnitude more effective than the ORR on platinum and thus requires less catalyst
loading. Secondly, the oxidative conditions on the cathode side and the high half-cell
potentials are harsher for the electrode and lead to higher degradation rates, meaning
that a bigger reservoir of catalyst material is required.

2.1.3 Gas Diffusion Layers

The gas diffusion layer (GDL) is a highly porous sheet which is sandwiched between the
CL and the bipolar plate (BPP). Its primary functions are to homogeneously distribute
the reactant gases over the cell area, to transport heat and electrons, to remove excess
liquid water and to ensure mechanical stability. The transportation of heat in the GDL
occurs both through conduction in the solid phase and through media transport in the
gaseous and liquid phases in the pore network. State-of-the-art GDLs are composed of

Figure 2.4: Scanning electron microscope (SEM) recordings of three GDL substrate types:
Paper type from SGLR© Carbon and TorayR© in a) and b), respectively; Non-woven
type from FreudenbergR© in c); Carbon cloth type in d). Recordings from ref. [29].

9



Chapter 2 PEMFC Fundamentals

two interplaying layers: the substrate, or GDB, and the MPL.

Usually, the GDB is made of a carbon fiber sheet which ensures high electrical and
thermal transport properties as well as mechanical stability. It has a porosity higher than
70% and a thickness ranging from 100 to 200 µm. In order to enhance water management,
a hydrophobic coating such as PTFE is applied onto its carbon structure which increases
the capillary pressure in the pores. The carbon structure can be based on a carbon fiber
paper, non-woven carbon or carbon cloth as shown in Fig. 2.4.

The MPL is a compound typically made of carbon black, a binder and PTFE and most
of the time coated on top of the substrate so as to penetrate some of it, thus creating an
hybrid transition structure. Unlike the GDB, the MPL has a quite low porosity below
50% and is thinner with a thickness below 50 µm. The smaller pore size of 50-100 nm
leads to a good electrical and thermal contact with the catalyst layer while reducing the
mechanical stress and protecting the membrane from the stiff carbon fibers. Even though
gas transport in the GDB could mainly be modeled by molecular diffusion, Knudsen
diffusion should also be taken into account in the MPL. Aside from this, convective
gas transport may also play a non-negligible role and the complex two-phase behavior
including liquid water transport with its effect on the saturation of the porous media must
be taken into account. Due to the small pore size, high capillary pressures are required
to push liquid water through according to the Young-Laplace equation. Nevertheless,
preferential water pathways can be added by cracks/holes coming from the fabrication
process. These pathways enable the removal of liquid water from the CL to the flow
channel and keep the porous matrix free for the reactant gas transport in the opposite
direction. Generally, pathways are created by pores with a high pore radius and a low
contact angle.

2.1.4 Flow Fields and Bipolar Plates

As can be seen in Fig. 2.1, the outmost component of a fuel cell sandwich is the flow
field (FF) containing small flow channels for the reactant gases distribution across the
cell area and the transport of water. Another important function is the conduction of
electrons and heat, which is mainly done through the contact area with the GDL, also
called lands, even though part of the heat is also transported by the gaseous and liquid
phases through media transport. Moreover, the FF provides mechanical stability and
supports the cell since it is the most thick and rigid part of the cell assembly. Most of the
time, the FF designates a channel and land structure which is molded, milled or stamped
into a stainless-steel-, aluminum- or titanium-based metal sheet or block. Sometimes,
graphite-based plates can also be used instead of metal [30,31].

The ensemble composed of FF and plate or sheet is the so-called monopolar plate or
bipolar plate (BPP), depending on the setup. In this work, single cells are characterized
according to the setup shown schematically in Fig. 2.1 which uses one monopolar plate
on each side (see section 3.1 for the full details on the setup). When stacking several
cells, BPPs come into play. Then, in state-of-the-art setups, each plate has one side
with an anode FF, one side with a cathode FF and coolant flows in between to remove
the heat and control the cell temperature. The geometry and arrangement of the flow
channels influences the media distribution and hence the performance of the fuel cell. The
most common layout for flow fields in PEMFCs are straight [32–34], serpentine [35–39]
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and interdigitated [40, 41] channels. Sometimes, other inventive geometries come into
play [42]. Furthermore, the flow direction of the gases and coolant with respect to each
other also plays a major role. The most known configurations are co-, counter- and cross-
flow, although other flow configurations or constructive solutions to replace the GDL +
flow field pair such as metal foams or meshes can be found [43]. Each configuration has
its own advantages and drawbacks, which have already been extensively discussed in the
literature based on both experiments and numerical simulations [31,44–48].

2.2 Working Principles

Fuel cells are electrochemical energy converters which transform the high chemical energy
contained within the reactants to electrical energy, thermal energy and products with
lower chemical energy. In the case of PEM fuel cells, it is the energy contained within
the hydrogen and oxygen that is converted during the electrochemical reaction to water,
as shown in Fig. 2.5.

H2 fuel
(chemical energy)

O2 from air
(oxidant)

H2O
(product water)

Electric energy

Thermal energy

PEM
fuel cell

Figure 2.5: Energy fluxes entering and leaving the PEM fuel cell which is represented as a
black box.

The fuel cell voltage which depends on current density can be computed theoretically
based on the reversible (or equilibrium) cell voltage Ueq = U0 and the voltage losses
caused by the different physicochemical processes. Such a voltage loss is commonly called
overpotential ∆U = η and is the driving force of the electrochemical reaction. In the
following sections, the basics of the thermodynamics of PEMFCs as well as the major ir-
reversibilities during operation, i.e. the loss mechanisms, are explained. The importance
of these losses increases with cell current and they are mainly composed of kinetic over-
potentials due to charge transfer resistances at the TPBs, ohmic losses caused by electron
and proton transport and concentration or mass transport overpotentials.

2.2.1 Thermodynamics - Equilibrium Conditions

The chemical energy liberated or bound during a reaction, called enthalpy of reaction
(sometimes calorific value), is simply the difference between the total reactant and total
product molar enthalpies of formation

∆Hreaction = ∆Hproducts −∆Hreactants =
∑

products, p

ζp ·Hp −
∑

reactants, r

ζr ·Hr , (2.7)

11
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with ζi the stoichiometry factor of component i for the given reaction. Regarding the
global PEM reaction (2.4), this enthalpy of reaction ∆Hreaction corresponds to the heat
measured when burning hydrogen in presence of oxygen in a calorimeter and is negative
since energy is released. In tables of thermodynamic quantities, the values are often
given for substances in their standard state1. However, the temperature is not officially
part of this definition and therefore specifically needs to be mentioned. Most commonly,
the reference is 25 ◦C, which leads to the definition called standard temperature and
pressure (STP)2 conditions in the following. Depending on whether the product water
is condensed back to liquid or not during the overall PEMFC reaction (2.4), ∆H can
take two distinct values, both dependent on the temperature as shown in Fig. 2.6a. The
difference between both values is the molar latent heat of water of 44.01 kJ mol−1 at STP
conditions [4, 49]:

• water vapor as product: ∆H◦−vapor = −241.8 kJ mol−1 = LHV3

• liquid water as product: ∆H◦−liquid = −285.8 kJ mol−1 = HHV4

The negative sign denotes the exothermic nature of the reaction. In a fuel cell, however,
the maximum usable work wmax is lower than the reaction enthalpy and is given by the
Gibbs free energy of reaction5, which represents the maximum chemical energy that can
be converted to electrical energy. It is composed of an enthalpy and an entropy term ∆H
and ∆S, respectively, and can be written as

∆G = ∆H − T∆S = wmax , (2.8)

where ∆G is negative and thus the process is spontaneous. In electrical systems, the work
provided is the product of charge Q and voltage U and the correlation between transferred
charge and converted amount of substance n can easily be introduced by Faraday’s law
under constant current conditions:

welectric = −Q · U Faraday
= −n · z · F · U . (2.9)

In this equation, F = 96485 C mol−1 is Faraday’s constant and z = 2 is the valency
for the global PEMFC reaction. In the case where no current is drawn, the system is
at equilibrium (or reversible, no losses occur) and thus the Gibbs free energy can be
converted into an equilibrium voltage U0, which is obtained by combining (2.8) and (2.9)
(∆G = wmax = welectric) and normalizing to n = 1 mol. This results in

U0 =
−∆G

2 · F , (2.10)

which is also called open circuit voltage (OCV) and is the voltage that should be measured
between the solid phases of the anode and cathode electrodes when no electric current

1 Standard state, marked with a degree sign (◦): p◦ = 101 325 Pa ≈ 1 bar and n◦ = 1 mol.
2 STP, marked with a Plimsoll character (◦−): T ◦− = 298.15 K = 25 ◦C, p◦− = p◦ and n◦− = n◦.
3 LHV: lower heating value.
4 HHV: higher heating value.
5 Similar to the reaction enthalpy in (2.7) ∆G, the reaction Gibbs free energy equals the difference

between the total reactant and total product molar Gibbs free energies of formation. For the PEMFC
reaction equation (2.4), this results in ∆G = GH2O − (GH2 + 1

2GO2).
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-1.0e-3 VK-1

-4.7e-4 VK-1

1.48 V

1.25 V
1.23 V

1.18 V

a) b)

Figure 2.6: a) Representation of the energy terms at standard pressure conditions over tem-
perature. b) Resulting theoretical OCV over temperature according to (2.10). The
calculations are done based on data tabulated in ref. [50].

flows through the external circuit, i.e. the net reaction rate of (2.4) equals zero. Typical
values of open circuit voltage (OCV) at standard conditions are shown in Fig. 2.6b.
Generally, it is the Gibbs free energy of reaction which is determined by the experimental
measurement of the voltage. Just as the enthalpy of reaction, the Gibbs free energy is
tabulated for standardized conditions (see Fig. 2.6a) [4, 49]:

• water vapor as product: ∆G◦−vapor = −228.6 kJ mol−1 Eq. (2.10)−−−−−→ U◦−0 = 1.18 V

• liquid water as product: ∆G◦−liquid = −237.1 kJ mol−1 Eq. (2.10)−−−−−→ U◦−0 = 1.23 V

In real PEM fuel cells, such voltages can never be measured. In fact, even if no external
current is drawn, small electrode internal currents in the range of 1 to 10 mA cm−2 which
are caused by fuel and oxidant permeation through the PEM reduce the observed OCV.

To calculate fuel cell efficiencies, the voltages measured are typically compared to those
that would be obtained if the limit of the maximum electric work was given by the total
enthalpy of reaction instead of the Gibbs free energy of reaction. This is custom since
fuels are typically burnt to convert their chemical energy. Numerically, this is obtained
by introducing the higher heating value (HHV) and the lower heating value (LHV) into
(2.10). These theoretical voltages are given by U◦−LHV = 1.25 V and U◦−HHV = 1.48 V for the
LHV and the HHV, respectively. Generally, if not specified, it is to expect that the LHV
is used. Therewith, depending on whether liquid water or vapor is assumed as being the
sole product of the reaction, the maximum reachable efficiency at STP conditions would
be given by

Max. efficiency =
∆G◦−liquid

∆H◦−liquid

=
∆G◦−liquid

HHV
= 83% or

∆G◦−vapor

∆H◦−vapor

=
∆G◦−vapor

LHV
= 94% . (2.11)

In a real-life cell, more fuel and oxidant are fed at an actual current than needed as ex-
pected by the stoichiometry in order to avoid local undersupply. The unused amounts of
fuel and oxidant leaving the cell are either recirculated by specific components or lost at
the exhaust. This must be taken into account when calculating fuel cell system efficien-
cies.
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Effect of temperature on the equilibrium
Based on the assumption that the standard molar enthalpy and standard molar entropy
are both approximately constant over temperature, the influence of temperature on the
reversible cell voltage can be computed by partial derivation of (2.10) at constant pressure
p and amount of substance n [12]:

(
∂U0

∂T

)

p,n

=
∆S◦−

2 · F = −8.5 · 10−4 V K−1 . (2.12)

Defining the standard temperature and pressure state as the reference condition now
allows to get the equilibrium voltage at any temperature, provided that the pressure and
the amount of substance remain constant:

U0 = U◦−0 + (T − T ◦−) · ∆S◦−

z · F . (2.13)

This is a common approach used in the literature; however, as can be seen Fig. 2.6a,
neither of the quantities is really constant over the temperature, which leads to slightly
deviating slopes of the curves U0 = f(T ). This effect should be taken into account when
computing expected OCVs. As can be seen from (2.12), OCV decreases when the tem-
perature increases. Nevertheless, when operating a PEM fuel cell under load, various
processes are intertwined such that the tendency of the general performance with temper-
ature is not trivial. While many physico-chemical processes including reaction kinetics and
mass transport follow Arrhenius-like laws and thus are enhanced at higher temperatures,
proper ionomer humidification likely gets more difficult and might affect performance in
a negative way.

Effect of partial pressure on the equilibrium
In order to investigate the variation of the equilibrium voltage with partial pressures of
species, the potentials and reactions occurring at a single electrode are considered instead
of looking at the complete PEMFC voltage and its global reaction. Hence, the voltage
which equals the difference of cathode and anode electric potentials U = φe,cathode−φe,anode

is substituted with the difference of electric and ionic potentials ∆φ = φe − φp applied at
the given electrode. The global reaction (2.4) is first replaced by (2.3) for the ORR, then
by (2.2) for the HOR.

In PEM fuel cells as in every other electrochemical system, the electrochemical potential
(ECP) µi of a component i combines the chemical potential µi and the contribution from
the electrical potential φ as in µi = µi + zi ·F · φ. The second term of the latter equation
represents the electrical work performed to transport the charged component inside an
electric field. At constant temperature T , pressure p and amount of substance of all other
components nj 6=i, the definition of the chemical potential of the substance i can be given
as [51]:

µi = µ◦i +R · T · ln(ai) , (2.14)

where R is the ideal gas constant, µ◦i the standard chemical potential of i and ai its
activity. The correction for the activity is needed when deviating from the standard
conditions since intermolecular interactions cannot be neglected in concentrated solutions
(non-ideal solutions). Based on this, the electrochemical potential can be written as

µi = µi + zi · F · φ = µ◦i +R · T · ln(ai) + zi · F · φ. (2.15)
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The second term in (2.15) shows the simple proportionality of the electrical work per mole
to the charge of this mole and the applied electric or electrolytic potential. Depending on
the signs of the charge carrier and the potential, this second term increases or decreases
the electrochemical potential. When no external current flows and the components’ con-
centrations are constant in time, an electrode reaches the equilibrium between reduced
and oxidized state. Thus, the sum of the electrochemical potential contributions of all
the species present at this electrode is zero:

∑

i

(ζi · µi) = 0. (2.16)

Based on the stoichiometry factors ζi from (2.3), the equilibrium condition for a PEMFC
cathode can be expressed by

µO2
+ 4µH+ + 4µe− = 2µH2O, (2.17)

with the electrochemical potentials µO2
of gaseous oxygen, µH+ of protons H+ in aqueous

solution, µe− of electrons e− in the solid phase and µH2O of liquid water. Applying (2.15)
to (2.17) results in
[
µ◦O2

+R · T · ln(aO2)
]

+ 4 ·
[
µ◦H+ +R · T · ln(aH+) + zH+ · F · φ0

p

]

+ 4 ·
[
µe− + ze− · F · φ0

e

]
= 2 ·

[
µ◦H2O +R · T · ln(aH2O)

]
,

(2.18)

where aO2 , aH+ and aH2O represent the chemical activities and µ◦O2
, µ◦H+ and µ◦H2O the

standard chemical potentials of oxygen, protons and water, respectively. The chemical
potential of electrons in the solid electrode phase is represented by µe− and the valencies
of the protons and electrons by zH+ = +1 and ze− = −1. Equation (2.18) also contains
the equilibrium potentials φ0

p and φ0
e,cathode = φ0

e of the protonic and electronic phases. In
fact, it is the difference between the electrochemical potentials of reactants and products
that represents the driving force for the electrode reaction. Therefore, it is advantageous
to rearrange (2.18) in a way to express the Galvani potential ∆φ0

cathode = ∆φ0
c by the

well-known Nernst equation

∆φ0
c = φ0

e − φ0
p =

µ◦O2
+ 4 · µ◦H+ − 2 · µ◦H2O + 4 · µe−

4 · F +
R · T
4 · F · ln

(
aO2 · (aH+)4

(aH2O)2

)
, (2.19)

which cannot be determined directly. Instead, the difference to the well-defined potential
of a so-called reference electrode must be measured, which typically consists of a hydro-
gen/platinum electrode. In the case of PEMFC, the anode can be used as the reference
electrode at equilibrium conditions. The Nernst equation of the anode electrode for its
Galvani potential ∆φ0

anode = ∆φ0
a can be written similarly to (2.19) and leads to

∆φ0
a = φ0

e − φ0
p =

2 · µ◦H+ − µ◦H2
+ 2 · µe−

2 · F +
R · T
2 · F · ln

(
(aH+)2

aH2

)
, (2.20)

with φ0
e = φ0

e,anode the potential of the electric phase, aH2 the chemical activity of hydrogen
and µ◦H2

its standard chemical potential. The Galvani potential of a standard hydrogen
electrode (SHE) without any phase activity influence (ai = 1) is defined as the origin of
the potential scale:

∆φ◦a := 0 VSHE . (2.21)
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Now, knowing that the overall cell voltage is measured experimentally between the electric
phase of the anode φe,anode and the cathode φe,cathode, the equilibrium cell voltage U0 can
be obtained by combining both electrode equilibrium potentials (2.20) and (2.19) as

U0 = φ0
e,cathode − φ0

e,anode = ∆φ0
c −∆φ0

a . (2.22)

Since the standard chemical potential µ◦i of a pure species i is equal to its standard Gibbs
free energy of formation ∆G◦i , the OCV equation (2.22) can finally be written as

U0 =
∆G◦O2

+ 2 ·∆G◦H2
− 2 ·∆G◦H2O

4 · F +
R · T
4 · F · ln

(
aO2 · (aH2)

2

(aH2O)2

)
. (2.23)

While the Gibbs free energy of formation of oxygen ∆G◦O2
and hydrogen ∆G◦H2

are zero,
the temperature dependency of ∆G◦H2O is exactly as in (2.12). The most known form
of (2.23) which can be found in literature contains the gas partial pressures pi and is as
follows [52,53]:

U0 = 1.23 V− 8.5 · 10−4 V K−1 · (T − 298.15 K) +
R · T
4 · F · ln

[(
pO2

pref

)(
pH2

pref

)2(
pH2O

pref

)−2
]
.

(2.24)
Equation (2.24) explicitly contains the dependency of the PEMFC equilibrium voltage on
the temperature and the partial pressures of the involved species pi. In this case, it is
assumed that the product water is in the liquid form.

2.2.2 Reaction Kinetics Overpotential

Once an overpotential is applied to an electrochemical half-cell, it is driven away from its
equilibrium state and carries current. Hence, there is a net mass conversion which means
that the forward and backward rates of the the half-cell reactions involved are not equal
anymore. In this case, the Galvani potential is different from the equilibrium potential
and this difference is the definition of the overpotential η:

η = φe − φp −∆φ0 = ∆φ−∆φ0 . (2.25)

As above, ∆φ represents the difference between the electric and ionic potentials φe and φp,
respectively. ∆φ0 is the half-cell equilibrium potential at given conditions. Mostly but not
necessarily, a positive overpotential η > 0 V defines a dominant forward reaction, meaning
that an oxidation of the corresponding reactant happens. The latter is called an anodic
reaction and electrons and protons are released. Accordingly, a negative overpotential
η < 0 V stands for a dominant cathodic (backward) reaction, where the reactant is
reduced by consuming protons and electrons. In the literature, another term for the
overpotential and the deviation from the equilibrium it produces is the polarization. The
well-known polarization curve shows nothing else than the relation between the applied
current and the resulting overpotential, or vice-versa. This is discussed in more detail in
section 3.2.2. To properly describe an electrochemical system under load, the electrode
kinetics have to be taken into account. In the following, the derivation of simple electrode
kinetics leading to the Butler-Volmer relation between electrode current and overpotential
is demonstrated.
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Figure 2.7: Effects of an electrode overpotential on the standard free energies of activation. The
solid line represents the equilibrium case and the dashed line shows the activation
characteristics when an overpotential is applied [12,51].

Typically, the assumption of a rate determining first order reaction with one single
electron transfer such as in (2.1) is made. With the rate constants kox and kred for the
oxidation and reduction reaction and the concentrations of the species cox and cred, the
rate law of the forward and backward reactions can be written by using Faraday’s law:

dcred

dt
= kred · cox =

Ired

z · F , (2.26)

dcox

dt
= kox · cred =

Iox

z · F . (2.27)

Then, the transition state theory can be invoked to describe a given rate constant k as
a function of the rate constant at standard conditions k◦ and the standard Gibbs free
energy of activation for the activated complex ∆G‡:

k = k◦ · exp

(
−∆G‡

R · T

)
. (2.28)

As shown above in (2.9) and (2.10), the Gibbs free energy can be linked with the electro-
chemical potential. Introducing the symmetry factor β to take into account the fraction
of the total Gibbs free energy change in the system to the Gibbs energy of activation
when applying an overpotential η leads to

∆G‡red = ∆G‡,◦red + (1− β) · z · F · η , (2.29)

∆G‡ox = ∆G‡,◦ox − β · z · F · η , (2.30)

which is sketched in Fig. 2.7. Both these equations can now be combined with (2.28) to
get expressions for the rate constants depending on the overpotential:

kred = k0,red · exp

(
−∆G‡,◦red − (1− β) · F · η

R · T

)
, (2.31)

kox = k0,ox · exp

(−∆G‡,◦ox + β · F · η
R · T

)
. (2.32)
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linearization
j0

αF/(ln(10)RT)

a) b)
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Figure 2.8: a) Zoom on the low overpotential zone of the current-overpotential curve based
on the equation (2.37). The solid line represents the Butler-Volmer kinetics, the
dashed lines the anodic and cathodic branches and the dotted line the linearization
based on the equation (2.42). b) Tafel plot for the anodic and cathodic branches
of the current-overpotential curve. The conditions in both diagrams are α = 0.5,
T = 80 ◦C and j0 = 2 · 10−7 A/cm2.

Then, these rate constants are inserted into (2.27) and (2.26) to obtain the equations of
the anodic and cathodic currents of an electrode. The current I is thereby replaced by
the current density j, which is the surface-normalized current. This leads to

jred = z · F · cox · k0,red · exp

(
−∆G‡,◦red − (1− β) · F · η

R · T

)
, (2.33)

jox = z · F · cred · k0,ox · exp

(−∆G‡,◦ox + β · F · η
R · T

)
. (2.34)

At equilibrium conditions, both forward and backward reactions occur at the same rate.
This means that both current densities have the same value, that the overpotential equals
zero and the concentrations equal their equilibrium concentrations cred = c0

red and cox =
c0

ox:

jred = jox = j0 = z · F · c0
ox · k0,red · exp

(
−∆G‡,◦red

R · T

)
(2.35)

= z · F · c0
red · k0,ox · exp

(−∆G‡,◦ox

R · T

)
. (2.36)

In this context, j0 is the well-known exchange current density and quantifies the rate
of reduction and oxidation in equilibrium when no net current flows. It is generally an
indicator for catalytic activity and should be as high as possible. In non-equilibrium
conditions, the net current is the difference between anodic and cathodic current. By
neglecting any transport processes and thus considering that the concentrations are equal
to their equilibrium concentrations, the famous Butler-Volmer (BV) equation can finally
be derived as

j = jox − jred = j0 ·
[
exp

(
β · z · F · η
R · T

)
− exp

(−(1− β) · z · F · η
R · T

)]
. (2.37)

18



Chapter 2.2 Working Principles

c)

a) b)

d)

|j| / A/cm2

|j| / A/cm2

Figure 2.9: Effect of the exchange current density j0 on the kinetic overpotential required
to produce net current in a linear diagram (a) and in the Tafel representation
(b). Effect of the symmetry coefficient β on the kinetic overpotential required to
produce net current in a linear diagram (c) and in the Tafel representation (d).
The baseline conditions (solid black lines) in both diagrams are α = 0.5, T = 80 ◦C
and j0 = 2 · 10−7 A/cm2.

The shape of this equation is shown exemplarily in Fig. 2.8a with a zoom on the low
overpotential zone. It can be seen that at very low overpotentials, a linearization seems
reasonable. In this range, both branches play an important role in the net current. At
higher overpotentials, the current produced by one branch becomes negligibly small. Fig-
ure 2.8b shows both branches in a so-called Tafel plot, which is useful for the evaluation
of kinetic parameters. Especially the exchange current density can be gained by extrapo-
lating the linear regime to zero overpotential, and the transfer coefficient α = z · (1− β)
can be obtained by evaluating the slope. Figure 2.9 depicts the influence of both these
parameters on the polarization in a linear representation as well as in a Tafel plot (log-
arithmic current scale). In the following, famous simplifications of the BV equation are
presented and discussed.

High overpotentials - Tafel approximation
One simplification of the BV equation often encountered in the literature is the expression
of the famous Tafel kinetics, which can legitimately be applied with sluggish kinetics, i.e.
when the absolute value of the overpotential is high for current densities of interest. This
holds for instance whenever the ratio of back current to forward current is less than 1%,
that is exp( F

RT
η) < 0.01 [51]. At 25 ◦C, this leads to |η| > 118 mV and at 80 ◦C it leads to

|η| > 140 mV. Depending on the sign of the overpotential, one term of the Butler-Volmer
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equation (2.37) can be neglected in this case, see Figs. 2.8a and b. In the case of a high
negative overpotential as it usually is the case with the ORR kinetics on platinum, this
leads to

j = −j0 · exp

(−(1− β) · z · F · η
R · T

)
. (2.38)

A common transformation of (2.38) is its inversion to represent the overpotential as a
function of the current density. This transformation is widely used to fit experimental
polarization curves and is given by the expression

η = −R · T
α · F · ln

(
j

j0

)
= b · ln

(
j

j0

)
. (2.39)

An approach to make the model and experimental curves match is to fix the Tafel slope
(TS) b and the exchange current density j0. While j0 gives insights into the catalytic
performance, b yields mechanistic insights about the reaction. The expression of the
electrochemical impedance spectroscopy (EIS) response of a kinetics law is called charge
transfer resistance Rct and can be calculated by derivation of the overpotential η according
to the current density j. In the special case of Tafel kinetics, this yields:

− ∂η

∂j
= Rct =

R · T
α · F · j =

b

j
, (2.40)

Equation (2.40) proves that the Tafel slope is accessible from EIS measurements, even
though the exchange current density is not and thus must be gained from fitting polar-
ization data.

Low overpotentials - Linearized kinetics
The second simplification of the BV kinetics is exactly the opposite from the first and
therefore only applies if the absolute value of the overpotential is so small (|η| � 118 mV)
as to allow a linearization of (2.37) (see Fig. 2.8). To do so, the exponential function is
approximated via its Taylor series expansion:

ex = 1 +
+∞∑

n=1

xn

n!
= 1 + x+

x2

2!
+
x3

3!
+ ... (2.41)

which must be applied to (2.37). All the terms with an order higher than one are neglected
as a linear relationship is assumed between current density and overpotential:

j ≈ j0 ·
[(

1 +
β · z · F · η
R · T

)
−
(

1 +
−(1− β) · z · F · η

R · T

)]
= −j0 · z · F

R · T · η . (2.42)

Here, the impedance response is constant over the current density and is simply the slope
of the polarization curve when the overpotential is very small, i.e. at conditions near the
equilibrium. Hence, the charge transfer resistance Rct can be expressed via

− ∂η

∂j
= Rct =

R · T
z · F · j0

. (2.43)

This shows that the evaluation of j0 from polarization data is straightforward with lin-
earized kinetics. However, the Tafel slope cannot directly be determined at such condi-
tions.
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Symmetrical Butler-Volmer
Another special case arises when the exponential terms in (2.37) are symmetrical, i.e. if
the symmetry coefficient takes the exact value β = 0.5 (baseline case in Figs. 2.9c and d).
In this case, the properties of the exponential function can be exploited and the equation
takes the mathematical form

j = j0 ·
[
exp

(
z · F · η
2 ·R · T

)
− exp

(
− z · F · η

2 ·R · T

)]
= 2 · j0 · sinh

(
z · F · η
2 ·R · T

)
. (2.44)

Again, this equation can be inversed in order to express the overpotential η as a function
of the current density j. Here, this inversion yields the following expression:

η =
2 ·R · T
z · F · sinh−1

(
j

2 · j0

)
. (2.45)

Hence, an analytical expression can be derived for the charge transfer resistance which
would be expected in transient measurements, e.g. in EIS recordings:

− ∂η

∂j
= Rct =

2 ·R · T
z · F · j0 ·

√
j2

j20
+ 4

. (2.46)

This special case of symmetrical kinetics branches was sometimes used in studies to sim-
plify the equations, e.g. by Kulikovsky and Reshetenko, who used it in several polarization
curve and EIS investigations [54–61].

More sophisticated kinetics
Even though the Butler-Volmer (BV) equation or its simplifications as shown above are
typically employed in PEMFC performance analysis and modeling, it is clear that nei-
ther the HOR nor the ORR are simple single step reactions with one electron transfer
such as in (2.1). Generally, multiple steps occur including species adsorption on the
catalyst, surface diffusion, splitting or formation of molecular bonds and several distinct
electron transfers. According to literature sources, the HOR and hydrogen evolution reac-
tion (HER) on platinum in acidic environment supposedly follows either the Tafel-Volmer
or Heyrovsky-Volmer mechanism [12, 62]. The first involves a dissociative adsorption of
molecular hydrogen onto platinum (Tafel), followed by an electrochemical oxidation of the
adsorbed species (Volmer). The second involves first a partially oxidative adsorption of
hydrogen (Heyrovsky), then again an oxidation of the adsorbed species (Volmer) [12,62].
In the past, different studies aimed at unraveling the exact mechanisms and parameter-
ized them based on rotating disc electrode (RDE) as well as MEA measurements [62–67].
In their experimental and simulative studies of hydrogen electrodes and humidity effects,
Wiezell et al. also integrated a water dependency in the Volmer step (hydration of pro-
tons) as originally proposed by Andreaus and Scherer [68–72]. They showed hat the
features of the simulations closely matched their experimental results and that the water
dependency in the HOR yielded a low-frequency inductive loop in EIS. Usually, the HOR
is very fast and produces very small overpotentials with common PEMFC materials, thus
only small amounts of Pt (0.025 - 0.05 mgPt/cm2

geo) are required to facilitate the reac-
tion. However, with low loadings, degradation phenomena can play an important role and
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provoke noticeable performance losses even if they lead only to modest electrochemical
surface area (ECSA) losses. Therefore, understanding the kinetics seems essential to
derive mitigation strategies and develop improved next generation materials.

In contrast to this, the ORR and oxygen evolution reaction (OER) kinetics at platinum-
based catalyst are sluggish and lead to high overpotentials. At typical PEMFC operating
conditions, the cathode kinetics are often responsible for the highest overpotential of all
the loss mechanisms. Some groups modeled the ORR with simple descriptions based on
Tafel or Butler-Volmer laws complemented by platinum oxide coverage-dependent effects
and assumed a single equivalent rate determining step (RDS). The assumption is that
chemisorbed species on the catalyst surface have a poisoning effect leading to dual Tafel
slopes and dual reaction orders which are predicted for instance by RDE or microelec-
trode measurements [73–76]. Such considerations were probably triggered by the early
work of Damjanovic et al. [77–79]. Nevertheless, the potential-dependent change in the
Tafel slope is very challenging to detect in full cells since they are mainly operated at
conditions where the half-cell potential of the ORR electrode corrected by the ohmic con-
tributions remains high. Hence, simple models with a single RDS and a single Tafel slope
were considered as being sufficiently accurate to describe ORR kinetics-related perfor-
mance losses in many PEMFC studies. Subramanian et al. proposed a steady-state oxide
coverage-dependent model and parameterized it pragmatically based on polarization and
cyclic voltammetry data gathered with real MEAs of PEMFCs, although they only de-
tected a potential-dependent change the Tafel slope with their low-loaded cathode sample
which showed decreased performance and therefore lower cathode half-cell potentials [80].

Other authors previously used comparable models in transient studies to explain the
mismatch between the steady-state apparent Tafel slopes and those obtained from the
charge transfer resistance in capacitive EIS, which was detected early by Antoine et al. [81]
and was sometimes also explained completely or partially by ionomer hydration/dehy-
dration and/or along-the-channel effects [34, 82–90] or catalyst poisoning [91, 92]. Early
studies by Roy et al. and Mathias et al. considered ORR mechanisms containing one or
more intermediates and took the slow poisoning effect of platinum by oxide growth into
account, which leads to low-frequency inductive contributions [93–95]. Therein, the oxide
growth models were derived from the one of Darling and Meyers [96]. Other comparable
approaches used more detailed modeling of the platinum oxide layer formation and reduc-
tion containing a fast chemisorbed oxide and two slow place-exchanged oxides (planar-site
and edge-site) which block chemisorption and progressively replace the initial fast and re-
versible chemisorbed oxide with slow irreversible place-exchanged oxides [97, 98]. Based
on steady-state and EIS computations, they also showed that their oxide model produces
low-frequency inductive loops which need to be taken into account to get Tafel slopes
consistent with those obtained from polarization curves. Currently, it is understood that
even in differential cells where no along-the-channel effects are expected, the low-frequency
inductive loop contains multiple processes that can at least partially be traced to slow
humidification and oxide reduction effects [90,99–101].

Another perspective is the ORR representation in terms of microkinetics which re-
places the simple Tafel law and can consist of two distinct mechanisms [102]. The first
is a direct reduction of adsorbed molecular oxygen to water in a four-electron-step. The
second is a series pathway likely to include the creation of hydrogen peroxide (H2O2) and
other intermediate species such as adsorbed O2, O, OH, OOH, O, and H2O in individual
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elementary reactions. In such microkinetics considerations, there is no single RDS as the
importance of the individual rate equations generally varies with the potential [103–105].
This absence of a single RDS leads to variable apparent Tafel slopes over the potential.
However, since all the kinetics are supposedly fast, no low-frequency inductive features are
expected from such considerations. Finally, even though several work groups have worked
on the exact mechanistic description of the ORR on Pt based on density functional the-
ory (DFT) calculations and sophisticated experiments over the years, there still is no final
consensus as discussions are ongoing and further work needs to be done [106–108].

2.2.3 Ohmic Overpotential

Loss contributions which are proportional to the load drawn from a PEMFC are commonly
called ohmic losses as they behave almost perfectly like a simple resistor at first glance.
Different overlapping resistances contribute to the overall ohmic contribution:

• the electronic resistance of the setup containing the BPP and GDL bulk resistances
as well as the contact resistances between the individual layers

• the protonic resistance of the catalyst layers (CL)

• the protonic resistance of the membrane (PEM)

Usually, the electronic bulk and contact resistances as well as the membrane resistance
are measured simultaneously by EIS techniques and are therefore summarized under the
name high-frequency resistance (HFR), R0 or RΩ. The contribution of proton transport
within the electrodes is named Reff

p and comes mainly from the cathode side as the anode
impedance is usually negligible at typical automotive operating conditions. Together,
these resistances lead to the overpotential given by

ηtotal
Ohm = ηΩ + ηH+

CCL =
(
RΩ +Reff

p

)
· j , (2.47)

with ηH+

CCL the voltage drop due to proton transport resistance in the CCL Reff
p , ηΩ the

voltage drop caused by the HFR RΩ and j the current density. The bulk electronic
resistances are often small compared with the contact resistances which are influenced
by the nature of the contact and the clamping pressure. The protonic resistances are
correlating with the corresponding layer thickness L, the surface area A and the ionic
conductivity σ and can be expressed as

R =
L

A · σ . (2.48)

The local conductivity is mostly dependent on the temperature and the humidification
level, which can both be influenced by the operating conditions. Often, EIS measure-
ments under load (H2/O2) or with a blocking cathode (H2/N2) are performed to access
this property as they enable a proper separation between membrane and electrode contri-
bution [109, 110]. Sometimes, these properties are extracted by fitting the parameters of
a specific model to polarization curves [58]. This is less precise however since it does not
allow for a current-dependent evaluation of the parameters as they are mostly assumed to
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be constant over the load range in such analyses. By partial derivation of (2.47) according
to j, the general impedance response is obtained as follows:

∂ηtotal
Ohm

∂j
= RPEM +Reff

p + j ·
(
∂RPEM

∂j
+
∂Reff

p

∂j

)
, (2.49)

where the first two resistances can be determined from the high frequencies of EIS and
the third term contains the change of the resistances with the load, which comes mainly
from changed humidification during operation.

2.2.4 Mass Transport Overpotential

Reactant gas transport from the gas channels of the BPP through the GDL and the cat-
alyst layer to the reaction centers can be described by diffusion and convection processes.
The resistance to this transport leads to a concentration gradient between the gas chan-
nel and the electrode which in turn leads to a drop of the OCV and a decrease of the
kinetics exchange current density. The latter effect provokes a higher kinetics overpoten-
tial as shown in (2.39). Therefore, the voltage drop caused by reactant transport is a
combination of an effect on the local Nernst potential and the local kinetics overpotential
and is strictly speaking not an overpotential according to (2.25). However, it is mostly
called diffusion or mass transport overpotential in the literature, or diffusion polarization
sometimes. At typical PEM operating conditions, the combination of high hydrogen con-
centrations on the anode side and the advantageous hydrogen transport properties yields
negligibly small performance losses. Thus, when talking about mass transport losses in
PEMFCs, mostly oxygen transport is addressed. By combining the laws of Nernst, Tafel
and Ficks law of diffusion with an equivalent oxygen transport resistance RO2 , the steady-
state performance loss caused by oxygen transport from the cathode gas channels to the
reaction sites in the CCL can be calculated by (2.50) [111]:

∆UO2,MT(j) =
R · T
F
·
(

1

4
+

γ

αORR

)
· ln
(
pchannel

O2
− R·T

4·F ·RO2 · j
pchannel

O2

)
. (2.50)

Here, αORR is the ORR transfer coefficient as described above in (2.39) and γ is its
reaction order which describes the dependency of the exchange current density j0 on
oxygen partial pressure. The most difficult part resides in the determination of RO2

which is strongly depending on the actual load. Mostly, the oxygen transport resistance is
obtained by fitting polarization curves [58] or by the measurement of the limiting current
density which enables the separation of pressure-dependent and pressure-independent
resistances [112, 113]. Both methods however only yield a single load-independent value
of the transport resistance. At limiting current density jlim, the amount of available
reactant at the catalyst surface drops to zero. Knowing the oxygen concentration in the
flow channel and the molar flux to the electrode which is given by Faraday’s law, this
condition can be put into Fick’s law of diffusion to give the expression of the total oxygen
transport resistance

RO2
=
pchannel

O2
· 4 · F

R · T · jlim

. (2.51)
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Since the resistance obtained by classical limiting current techniques does not necessarily
paint a representative picture due to altered heat generation and water management,
other derived methods were investigated such as limiting current measurements in proton-
pumping configuration [114–116]. Sometimes, EIS techniques are also used to get a rough
estimation of the differential transport resistance at a given load point, either by directly
fitting the parameters of a physical model to spectra [59–61, 117, 118], or by fitting the
parameters of an equivalent circuit model (ECM), which can be supported by distribution
of relaxation times (DRT) analyses [86, 119–123]. Isolating the pure oxygen transport
contributions from EIS where several processes overlap frequency-wise remains challenging
nonetheless.

2.3 Ageing Mechanisms

PEM fuel cells, like every other component or system, are subject to various degradation
phenomena. While some of them directly lead to a loss of performance over lifetime,
others do not and thus are only detected during specific service protocols or when failure
occurs. The contributions of catalyst and ionomer degradation are considered as being
the most important ones. However, other effects such as BPP degradation by thermo-
mechanical and corrosive stress and GDL hydrophilicity alteration as well as structural
degradation can be important.

Comparably to every other physico-chemical process, degradation mechanisms strongly
depend on the chosen materials, the conditions of operation, the surroundings and time.
Hence, understanding detrimental operating conditions is of utmost importance in this
work since they need to be avoided in the process of characterizing performance signatures
with the aim of parameterizing appropriate models. In the following sections, the most
known irreversible and reversible ageing mechanisms in PEMFCs are briefly itemized and
a glimpse of some corresponding mitigation solutions is given.

2.3.1 Irreversible Degradation

Platinum degradation
One major non-reversible performance decay of the electrode can be attributed to ageing
of its Pt, which is accelerated at high half-cell potentials, high humidity and high tem-
perature and is also dependent on the pH. Such noxious conditions mainly arise within
the cathode of PEMFCs, leading to several degradation appearances [124,125]:

• Electrochemical Ostwald ripening and coalescence, caused by dissolution of small
Pt particles and redeposition on bigger particles (growth/coarsening to more stable
particles).

• Pt dissolution, migration and precipitation in the ionomer of the CL or the mem-
brane, where the diffusion is caused by the gradient in concentration of dissolved
Pt between the cathode and the anode. Migrating dissolved Pt ions get in contact
with crossover hydrogen in the membrane and are reduced to elemental Pt.

• Loss of electrically connected Pt by detachment from the carbon support caused by
its corrosion at high potential.
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Carbon corrosion
The corrosion of the support, i.e. oxidation to CO and CO2 accompanied by morpholog-
ical and structural changes of the CL, occurs mainly at high local potential. At normal
potentials of fuel cell operation, carbon corrosion can be neglected due to its slow kinet-
ics. However, during highly transient phenomena like air/air startup as well as global or
local fuel starvation, unusually high potentials can arise locally and strongly accelerate
the corrosion process. Aside from the loss of Pt, a loss in the conductivity as well as an
increase in the oxygen transport resistance can also be observed [124–126].

Ionomer deterioration
The electrode and membrane electrolyte are typically subject to two ageing modes: chemi-
cal and thermomechanical. The first one is amplified at dry conditions and high potentials,
where gas permeation leads to the formation of H2O2 forming free radicals by Fenton’s
reactions which directly attack the PFSA chains. The radical formation can also be ac-
celerated by metal cations coming for instance from the corrosion of the bipolar plates.
Furthermore, there is an ongoing debate as to whether Pt precipitation in the membrane
globally has a positive or a negative effect. Thermomechanical stress mainly comes from
load dynamics leading to dynamics in local temperature and water management. These
conditions provoke ionomer redistribution, cracks and pinhole formation as well as delam-
ination [26,124,125,127].

2.3.2 Reversible Degradation

When operated, fuel cells are subject to several reversible performance loss phenomena.
Similarly to the irreversible effects, the reversible processes also depend on the operating
conditions. However, a major difference is that even though these reversible effects provoke
much larger performance losses in time, they are recoverable either during operation or by
specific service protocols. The most important reversible losses which are known are [128]:

• Pt oxidation and/or carbon support surface oxidation, triggered at normal opera-
tion by high half-cell potential (> 0.6 VSHE) and accelerated by temperature and
humidity.

• Sulfate adsorption, caused by adsorption of irreversible ionomer degradation product
on the catalyst. Accelerated at low load or OCV and high temperature and low
humidity.

• Ionomer humidification effects, caused by dry out or flooding due to disadvantageous
operating conditions.

• Contaminants adsorption (e.g. CO, NOx, ...) on the catalyst coming from the fuel
and/or oxidant gas feed.

Most of these effects can be recovered by quite simple measures such as operation at high
or low half-cell potential and by advantageous operating conditions in terms of humid-
ity, temperature and reactant stoichiometry. Reversible effects linked to contaminants
might need specific protocols aside from a clean gas feed. Reversible loss mechanisms in
PEMFCs need to be understood and handled in order to be able to determine meaningful
ageing rates and thus control lifetime [128,129].
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3 Experimental and Methods

To investigate MEA properties and derive material law parameters, a test station was
commissioned and automated and several measurement methods came into play. In this
chapter, the setup used in this work is presented in detail, the design of experiments
depicted and the in situ characterization techniques explained in depth. Further details
concerning specific tests can be found in the respective publications in Chapter 4.

3.1 Setup and Materials

To gather the measurement data needed in this work a FuelCon Evaluator C50 test station
was employed, which is represented schematically in Fig. 3.1 together with the single cell
setup. The control of this test station was completely automatized such that the operating
conditions could be controlled by Visual-Basic-based scripts.

As can be seen in Fig. 3.1, a completely separate conditioning of the anode and cathode
gas streams was possible upstream of the fuel cell. On the cathode side (red lines), either
dry air or dry O2 could freely be mixed with dry N2 and similarly, dry H2 could be mixed
with N2 on the anode side (blue lines). The quantity of each species was regulated by mass
flow controllers and the resulting gas stream on each side could be humidified by flowing
through a heated bubbler with an adjusted water temperature determining the dew point
temperature (DPT). The gas lines between the bubbler and the fuel cell inlet were heated
to control the inlet gas temperature and avoid unwanted condensation. Downstream of
the fuel cell, the gases were cooled down to remove the water by condensation within
condensate traps before flowing trough the back pressure valves which allow to adjust the
system pressure. The cell temperature was measured by a type K thermocouple which was
fixed onto the back of the graphite plate of the fixed flow field. The temperature regulation
was done by gold-coated copper plates which were fixed directly onto both graphite flow
fields and flowed through by de-ionized water whose temperature was controlled by a
Huber Ministat 125 thermostat. The equivalent clamping pressure of 1.3 MPa on the
active area was obtained by a pneumatic cylinder, where the force applied by the latter
was controlled by adjusting the pressure in a buffer vessel (see path at the bottom of
Fig. 3.1).

The electronic load integrated in the test station could handle up to 600 W at a max-
imum of 100 A. Considering that single cells with 25 cm2 and 12 cm2 were characterized,
this means that current densities up to 4 A/cm2 (100 A with 25 cm2) and 8.33 A/cm2

(100 A with 12 cm2) could be drawn, respectively. To conduct EIS and voltammetry mea-
surements, a combination of Gamry reference 3000 potentiostat/galvanostat plus Booster
30 K came into play in addition to the load of the test station. High data quality was
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Figure 3.1: P&ID (non-standardized) of the test station and cell setup used in this work. The
list of symbols is as follows: T for temperature, P for pressure, H for humidity, V̇
for volume flow, ~F for force, I for current and U for voltage.

ensured thanks to a four-point measurement configuration with twisted cable pairs. While
the connection of the sense wires was realized as close as possible to the electrodes by di-
rectly contacting the graphite, the load cables were connected to the copper plates behind
the graphite (farther away). Generally, for the tests under load, the test station load was
taken for the current offset (DC current) and the Gamry devices applied the AC signal
on top for the sake of simpler software implementation. Furthermore, this constellation of
the loads permitted higher cell currents (Gamry and Booster alone were limited to 30 A).
Before starting the whole measurement campaign, it was made sure that the test station
load did not interfere with the measurements in the frequency range which is relevant for
typical EIS (f < 20 kHz).

The baseline MEA of this work was a Gore R© PRIMEA R© (W.L. Gore & Associates,
Elkton, MD, USA) with 18 µm membrane thickness and loadings of 0.4/0.05 mgPt cm−2

in the cathode/anode. For the permeation study, especially CV and LSV, an MEA with a
50-µm-thick membrane (Nafion R© N212, 0.4 mgPt cm−2 on the cathode and 0.2 mgPt cm−2

on the anode side) was used for comparison. The roughness factors rf were calculated
by integrating the HUPD-areas in CV and averaging over the adsorption and desorp-
tion process (see section 3.2.1 for more details). The results for the baseline MEA were
rfcathode = 166± 11 m2

Pt m−2
geo and rfanode = 30± 3 m2

Pt m−2
geo, determined over at least 10

CVs of each electrode.

The MEAs were prepared by cutting CCM material in the right dimensions and then
laminating it into polyethylene naphthalate (PEN) frames at 100◦C to get better mechan-
ical properties and thereby enhance handling. These prepared CCMs were sandwiched
between Sigracet R© 22BB GDLs from SGL R© Carbon to form the final MEAs and mounted
in a differential cell setup from Baltic FuelCells (quickConnect R©) which can be seen in
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Figure 3.2: Cell holder quickConnectR© from Baltic FuelCells used in this work. As can be seen
in Fig. 3.1, the mobile graphite flow field for the application of the clamping force
was used on the cathode side. The anode GDL and CCM are located beneath the
cathode GDL which is visible here.

Fig. 3.2. Unless stated otherwise, the results which are discussed in this work were ob-
tained from single cells with an active area of 12 cm2. On rare occasions, the cell format
was 25 cm2.

With the cell setup shown in Fig. 3.2, the combination of high gas flow rates (differen-
tial conditions, cell inlet = cell outlet) and the cathode flow field containing wide straight
channels (channel/land ratio of approximately 0.7/0.3) enable only small in-plane inho-
mogeneities during operation. The two clamps which can be seen in this figure enabled
a compression to reach external gas tightness, whereas the subgasket prevented internal
gas leakage between the anode and cathode gas compartments. The equivalent clamp-
ing pressure on the active area of about 1.3 MPa was obtained by a pneumatic cylinder
which applied a constant force onto the mobile cathode flow field represented on the right
side of the figure. The gas line and pressure vessel providing the necessary energy to the
pneumatic cylinder can be seen at the bottom of Fig. 3.1.

3.2 Characterization Methods

In this section, the most important characterization techniques used in this work are
presented. First, the voltammetry techniques cyclic voltammetry (CV) and linear sweep
voltammetry (LSV) are illustrated. Then, polarization curve as well as limiting current
measurements are explained in detail. Finally, electrochemical impedance spectroscopy
(EIS) is described depending on the mode of operation.

3.2.1 Voltammetry Techniques

Cyclic voltammetry
One of the most prominent diagnostic tools for the characterization of electrochemical
cells is cyclic voltammetry since it can provide valuable information about their kinetics
and thermodynamics [130]. Usually, CV is accomplished by using a two- or three elec-
trode setup: the potential at the working electrode is recorded relative to a reference
electrode while monitoring the current going through the counter electrode. In the case
of the PEMFC, the anode is flushed with humidified hydrogen during the experiment and
serves as both counter and reference electrode, whereas the cathode is either flushed with
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Figure 3.3: Cyclic voltammetry recorded at T = 40◦C, RH = 100% and ptotal = 1 bara from
0.07 V to 1.20 V cell voltage with a sweep rate of 100 mV/s. a) time trace of
the input voltage, b) time trace of the resulting current, and c) Voltammogram
containing the two last cycles.

humidified nitrogen or not flushed at all. Figure 3.3 depicts a CV experiment carried
out with the baseline materials used in this work (see section 3.1). Figure 3.3a shows
the five consecutive voltage cycles that were applied to the cell from 0.07 to 1.20 V and
back, i.e. between HER and OER. The cycling was done at a rate of 100 mV/s and
the resulting non-trivial cell current is shown in Fig. 3.3b. However, the most impor-
tant representation is the corresponding voltammogram of current density over voltage
depicted in Fig. 3.3c, where the upper and lower branches are named anodic and cathodic
sweep, respectively. Therein, it can be seen that the complete voltammogram is slightly
shifted towards positive currents, which is caused by the parasitic transport-controlled
HOR in the CCL coming from the crossover of molecular hydrogen through the mem-
brane. For state-of-the-art membranes, typical crossover rates jH2,crossover lie between 1
and 10 mA cm−2 and depend also on the thickness. Since aged membranes show elevated
gas permeation, jH2,crossover is a good state of health (SOH) indicator for the PEM.

Further important information can be extracted from this diagram, which can be sub-
divided into at least three distinct regions. At low voltage, i.e. below 0.4 V, the adsorption
and desorption of a hydrogen monolayer (HUPD) on the platinum catalyst occurs, lead-
ing to almost symmetrical peaks with respect to the jH2,crossover line. By integrating the

30



Chapter 3.2 Characterization Methods

a) b)

c)

Figure 3.4: Linear sweep voltammetry recorded at T = 70◦C, RH = 70% and ptotal = 1.5 bara

from 0.07 V to 0.25 V cell voltage with a sweep rate of 0.5 mV/s. a) time trace of
the input voltage, b) time trace of the resulting current, and c) Voltammogram.

current over either one of the peaks in this area, the charge needed to create or remove
a hydrogen monolayer in this specific catalyst layer is obtained. Based on this charge
and knowing the specific charge of a hydrogen monolayer on polycrystalline platinum of
210 µC cm−2

Pt [131,132], the roughness factor rf in cm2
Pt/cm2

geo can be determined. Subse-
quently, an area around 0.45 V with a small and almost constant current in both branches
is observed. In this range, the catalyst is free of adsorbates and the measured current
is attributed to the charge or discharge of the double layer (capacitive currents). The
distance between cathodic and anodic branches equals two times the double layer capac-
itance multiplied with the sweep rate, i.e. distance = 2νsCdl. Above 0.6 V, the formation
and reduction of platinum oxides such as Pt−Oad and Pt−OHad is observed.

Linear sweep voltammetry
LSV is typically conducted in the same way as explained above for CV, i.e. with one
humidified hydrogen counter and reference electrode and the working electrode which is
either flushed with an inert gas, e.g. with nitrogen, or not flushed at all during the scan.
Actually, the sole difference compared to CV is the fact that LSV consists of a single
very slow voltage sweep from low to high voltage. Figure 3.4 depicts an LSV experiment
done with the baseline materials of this work (see section 3.1). The applied slow voltage
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Figure 3.5: Tafel plot of the internal-current-induced mixed-potential on the cathode side
caused by H2 crossover. An exemplary LSV measurement showing a transport-
limited HOR of 3 mA/cm2 in the CCL due to crossover is shown overlapping with
the ORR (j0 = 4.1 · 10−6 A/cm2). This causes a deviation of the OCV from the
theoretical value.

ramp which can be seen in Fig. 3.4a yields the current response depicted in Fig. 3.4b and
comparably to the CV technique, the corresponding voltammogram showing current over
voltage can be drawn as in Fig. 3.4c. From the latter, mainly the transport-controlled
hydrogen crossover rate jH2,crossover can be determined from the y-axis intercept of the
red linear regression curve. Additionally, the membrane electric short resistance can be
determined from the inverse slope of this regression curve. This resistance was always
very high in this work, pointing out negligible short currents in the analyses. Compared
to CV, LSV is slower and does not yield electrode-specific information; however, crossover
and membrane shorts can be determined more precisely.

Influence of crossover on OCV
Aside from determining the membrane SOH, measuring hydrogen crossover is also im-
portant to understand OCV under H2/O2 conditions. In fact, since the cathode half-cell
potential is favorable to the HOR in such conditions, hydrogen permeating through the
membrane is completely oxidized within the CCL even at OCV, i.e. when no net external
current is measured. Hence, internal currents are induced, which lowers the observed OCV
by shifting the polarization current by jH2,crossover. This mixed-potential effect is pictured
in Fig. 3.5 by the overlap of LSV data representing the transport-controlled HOR as well
as the ORR polarization curve, both happening within the CCL. As the rate of ORR
compensates the rate of HOR, the ORR polarization curve is shifted by the crossover
current (3 mA/cm2 in this case) on the current axis, leading to a drop of the observed
OCV (approximately 200 mV here). Of course, the ACL can be subject to a comparable
mixed-potential phenomenon caused by oxygen permeation. However, oxygen permeates
less than hydrogen and the exchange current density of the HOR is so high (higher by
several orders of magnitude than for the ORR) that this effect is almost absent. In the
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literature, other effects likely to contribute to the mixed-potential in the CCL were dis-
cussed such as the oxidation of the platinum catalyst. However, in this work the parasitic
H2 crossover is considered as being the major responsible for the OCV drop.

3.2.2 Polarization Curve

When an electrochemical cell is operated under load, the voltage measured between the
anode and cathode deviates from the equilibrium voltage due to several loss mechanisms
as explained in section 2.2. Measuring the steady-state current (or current density) versus
voltage characteristics, i.e. the polarization curve, is always part of the characterization
process since it is the first step towards unraveling the contributions caused by the dif-
ferent loss mechanisms. At a given current density, the cell voltage can be calculated by
subtracting all the overpotentials from the equilibrium voltage U0 according to:

Ucell = U0 − |ηORR| − |ηHOR| − j ·
(
RΩ +Reff

p

)
− |∆UMT| , (3.1)

where |ηORR| and |ηHOR| are the overpotentials caused by cathode and anode kinetics,
respectively, j · (RΩ + Reff

p ) the contribution from electron and proton transport and
|∆UMT| the overall loss contribution caused by reactant transport from the channels to
the TPBs. Figure 3.6 depicts a typical polarization curve which was modeled based on
the laws detailed in section 2.2. It can be seen that the oxygen kinetics on the cathode
side (ORR) by far generate the highest voltage loss over the complete current density
range. As explained in section 2.2.2, this loss mainly depends on the Tafel slope b and on
the effective exchange current density j0

c,eff and can be described by

ηORR = − R · T
αORR · F

· ln
(

j

j0
c,eff

)
= b · ln

(
j

j0
c,eff

)
. (3.2)

While the Tafel slope depends on the intrinsic nature of the ORR on the platinum catalyst
itself, the effective exchange current density can be influenced by the CCL design as well
as by the operating conditions. It is usually written as

j0
c,eff = rfc · j0

c,ref ·
(
pO2

pref

)γ
· exp

[−EORR
act

RT

(
1− T

Tref

)]
. (3.3)

Thus, cathode kinetics can be influenced by the amount and accessibility of Pt, which is
reflected in rfc, by the oxygen partial pressure pO2 and the temperature T . In contrast
to the ORR, the HOR is way faster since its exchange current density is typically higher
by several orders of magnitude (10−1 A/cm2

Pt to 10−8 A/cm2
Pt, see section 4.2). Hence,

the ACL causes only very small losses in PEMFCs. Therefore, the HOR mainly operates
in the linear regime as in

ηHOR =
R · T
j0

a,eff · F
· j . (3.4)

Comparably to the ORR, the exchange current density of the HOR can be written de-
pendent on the ACL-specific roughness factor rfa, the hydrogen partial pressure pH2 and
the temperature:

j0
a,eff = rfa · j0

a,ref ·
(
pH2

pref

)w
· exp

[−EHOR
act

RT

(
1− T

Tref

)]
. (3.5)
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U0 = 1.18 V

OCV = 0.96 V

Figure 3.6: Model fuel cell polarization curve and corresponding voltage loss breakdown.
The model parameters are: T = 80◦C, U0 = 1.18 V, jH2,crossover = 3 mA/cm2,
pO2 = 0.21 bara, αORR = 1, j0

c,eff = 1.88 · 10−6 A/cm2, RΩ = 40 mΩ cm2,

Reff
p = 27 mΩ cm2, Ranode = 8 mΩ cm2 (linearized kinetics), and RO2 = 0.92 s/cm.

Cathode kinetics were modeled with both branches of Butler-Volmer’s law.

The contributions from electronic and protonic transport within the CLs and PEM,
i.e. j · (RΩ + Reff

p ), are proportional to the cell current and typically represent the sec-
ond biggest performance loss within PEMFCs (after the ORR) at meaningful operating
conditions. As explained above in section 2.2.3, the electronic resistances depend on the
setup (GDL and BPP materials and nature of contact as well as test bench hardware) and
are approximately constant (slight temperature dependence) provided that cell clamping
remains constant. On the other hand, protonic resistance contributions strongly depend
on local ionomer hydration, thus on gas channel relative humidity RH and on the cell
current density j. Finally, mass transport contributions ∆UO2,MT from reactant trans-
port to the TPBs also depend on the design and materials, e.g. on the geometry and
materials of the gas channels but also on the porosity, tortuosity and materials of the
porous media. However, they are also heavily influenced by the operating conditions such
as the partial pressure of oxygen in the gas channels as can be seen in (2.50). At given
transport resistance, the lower the reactant partial pressure in the channels, the higher
the mass-transport-related voltage loss. As such losses increase logarithmically with the
cell current, they only become noticeable at high load in most instances. It is neces-
sary to emphasize again that as previously mentioned, Fig. 3.6 only shows a theoretical
curve with constant parameters, whereas some of these parameters might strongly depend
on the cell current in real setups because of changing water and thermal management.
Hence, additional characterization methods such as limiting current techniques and EIS
are needed to get deeper insights. For instance, kinetics can be investigated by polariza-
tion curves corrected for reactant transport and ohmic contributions. The latter methods
are explained in the following sections.

In addition to the voltage loss breakdown depicted in the polarization curve in Fig. 3.6,
Fig. 3.7 shows typical through-plane distributions of the potentials (a) and currents (b)
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Figure 3.7: a) Through-plane distribution of electronic and ionic potentials φe and φp within
the MEA at equilibrium OCV and under load. b) Corresponding through-plane
distribution of absolute electronic and ionic current densities |je| and |jp|. In both
plots, neither electric shorts nor crossover were considered.

within the MEA from anode to cathode gas channel at OCV and under load at 0.4 V
cell voltage. Figure 3.7a shows the distribution of the electric potential φe which can
be sensed in the carbon or metallic phase and the protonic potential φp which would be
obtained from the voltage measurement between a standard hydrogen electrode (SHE)
and the ionomer at a given location. It is worth emphasizing that this plot gives a macro-
homogeneous view and does not resolve the complex Helmholtz double layer effects. At
equilibrium, the bulk potentials within each phase are constants. However, when cur-
rent is drawn, protons are transported within the electrolyte through a potential gradient
between the anode and the cathode and electrons are transported within the electrodes
and GDLs. The electric potential gradient is very small compared to the gradient in
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f)e)

g) h)

RH = 30%, T = 80°C

ptotal = 1.5 bara

RH = 80%, T = 80°C, ptotal = 1.5 bara

c) d)

RH = 80%, T = 50°C, ptotal = 1.5 bara

a) b)

RH = 30%, T = 50°C, ptotal = 1.5 bara

Figure 3.8: Polarization curves measured for an oxygen partial pressure variation in linear (left
plots) and Tafel (right plots) representation. a) and b) cold and dry conditions.
c) and d) cold and wet conditions. e) and f) hot and dry conditions. g) and h)
hot and wet conditions.

the protonic potential due to the high conductivity of the carbon phase compared to the
protonic conductivity of the ionomer. Furthermore, Fig. 3.7b depicts the correspond-
ing electronic and protonic current densities je and jp, respectively. Here, the role of
the mixed-conducting catalyst layers becomes clear: namely to transform the external
current which arrives completely as an electronic current from the GDL to a protonic
current which can travel through the PEM. Within the CLs, both currents must add up

36



Chapter 3.2 Characterization Methods

b)

d)c)

a)

T = 50°C, xO2
 = 0.25, ptotal = 1.5 bara

T = 80°C, xO2
 = 0.25, ptotal = 1.5 bara

Figure 3.9: Polarization curves measured for a variation of the relative humidity in linear (left
plots) and Tafel (right plots) representation. a) and b) cold conditions. c) and d)
hot conditions.

to the complete external current due to charge conservation. To model such behavior,
the minimal model solution requires solving at least Ohm’s law and charge conserva-
tion. Moreover, mass transport is often added by Fick’s law of diffusion. Under given
circumstances, this system of partial differential equations (PDEs) admits an analytical
solution. At most conditions however, specific solvers are needed. Way more sophisticated
models which are thus way more complex to parameterize also compute two-phase water
and heat transport. Such models are referred to as complete MEA models in the following.

Influence of operating parameters
The influence of two of the most important parameters on the polarization curve are
depicted in the following: oxygen partial pressure and relative humidity of the gas stream.
Figure 3.8 provides a glimpse into the influence of an oxygen partial pressure variation
at given system pressure of 1.5 bara by mixing O2 and N2. It can be seen that at wet
conditions (c, d, g and h), the polarization curves are shifted by an almost constant offset
over the complete range of current densities, which proves that the variation of partial
pressure solely affects the cathode kinetics by modifying the effective exchange current
density. The latter effect simply shifts the polarization curve on the voltage axis. Only
the lowest-partial-pressure curve at cold and wet conditions (c and d) deviates from this
behavior at high current density, which is likely caused by an increased oxygen mass
transport resistance at such conditions. At dry conditions (a, b, e and f) the previous
shift of the curves on the voltage axis can be observed at low current densities; however,
at medium to high current densities the curves spread probably due to different water
management, e.g. channel/land effects. In the same fashion, Fig. 3.9 shows a variation
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y = 0.157x + 0.250

RH = 40%, T = 80°C, xO2 
= 0.05

RH = 40%, T = 50°C, ptotal = 2.5 bara

a)

b)

Figure 3.10: a) Steady-state limiting current measurement for four different oxygen mole
fractions at RH = 40%, T = 50◦C and ptotal = 2.5 bara. b) Oxygen transport
resistance RO2,MT as a function of the total system pressure ptotal and correspond-
ing regression curve to determine the pressure-dependent (slope) and pressure-
independent (y-axis intercept) resistances. Conditions: RH = 40%, T = 80◦C
and xO2 = 0.05.

of the gas channel relative humidity. The two upper plots represent the cold conditions
and the two lower plots depict hot conditions. At low current densities, the humidity
does not seem to have a significant impact (see mainly the Tafel representations on the
right side); however, at medium to high loads there is a noticeable influence of humidity
on performance. Obviously, the gas channel relative humidity strongly affects the slope
of the curves (ohmic contributions) at hot conditions, which points at changing ohmic
contributions caused by ionomer humidification. At cold conditions, the effect is present
but way softer up to RH = 70%. At higher humidity, the tendency is inverted and
performance decreases due to reactant transport issues caused by the presence of more
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liquid water and lower diffusion coefficients compared with hot conditions.

3.2.3 Limiting Current and Heliox Measurements

As explained in section 2.2.4, mass transport processes in fuel cells can significantly affect
the performance. In PEMFCs, it is mainly oxygen transport from the cathode gas channels
to the TPBs in the catalyst layer which is causing a voltage drop depending on the
operating conditions. Limiting current density measurements, also called steady-state
limiting current (SLC), are a well-known tool to study such effects [112,133]. At cathode
limiting current density conditions, the ORR is exclusively controlled by the limitation in
O2 mass transport. Hence, the current does not depend on other overpotentials such as
activation or ohmic contributions from ionic transport. This can be identified by a vertical
voltage drop in the polarization curve, i.e. when the current is independent of the applied
voltage. In the model polarization curve shown in Fig. 3.6, the limiting current density
is approximately 3 A/cm2. Under meaningful operating conditions, limiting currents are
not pursued in order to avoid drastic efficiency drops. Furthermore, kinetic or ohmic
contributions would often limit performance before mass transport when the inlet oxygen
concentration in the dry gas is as high as in air (≈ 21% O2 in N2) or higher.

For the specific measurement of oxygen transport resistances based on limiting current
densities, oxygen has to be diluted in order to reach only low currents and thus avoid too
unrealistic cell-internal conditions. An example is given in Fig. 3.10a, where the limiting
current density measurement as performed in this work is shown for four different oxygen
concentrations at low inlet humidity conditions of 40%. The conditioning point at 0.7 V
prior to the measurement can be seen in this diagram and points out the potentiostatic
nature of the measurement. Precise information about the technical implementation can
be found in section 3.3. Based on these limiting current densities, transport resistances be
can computed according to (2.51) and the voltage loss during operation can be estimated

dry regime
RO2,MT ≈ 0.72 s/cm 

transition zone

wet regime
RO2,MT ≈ 0.97 s/cm 

Figure 3.11: Polarization curve and corresponding transient limiting current density recorded
for RH = 80%, T = 60◦C and xO2 = 0.16.
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a) b)

Figure 3.12: Polarization curves measured for xdry
O2

= 1 and xO2 = 0.16 in the {O2, H2O,
N2} and {O2, H2O, He} mixtures. a) cold and wet conditions, RH = 80% and
T = 50◦C. b) hot and wet conditions, RH = 80% and T = 80◦C.

by (2.50). Unless mentioned otherwise, the diffusion resistance was modeled as proposed
in the second publication of this work based on measurements for xO2 = 0.15 [24]:

RO2,MT = Rref
O2,MT · (RH)c ·

(
ptotal

pref

)e
· exp

(
EO2,MT

act

RT

)
, (3.6)

with a constant prefactor Rref
O2,MT, two exponents c and e for the dependency on rela-

tive humidity and absolute pressure, and EO2,MT
act the activation energy. Figure 3.10b

depicts the separation between pressure-dependent and pressure-independent transport
resistance, which is obtained by varying the system pressure at otherwise constant condi-
tions. The slope of the fitting line represents the pressure-dependent resistance, which is
mostly linked to molecular diffusion in the GDL (bulk diffusion) and the y-axis intercept
which represents the pressure-independent resistance and can be attributed to Knudsen
and thin film diffusion mainly in the CL.

A variant of the classical method is the transient limiting current (TLC) [134], which
aims at providing a different transport resistance for each load point instead of a single
value and thus be more realistic. It consists of conditioning the cell at a given current or
voltage prior to going only briefly to the limiting current density in potentiostatic mode as
shown in Fig. 3.11. Aside from the polarization curve resulting from the conditioning, the
corresponding limiting current density is shown. Three distinct regions are observed. At
low current density, the limiting current is at its highest since the liquid water saturation
of the porous layers is small and thus oxygen transport to the electrode is facilitated. At
medium load, there is a transition zone where the limiting current density drops. Then, a
low limiting current density regime is reached at high load, likely caused by a high liquid
water saturation of the porous media.

Finally, another possibility to directly approximate the voltage drop caused by mass
transport is the measurement of performance with heliox, i.e. by mixing oxygen with
helium instead of nitrogen. With heliox, losses caused by molecular diffusion (bulk losses)
are reduced to almost zero since the diffusivity of O2 in He is roughly four times higher
compared to O2 in N2 [135]. Furthermore, the non-bulk losses can be estimated by the
difference between the heliox and the pure oxygen curves since the higher partial pressure
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in the pure oxygen case strongly reduces the losses in the CL. However, it has to be
remembered that the difference between the curves in nitrogen and those in helium might
partly be due to the higher vapor diffusivity in helium which can lead to a different
hydration state of the ionomer. Hence, the equality of the ohmic contributions has to be
verified by EIS in order to avoid interpretation mistakes (see next section). Moreover, due
to the better performance of the heliox curves, the cathode half-cell potential is higher
which might cause a reduced catalyst activity due to a higher oxide coverage. This has
to be considered during evaluation. Figure 3.12 shows such measurements for cold and
wet (a) as well as hot and wet (b) conditions for pure oxygen and the xO2 = 0.16 case. It
can be seen that the curves in helium are parallel to the pure oxygen curves almost over
the complete load range, whereas the curves in nitrogen show lower performance at high
load due to mass transport contributions.

3.2.4 Electrochemical Impedance Spectroscopy

To investigate the nature of the loss mechanisms locally at a given load point and to
get information about the time constant and extent of physico-chemical processes in an
electrochemical device, the advanced characterization method electrochemical impedance
spectroscopy (EIS) comes into play. It is a very powerful technique since it provides the
frequency-dependent differential resistance and thus quantifies the loss-resistances which

j(t)

U(t)

a) b)

c)

Δη
Δj

RH = 40%, T = 80°C, xO2
 = 0.75 

Figure 3.13: a) Polarization curve recorded at RH = 40%, T = 80◦C and xdry
O2

= 1 and
schematic representation of the principle of EIS. The points at which EIS was
conducted are colored and the corresponding spectra are depicted in b) and c) in
the Nyquist representation.
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a) b)

Figure 3.14: Bode representation of the EIS spectra shown in Fig. 3.13. a) Real part of the
impedance. b) Imaginary part of the impedance. The boxes inside the plots
represent a zoom on the high current density conditions.

correlate with the corresponding overpotentials. This information can be used directly
for targeted optimization; however, as in the present work, it is often used to get a proper
separation of the loss mechanisms and access specific overpotentials that are not directly
available otherwise. The principle of EIS can be explained based on Fig. 3.13 which shows
a typical polarization curve of this work in a), where the points at which spectra were
recorded are marked by a specific color. The corresponding spectra can then be found in
b) and c) under the same color. As shown exemplarily for the 1 A/cm2 point, EIS consist
in overlaying a sinusoidal AC signal over the steady-state DC load point and recording
the system’s response. In other words, the stationary state is disturbed and excited by a
small sinusoidal change of potential or current, which results in a phase shifted sinusoidal
response of the non-excited quantity, i.e. current or voltage, respectively. The impedance
Z(ω), which is the complex resistance of the cell at the angular frequency ω = 2πf , can
be calculated analogously to Ohm’s law as the fraction of voltage and current. For the
example of EIS where the voltage is controlled, the equations are

U(t) = Û · sin(ω · t) , (3.7)

j(t) = ĵ · sin(ω · t+ Φ) , (3.8)

Z(ω) =
U(t)

j(t)
=
Û

ĵ
· e(i·Φ) = |Z| · e(i·Φ) = Re(Z) + i · Im(Z) , (3.9)

where the hats represent the amplitude of the quantities, i the imaginary unit and Φ
the phase shift between the excitation and the response. By determining the impedance
for a range of frequencies, the impedance spectrum is obtained. This can be done either
by controlling the current, i.e. in galvanostatic mode, the voltage, i.e. in potentiostatic
mode, or for instance by controlling the DC current and overlaying a specific voltage
signal. The latter is often called hybrid mode. It has further to be emphasized that since
Z is the cell impedance, its limit when the frequency goes towards zero represents the
local slope of the polarization curve, i.e.

Z(ω → 0) = −∂U
∂j

. (3.10)

Hence, Z is often called differential resistance. The two plots on the right side in Fig. 3.13
show the spectra in the Nyquist plane resulting from the EIS measurements along the
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Figure 3.15: Modeled EIS spectra in the Nyquist plane (left) for a blocking electrode (1) and
for a mixed-conducting electrode under load (2) and corresponding TLMs (right).
In the Nyquist plane, the quantities that can be extracted are shown.

polarization curve shown in the plot on the left side. Additionally, Fig. 3.14 depicts the
same spectra in the so-called Bode plane, which represents the real part (a) as well as the
imaginary part (b) of the impedance over the frequency. In EIS, negative imaginary parts
are generally called capacitive, whereas positive imaginary parts are called inductive. An
explanation of what information is contained within such a spectrum is given in Fig. 3.15,
which represents a simplified theoretical spectrum for the blocking electrode (1) and the
charge transfer electrode (2) configuration and the corresponding ECMs in the form of
TLMs. The anode electrode contributions are neglected in this case. At the highest
frequencies, an inductive behavior (L) coming mainly from the setup is typically observed
in the form of a vertical line with a positive imaginary part. The x-axis intercept at high
frequencies represents R0 containing the membrane resistance RPEM as well as bulk and
contact electrical resistances. Continuing towards lower frequencies, a 45◦ branch can be
seen. This comes from distributed through-plane proton transport within the catalyst
layer Rp, which is inversely proportional to the ionic conductivity. The projection of this
branch on the x-axis yields the effective proton conductivity Reff

p ≈ (1/3)·Rp which can be
treated as an ohmic contribution to the performance loss. Generally, both ionomer-related
resistances RPEM and Rp are mostly dependent on RH and T at or near equilibrium, i.e.
if the load is zero or small enough not to influence the conductivities by product water.
In this case, such a resistance can be written in the form

Rionic = Rref
ionic · (RH)−c · exp

(
Eionic

act

RT

)
, (3.11)

with a constant prefactor Rref
ionic, a dimensionless exponent c for the dependency on rel-

ative humidity and an activation energy Eionic
act . When large current is drawn, i.e. the

cell is far from its equilibrium, the protonic resistances might strongly deviate and must
be determined separately. Then, in the case of an electrode hosting an electrochemical
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reaction, there is a capacitive charge transfer loop coming from the distributed resistor-
capacitor (RC) or resistor-constant phase element (RQ) circuits. In the case of a blocking
electrode, there is simply a vertical capacitive line. In the first case, the diameter of the
capacitive charge transfer loop equals Rct = −b/j if the kinetics follows Tafel’s law with
a slope b and if the ratio Rct/Rp is large, i.e. the electrode is working homogeneously.
If one of these two conditions does not apply, more sophisticated models must be chosen
for the analyses. At low frequencies, losses by reactant transport within the CL (close
to the reaction centers) and through the GDL can occur, which enlarges the capacitive
loop by a certain amount. Under specific condition, the time constants of charge transfer
and reactant transport can be such that two loops are observed instead of only one. It
is worth mentioning that in this work mostly constant phase elements Q were used to
take deviations from the ideal capacitance behavior of the C-element into account. These
deviations are typically small at well-humidified conditions and increase at dry conditions
(see the first publication in section 4.1).

EIS data quality
Special care was taken in all our measurements to ensure stable test bench conditions be-
fore recording the needed data, which is explained in detail in section 3.3. Furthermore,
it is important to emphasize that different conditions have to be fulfilled in order to get
proper meaningful spectra [136]:

• linearity: Z is independent of the perturbation and no harmonic is created.

• causality: The response is only due to the applied perturbation.

• time-invariance/stability: The system does not change with time and returns to its
original state after the experiment.

• Z is finite-valued at ω → 0 and ω →∞ and continuous and finite-valued everywhere
else.

To verify these preconditions the Kramers-Kronig relations were applied [137]. If the
aforementioned requirements are met by the data, the real and imaginary parts of the
impedance are linked by the following relations:

ZRe(ω) =
2

π
·
∫ ∞

0

ω′ · ZIm(ω′)

ω2 − ω′2 dω′ (3.12)

ZIm(ω) =
−2

π
·
∫ ∞

0

ω · ZRe(ω
′)

ω2 − ω′2 dω′ (3.13)

A tool according to the linear Kramers-Kronig test by Schönleber et al. [138] was used to
compute the errors and thus verify the data quality. The result of this test for most of
the spectra recorded in this work is given in section A.2.

Distribution of relaxation times
In order to get deeper insights into parameter dependencies and time characteristics by
deconvoluting the physicochemical processes, the distribution of relaxation times (DRT)
was computed. The principle behind it lies in the fact that every impedance function
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rH = 30 %, T = 50 °C

rH = 30 %, T = 80 °C

rH = 80 %, T = 50 °C

rH = 80 %, T = 80 °C

1 A/cm2 0.5 A/cm2 0.3 A/cm2 0.2 A/cm2

Figure 3.16: EIS spectra and corresponding DRTs for an oxygen partial pressure variation
at 1 A/cm2 (left and middle columns) as well as a representation for the same
variation at different current densities (right column). From top to bottom: cold
and dry, cold and wet, hot and dry, and hot and wet conditions. All the spectra
were shifted so that they have their high-frequency x-axis intercept at Re(Z)=0.

meeting the quality criteria from above and thus being conform with the Kramers-Kronig
relations can be expressed as a sum of infinitesimal small RC-elements [136]. The integral
form of the DRT is given by

ZDRT(f) = R0 +

∫ +∞

−∞

γ(ln τ)

1 + i · 2 · π · f · τ d(ln τ) , (3.14)

with γ(ln τ) being the density function that has to be determined. For this, the tool by
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a)

c)

b)

d)

T = 50°C, xO2
 = 0.25, j = 0.2 A/cm2, p = 1.5 bara

T = 80°C, xO2
 = 0.25, j = 0.2 A/cm2, p = 1.5 bara

Figure 3.17: EIS spectra (left) and corresponding DRT (right) for a variation of the relative
humidity at 0.2 A/cm2. a) and b) cold (50◦C) conditions. c) and d) hot (80◦C)
conditions.

Wang et al. [139] was used in this work and adapted to allow an automated evaluation of
multiple spectra at the same time.

Influence of operating parameters
Some of the most important parameter variations are shown in the Figs. 3.16 to 3.18.
Figure 3.16 depicts an oxygen partial pressure variation at 1 A/cm2 in the Nyquist rep-
resentation on the left and the corresponding DRTs in the center. From the top to the
bottom, the conditions were cold and dry, cold and wet, hot and dry, and hot and wet.
Additionally, the same variations are shown in the Nyquist representation for different
current densities on the right side. Globally, it can be seen that the capacitive loop in-
creases at low frequencies when the oxygen partial pressure is reduced, which is reflected
in the two peaks with the lowest frequencies in the DRT. These peaks are expected to
contain the mass transport and charge transfer contributions. At both dry conditions, the
two peaks are affected by the change in partial pressure. At cold and wet conditions, there
seems to be a drastic increase of the impedance and a shift towards lower frequencies.
This might hint at poor oxygen transport conditions which could be caused by increased
liquid water saturation and decreased transport properties at cold conditions. At hot
and dry conditions, only the lowest-frequency-peak seems to be significantly affected by
the changes. On the right side, it can be seen that the tendency with changing oxygen
partial pressure is comparable for all conditions and that even at low current densities,
EIS permits to probe such effects. In Fig. 3.17, a symmetrical variation of the gas channel
relative humidity RH is shown at low current density for cold (a and b) and for hot (c
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T = 50°C, xO2
 = 0.25

j = 1 A/cm2, p = 1.5 bara

T = 80°C, xO2
 = 0.25

j = 1 A/cm2, p = 1.5 bara

a) b)

d)

c)

Figure 3.18: EIS spectra (left) and corresponding DRT (right) for a variation of the relative
humidity at 1 A/cm2. a) and b) cold (50◦C) conditions. c) and d) hot (80◦C)
conditions.

and d) conditions. As expected, the change mainly affects the ionomer conductivity of the
membrane and the catalyst layer, which is reflected by the fact that the x-axis intercept
is shifted to the right and the 45◦-slope increases in the Nyquist plots (left side) when
the humidity decreases. In the DRTs on the right side this is confirmed as merely the
high-frequency part is affected by a change in RH. A similar investigation is shown in
Fig. 3.18 for 1 A/cm2. There, the water produced by the electrochemical reactions also
plays a role and it can be seen that the tendencies are not so trivial anymore. At cold
conditions, humidification enhances the performances until a certain threshold after which
it decreases again, likely because of the presence of too much water and poor transport
properties. This is also reflected in the DRT which shows that at high humidity, it is
the contributions of the low-frequency processes which drastically increase. At hot con-
ditions, the tendency is easier as it can nicely be seen that an increased humidification
always improves the performance.

3.3 Experimental Procedure

In this section, a typical test run of this work is presented, which was mostly carried out
for a full factorial variation of the operating conditions. The experiments were usually
carried out in four in four distinct stages:

• Cell conditioning by voltage cycling under load

• Proton pumping (H2/H2) and blocking cathode (H2/N2) experiments including
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voltammetry and EIS measurements

• Fuel cell (H2/O2) measurements including polarization curves and EIS. Second
separate run with heliox (O2 and He mixture in the cathode)

• Limiting current test run in H2/O2 mode

After a cell was prepared according to the information given in section 3.1 and mounted
in the cell holder, the latter was mounted on the test station and the operation could
start. First, the gas tightness of the setup was tested by applying 2.5 bara pressure with
N2 on both sides, turning off the flows and monitoring the pressure decay over at least
2 min. After that, the cell was heated up to 80◦C while humidified N2 flew on both
sides until a stable equilibrium was reached. Then, the cell was conditioned under load in
H2/air configuration with flows of 1250/3000 sccm in the anode and cathode, respectively.
During this conditioning process, the cell performance was cycled in potentiostatic mode,
i.e. the voltage was the controlled electric quantity, as can be seen in Fig. 3.19. The
voltage profile was set according to Harzer et al. [140]: 0.6 V during 45 min, OCV during
5 min, and 0.85 V during 10 min. To reach a stable cell performance, this was repeated
ten times (≈ 10 h) and then followed by a recovery procedure featuring a voltage hold
under load at 0.3 V for 2 h (not shown in Fig. 3.19). After conditioning, an extensive
test run was carried out containing blocking cathode (H2/N2) and proton pump (H2/H2)
measurements. The first set of conditions allowed to characterize proton conductivities
and hydrogen permeation, whereas the second set of conditions was used to investigate
anode performance signatures. The operating conditions were varied in a full factorial
fashion from RH = 30 % to RH = 100 % and T = 50 ◦C to T = 80 ◦C at ptotal = 1.5 bara,
leading to 32 operating conditions (proton pump measurements under load excluded).
For each of these conditions, EIS, CV and LSV were recorded in the H2/N2 cell and
EIS and polarization curves in the H2/H2 cell. At such conditions, the CCL acts as
working electrode and the ACL as counter and reference electrode. For each condition,
the sequence was the following:

1. Setting temperatures and dew points (from low to high dew points) in H2/N2 mode
and leaving 2 h equilibration time before starting the measurements to guarantee
steady-state conditions. Thereafter, it was assumed that the gas and ionomer phases
were at thermodynamic equilibrium.

2. Carrying out potentiostatic EIS at 0.5 V DC in the frequency range of f = 100 kHz
to f = 1 Hz with ten points per decade to determine RΩ and Rp. All measure-
ment amplitudes between 3 mV rms and 12 mV rms showed identical results and
each measurement was carried out twice. The parameters of an ECM were fitted
to the experimental data such that the model impedance matched the measured
impedance, see section 3.2.4.

3. Recording CV and LSV to determine the hydrogen permeation coefficient, the
roughness factor rf (or ECSA) and the double layer capacity Cdl. CV was typ-
ically recorded by sweeping the cell voltage from 70 mV to 900 mV with 50, 100
or 150 mV/s and a step rate of 2 mV. Each measurement yielded three to five
voltammograms and was repeated twice. The anode was continuously flushed with
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air

(RH)a,inlet / %

(RH)c,inlet / %

Figure 3.19: Fuel cell operating parameters over time for the conditioning procedure containing
the voltage profile according to ref. [140]. This was followed by a two hours voltage
hold at 0.3 V under load (H2/air) which is not shown here.

500 sccm H2 and the N2 flow of 500 sccm on the cathode side was interrupted during
the measurement. LSV was done under similar conditions with a single slow voltage
sweep with a rate of 5 mV/s.

4. Recording polarization curves and potentiostatic EIS at OCV in H2/H2 mode (pro-
ton pump) from f = 100 kHz to f = 0.1 Hz with 10 points per decade and an
amplitude of 4 mV to investigate the performance signatures. Hereafter, switching
back to H2/N2 conditions and going back to the first step with the next humidity
and temperature condition.

In a separate measurement campaign in H2/H2 mode, a recovery step was developed to
avoid CO-poisoning of the catalyst layers when operating PEMFCs in O2-free conditions
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(RH)a,inlet / %

(RH)c,inlet / %

Figure 3.20: Exemplary extract of the fuel cell operating parameters over time during the
main DOE run in H2/O2 mode for 50◦C and 60◦C at 60% relative humidity.

(see the second publication in section 4.2). Then, the central test run under load in fuel
cell mode (H2/O2) was performed with seven relative humidity levels, from RH = 30 %
to RH = 100 %, four temperatures (T = 50 ◦C to T = 80 ◦C), four oxygen concentrations
on the cathode side (xdry

O2
= 1, xO2 = 0.5, xO2 = 0.25, xO2 = 0.16), and sixteen current

densities (j = 2 A/cm2 to j = 4 mA/cm2). This lead to 1792 operating points and
ten out of the sixteen current density levels were selected for an EIS characterization
in addition to the steady-state polarization, which yielded 1120 spectra. Pressure drops
∆p < 100 mbar were reached for all the conditions by using constant dry flow rates of
1300 sccm on the anode side and 2000 sccm on the cathode side at a system pressure
of ptotal ≈ 1.5 bara. O2 was mixed with N2 ahead of the humidification bubbler to vary
pO2 and heliox measurements were conducted additionally in a separate experiment for
RH = 30 % and RH = 80 %. The conditions were chosen in the order of increasing
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Figure 3.21: Zoom on typical raw data obtained from the main DOE run in H2/O2 mode

leading to a polarization curve. Conditions: RH = 60%, T = 60◦C, xdry
O2

= 1,
pout = 1.5 bara.

dew points and from high currents to low currents. Moreover, the operating conditions
were stabilized under H2/air conditions at 0.7 V for at least 2 h whenever temperature or
dew point was changed. An extract of this run showing the complete current density and
oxygen partial pressure variation for the four cell temperatures at 60% relative humidity
is shown in Fig. 3.20. Furthermore, exemplary raw data showing the current sweep
leading to a complete polarization curve including the voltage transients caused by EIS are
depicted in Fig. 3.21. This figure shows also that prior to recording each EIS spectrum,
a stabilization time of 25 min was implemented to ensure high measurement quality,
whereas the current density conditions without EIS were held for 5 min. The impedance
measurements were performed in pseudo-galvanostatic (hybrid) mode (DC load is fixed
and AC voltage sweep is performed) with 11 mV AC amplitude from f = 100 kHz to
f = 0.1 Hz and with 10 points per decade. The EIS spectra of some selected conditions
were recorded down to f = 10 mHz. For data evaluation, the parameters of different

Table 3.1: Values taken by the operating parameters during the main experiments (H2/H2 run
excluded). The values for xO2 and j only apply for the test run in fuel cell mode.
Bold text indicates current densities at which EIS was conducted.

Parameter Values

RH / % {30, 40, 50, 60, 70, 80, 90, 100}
T / ◦C {50, 60, 70, 80}
xdry

O2
or xO2

/ - {1} or {0.5, 0.25, 0.16}
j / A/cm2 {2, 1.5, 1.25, 1, 0.75, 0.5, 0.3, 0.2, 0.15, 0.1, ...

0.075, 0.05, 0.03, 0.02, 0.008, 0.004}
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(RH)a,inlet / %

(RH)c,inlet / %

Figure 3.22: Extract of the fuel cell operating parameters over time during the SLC experi-
ments in H2/O2 mode.

ECMs were fitted to these experimental spectra and as a supplemental tool to aim at a
better deconvolution and visualization of the physicochemical processes, the DRT was also
computed (see section 3.2.4). Table 3.1 summarizes of the values taken by the operating
parameters in the main experiments.

Finally, SLC measurements were performed according to the method proposed by
Baker et al. [112] and TLC measurements according to Göbel et al. [134]. The SLC
measurements were carried out for four pressure levels (pout,total = 1.5, 2, 3, 4 bara), three
humidity levels (rH = 30, 80, 100%), four temperature levels (T = 50, 60, 70, 80◦C) and
four oxygen mole fractions (xO2 = 0.02, 0.05, 0.1, 0.15). To reach stable operating pa-
rameters, the same methods as explained above were used. Thereafter, the cell was held
potentiostatically at 0.7 V for 8 min at given pressure, humidity, temperature and con-
centration before jumping to the limiting current by setting the voltage progressively to
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(RH)a,inlet / %

(RH)c,inlet / %

Figure 3.23: Extract of the fuel cell operating parameters over time during the TLC experi-
ments in H2/O2 mode.

0.3 V for 5 min, 0.2 V for 5 min and 0.15 V for 5 min. Figure 3.22 shows a cutout of
this procedure which points out the systematic parameter variations that were performed
during this experiments in the same way as in the previous test runs. The TLC mea-
surements were carried out for xO2 = 0.16 and xO2 = 0.25 at pout,total = 1.5 bara by
conditioning the cell current for 10 min at high load or 5 min at low load and jumping
to the limiting current for 10 s by potentiostatic operation. Figure 3.23 shows the time
traces of this TLC experiment for four different cell temperatures from 50◦C to 80◦C
where the two different oxygen mole fraction levels can clearly be identified as well as
the long stabilization times after changing the temperature. Furthermore, a zoom on the
electric quantities is depicted in Fig. 3.24a for an SLC measurement and in Fig. 3.24b for
an TLC measurement. The first zoom clearly shows that the limiting current strongly
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a)

b)

Figure 3.24: a) Exemplary time trace of U and j during an SLC run. The increasing current
density over when operating at low potential shows the progressive increase of
pO2 . b) Exemplary time trace of U and j during an TLC run. The decrease of
the conditioning current density over time leads to an increase of the limiting
current density.

increases with increasing oxygen mole fraction as expected. The second zoom confirms
that the limiting current decreases when the conditioning current increases, which is most
probably due to the higher liquid water saturation in the porous media at higher loads.

Data quality and SOH parameters
A complete overview on how good data quality was ensured is given in the supplemen-
tary data of the second publication in section A.2, especially in Fig. S3. Several CVs
were recorded along the main DOE test run as described above at ptotal ≈ 1 bara and
T = 40 ◦C with fully saturated gas (RH = 100 %). This allowed to track SOH parameters
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and prove that no significant ageing happened during the experiments. Based on this, the
ECSA and double layer Cdl as well as the hydrogen crossover rate jH2,crossover were eval-
uated. The first two quantities are indicators for the cathode electrode health, whereas
the hydrogen crossover rate is relevant to determine the membrane health. Furthermore,
some specific polarization data and EIS spectra were measured several times to confirm
that performance was reproducible and constant in time. Lastly, apart from the limiting
current measurements, all other measurements were conducted twice at least.
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4 Published Work

In this chapter, the journal articles published within this PhD thesis are presented in
chronological order of publication, which is also logical from the thematic point of view
and therefore allows for seamless transitions. Since the ultimate goal was to propose a sim-
ple but enhanced model capable of accurately simulating both steady-state performance
and EIS signatures of differential PEM fuel cells, characterizing material properties was
necessary aside from developing the simulation tool. Thus, the reader will find experi-
mental as well as theoretical content within these articles. It is worth to mention that
systematic parameter variations were carried out in a full factorial fashion in order to get
consistent datasets whenever it was possible and needed (see Chapter 3). Further, high
measurement quality was ensured by long stabilization times after changing the operating
conditions and before doing the actual measurement, and the EIS spectra underwent the
Kramers-Kronig test [137,138]. Some test runs were repeated multiple times to guarantee
reproducibility and regular SOH checks were performed to make sure that the samples
did not degrade significantly during the test runs.

Unless running state-of-the-art fuel cells at extreme conditions, the cathode reaction
kinetics represents the major loss contribution at typical automotive operating conditions
over a wide load range. They are still subject to research activities as no definitive con-
sensus was reached concerning the mechanistic description and proper parameterization
of the ORR process. Hence, the focus of this work is the cathode contribution, which
cannot be accessed directly by simple in situ techniques such as polarization curves or
EIS since at least hydrogen crossover as well as ohmic losses coming from proton transport
in the PEM and CCL must be known in order to access the ORR kinetics. Therefore, the
characterization of ionomer properties was addressed in the first publication presented
in section 4.1 before the anode and cathode kinetics were investigated in the following
publication presented in section 4.2. The HOR and ORR were parameterized based on
steady-state polarization data and the influence of the relative humidity on the cathode
kinetics was investigated. Further, oxygen mass transport contributions based mainly on
limiting current measurements were discussed and deviations of the ORR from the Tafel
model at high currents observed, pointing out that there are more complex mechanisms
at play. Lastly, a model for the cathode kinetics comprising the ORR and a poisoning
reaction of the platinum surface by oxides was proposed in the third publication in sec-
tion 4.3. This model is enhanced compared with a BV or Tafel approach but still simple
to parameterize and reconciles steady-state and EIS behavior of PEM fuel cells.
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4.1 Full Factorial In Situ Characterization of Ionomer

Properties in Differential PEM Fuel Cells

The first publication of this thesis covers the characterization of the most relevant ionomer
phase properties [23]. Based on differential cell measurements, macro-homogeneous mod-
els for both hydrogen permeation through the membrane and ionomer conductivity of the
PEM and the CCL were parameterized. To gather the data, the relative humidity RH
and temperature T were varied in H2/N2 configuration and voltammetry as well as EIS
measurements were carried out for a full factorial grid of RH and T ranging from 30% to
100% RH and from 50◦C to 80◦C. Beforehand, the influence of RH, T , and the hydro-
gen partial pressure pH2 on the permeation properties was determined and a comparative
study of LSV and CV was performed for two different MEAs: one with a 50-µm-thick
membrane and the baseline sample with a 18-µm-thick membrane. It was shown thereby
that under all the investigated conditions, LSV and CV yield identical results. Further,
these voltammetry measurements were validated by online gas analysis.

Then, parameter dependencies of the ionomer conductivity were quantified by fitting
a blocking TLM (no cathode reaction kinetics, infinite charge transfer resistance) to the
H2/N2 EIS spectra. This TLM contains constant phase elements (CPEs) instead of ca-
pacities to account for the rising deviation from the ideal behavior at low RH caused by
increasing inhomogeneities in the catalyst layer. Using an Arrhenius-like prefactor for the
temperature dependency and a power law for the effect of humidity, activation energies of
20 kJ mol−1, 7 kJ mol−1, and 9 kJ mol−1 were determined for the hydrogen permeation
coefficient, ΨH2 , the proton conductivity of the PEM, σPEM, and the proton conductivity
of the CCL, σCCL, respectively.

Additionally, H2/O2 measurements under load were performed to investigate the in-
fluence of water production on the ionomer conductivities by EIS measurements. The
parameters of an iterative TLM which incorporates the non-uniform distribution of po-
tential and current in the through-plane direction were fitted. This model gets essential
when the ratio of the proton resistance to the charge tranfer resistance, Rp/Rct, increases,
e.g. when the humidity decreases and the cell current increases. In this case, the as-
sumption Reff

p = Rp/3 does not hold anymore. Finally, it was shown that based on the
resistances under load and the parameterized models, the actual equivalent layer RH can
be estimated. Further, it was shown that a subtraction of the protonic loss contributions
from polarization curves based on resistances gathered from H2/N2 measurements leads
to the largest errors at cold and dry conditions.

This publication was written by the first author and commented by the three co-
authors. The CV, LSV and EIS (both H2/N2 and H2/O2) experiments were designed
by the first author and carried out by the first author under the advice of M. Hanauer
and U. Berner. Niklas Hensle, who performed his bachelor thesis under the supervision
of the first author, supported the first author with the spectrometry measurements and
some of the voltammetry measurements in Figs. 3 and 4. The test station used was newly
commissioned and completely automated by the first author for this work. Data analysis
and interpretation were performed by the first author and results were discussed with the
three co-authors.
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The publication was submitted to the Journal of The Electrochemical Society on Febru-
ary 20, 2021, and published on August 5, 2021. The permanent web link to the article is
http://dx.doi.org/10.1149/1945-7111/ac1812.
c© The Electrochemical Society. Reproduced by permission of IOP Publishing Ltd. All

rights reserved.

C. Gerling, M. Hanauer, U. Berner, and K. A. Friedrich, ”Full factorial in situ character-
ization of ionomer properties in differential PEM fuel cells.” J. Electrochem. Soc., 168,
0845 (2021).
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Full Factorial In Situ Characterization of Ionomer Properties in
Differential PEM Fuel Cells
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The performance optimization of membrane electrode assemblies of PEM fuel cells requires accurate characterization and
modelling of the relevant mechanisms. In this paper, the ionomer conductivities and permeation properties are characterized in situ
in a differential cell setup by varying the operating conditions in a full factorial fashion in H2/N2 mode. Voltammetry methods are
validated against online gas analysis and then used to record H2 crossover. The membrane and cathode catalyst layer (CCL)
resistances are deconvoluted by fitting transmission line models (TLM) to electrochemical impedance spectroscopy (EIS) data.
Based on this, we estimate activation energies of 20 kJ mol−1 for the H2 permeation, 7 kJ mol−1 for the membrane resistance and
9 kJ mol−1 for the ionomer resistance in the CCL. Through EIS measurements under load (H2/O2), we also evaluate the change in
the ionomer resistances in course of water production. This effect is most pronounced under cold and dry conditions and implies
that a subtraction of the protonic loss contributions from polarization curves only based on EIS measurements obtained in H2/N2

mode is not possible.
© 2021 The Electrochemical Society (“ECS”). Published on behalf of ECS by IOP Publishing Limited. [DOI: 10.1149/1945-7111/
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Apart from design considerations on the PEMFC stack level such
as the geometry of the manifolds, the style of the flow fields and the
materials and coatings of the bipolar plates, the most important lever
for optimizing PEMFC stacks regarding performance and lifetime
lies in tuning the membrane electrode assembly (MEA) that still
represents up to 50% of the fuel cell costs.1,2 For this purpose, the
influence on the performance induced by materials and process
parameters as well as the effects of the operating conditions must be
well understood. In recent years, measurements on small-scale single
cells under so-called differential conditions (entry cell state= exit
cell state) have greatly increased in importance.3–7 These setups
make it possible to focus on the MEA by minimizing unwanted
along-the-channel and flow field effects, thus unravelling pure
through-plane physics (aside from possible channel/land effects)
and enabling the parameterization of macro-homogeneous layer
properties, which is crucial for accurate and predictive models.

Regarding performance optimization, one significant path is the
fabrication of thinner membranes to reduce proton conduction
induced losses, but this comes at the cost of increased gas
permeation and reduced lifetime.8,9 Therefore, the gas permeances
and ionomer conductivities are the two focal points in this work, and
we want to characterize them using simple in situ techniques. Firstly,
understanding the gas permeation properties is important since they
do not only affect the open circuit voltage (OCV, see Fig. 1a) and
more generally the reaction kinetics on the cell and stack level,10,11

but they also influence the operation of the anode loop (on the
system level) which accumulates N2 over time.12 Moreover, oxygen
crossover can be beneficial to hinder CO poisoning of the anode
electrode on one hand side,13 but membrane ageing can be
accelerated by hydrogen and oxygen crossover through chemical
degradation involving the formation of radicals on the other hand
side.14 Secondly, understanding the protonic conductivities of the
bulk membranes and the catalyst layers is of great interest, too, since
they generate a major part of the performance loss during
operation15–17 and they are highly coupled to all the other important
cell mechanisms (electrode kinetics, heat and water generation and
transport). Figure 1b shows an example of the large contribution
(160 mV at 2 A cm−2) of the electronic and protonic resistances on a

measured polarization curve under dry conditions. These contribu-
tions are dominated by the ionomer resistance of the membrane and
of the cathode electrode and thus must be quantified.

Although the lowering of the OCV (deviation from the theore-
tical voltage calculated by the Nernst equation) is a complex topic
and the level of contribution of fuel and oxidant crossover is still not
completely understood, it is clear that there are mainly two effects at
play: gas crossover and oxidation reactions within the cathode
catalyst layer (CCL).10,11,18 Between fuel and oxidant crossover,
H2 permeation is the most important contribution since O2 permeates
less and does not affect the state of the anode significantly. Dicks
and Larminie described the internal currents created by crossover
and by the membrane shorts, both shifting the polarization curve and
thus lowering the OCV.19 Figure 1a shows a schematic Tafel plot of
both the hydrogen oxidation reaction (HOR, normally happening
within the anode) and the oxygen reduction reaction (ORR)
occurring at the cathode. The diffusion-limited HOR creates an
internal current within the cathode that shifts the apparent OCV to
lower values. Due to the very small pH ,CCL2 , the hypothetical
exchange current density of the HOR becomes lower than the one
of the ORR (shift on the current axis) and the equilibrium potential is
shifted from 0 V to more positive potentials (shift on the voltage axis
due to low partial pressure in the Nernst equation). Later,
Zhang et al. concluded that at standard conditions (25 °C, 1 atm)
the mixed potential due to the cathodic O2/H2O reaction potential
(1.229 VNHE) and the anodic platinum surface oxidation reaction
potential ( + ↔ + ++ −Pt H O PtO 2H 2e2 , =E 0.88 Veq NHE) may
cause more than twice as much voltage drop at OCV (135 mV at
80 °C) as the hydrogen crossover (56 mV for a Nafion® 112 based
MEA at the same conditions) in a real cell.20 More recently,
Reimer et al. analyzed the time dependency of OCV due to oxide
formation in half cells and concluded that platinum oxide plays an
important role, even though in real cells crossover might highly
influence the oxide layers.18 In turn, other works focused on
understanding and modeling hydrogen crossover and electrical
membrane short currents, claiming that these effects are predomi-
nant at OCV.10,11 In the past, different authors also investigated the
permeation and diffusivity properties of H2 and O2 in solid polymer
electrolytes (ex-situ) as functions of equivalent weight (EW), water
content and temperature. They used permeability cells with pressure
monitoring and gas chromatography21–23 and electrochemical
methods in microelectrode setups24,25 or electrolysis cells.26zE-mail: christophe.gerling@de.bosch.com
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Lately, Baik et al. conducted permeation measurements in a real fuel
cell setup by means of mass spectrometry for N2

27 and H2
28 and

thereafter even under load.29 All this shows that various techniques
and materials have been used, consequently leading to a certain
scatter in the experimental data. To our knowledge, Bernardi and
Verbrugge were among the first to implement H2 and O2 crossover
in a cell simulation model,30 whereas other fundamental cell or
electrode (CCL) models31–33 did not take crossover effects into
account. In 2004, Weber and Newman fitted experimental permea-
tion data for vapor-equilibrated as well as for liquid-equilibrated
membranes34 which are still widely used in the modeling literature.
In their physical membrane model, they postulated that the total
transport of a given species within a membrane is composed of two
mechanisms occurring in parallel if the membrane is simultaneously
in contact with vapor and liquid water.35

The proton conductivity has been investigated even more widely
in the literature and thus summarizing the efforts that have been
made to understand and measure it would go beyond the scope of
this work. Nevertheless, it is worth mentioning that Weber and
Newman fitted experimental data for the vapor-equilibrated and
liquid-equilibrated conductivities in the same way as they did for the
permeances (see above). Also, Kusoglu et al. summarized a great
amount of information on PFSA membranes8 and Vetter et al.
published a comprehensive review of MEA properties with a strong
focus on performance modeling that shows the huge scatter in
available data for each attribute.36 Albeit protonic resistances of
membranes and catalyst layers have been measured in specific ex
situ setups37–40 as well as in real cells using diverse electrical and
electrochemical techniques, the electrochemical impedance spectro-
scopy (EIS) methods are greatly attractive for our purposes. These
techniques are usually employed to investigate Ohmic losses and

polarization processes with different time constants.16,41 Multiple
authors showed that EIS under H2/N2 conditions (blocking cathode by
eliminating the kinetics) is an effective technique for characterizing
in situ both the bulk membrane conductivity and the catalyst layer
conductivity by fitting the measurements to simple transmission line
models (TLM),42,43 and they showed that EIS can be employed for
monitoring catalyst layer degradation, too.44 Furthermore, there have
been studies on the impact of through-plane and in-plane inhomogene-
ities on the impedance response,42,44–46 which can be caused by an
inhomogeneous distribution of ionomer and catalyst, by heterogeneous
layer thicknesses (due to the processing or to irregular MEA clamping)
or by transport issues (along-the-channel effects, concentration pro-
files). Recently, Obermaier et al. built models for H2/N2 impedance that
take into account the pore radii and ionomer distribution within the
CCL, which increases the fitting accuracy at medium and high
frequencies. They also integrated parallel adsorption (sulfonate groups
on the catalyst) and side reactions (H2 crossover oxidation for instance),
leading to a good agreement with the experimental data at low
frequencies.47

The major motivation for this work is addressing the big scatter
in available data, the lack of full factorial studies and the resulting
need for established standard characterization procedures (in-situ).
We first show a comparison and validation of two voltammetry
methods that can be used for measuring the hydrogen crossover.
Secondly, we demonstrate the parameterization of ready-to-use
models for both the hydrogen permeation coefficient and the
ionomer conductivities (bulk and cathode catalyst layer) in a full
factorial fashion for the temperature and the relative humidity. Our
models are then compared to well-known parameterizations from the
literature. Finally, we investigate the changes in the ionomer
resistances when operating the cell under load.

Experimental

Cell assembly and test bench.—Two different MEAs were used
in this work: a Gore® PRIMEA® MEA (W.L. Gore & Associates,
Elkton, MD, USA) with a membrane thickness of 18 μm
(0.4 mgPt cm

−2 on the cathode and 0.05 mgPt cm
−2 on the anode

side) and an MEA with 50 μm membrane thickness (Nafion® N212,
0.4 mgPt cm

−2 on the cathode and 0.2 mgPt cm
−2 on the anode side)

for comparison (only in the permeation study). Unless stated
otherwise, we worked with MEAs as single cells with an active
area of 12 cm2. In order to prepare those, we cut 25 cm2 MEAs and
welded them into polyethylene naphthalate (PEN) frames at 100 °C
to get better mechanical properties and enhance the handling. The
thereby obtained cells, completed by a gas diffusion layer (GDL)
from SGL® Carbon (Sigracet® 22BB) on top of each catalyst layer,
were placed into a Baltic FuelCells quickConnect® cell holder with
graphite straight channel flow fields.

As a test station we employ a FuelCon Evaluator C50 test bench that
allows to control the cathode and anode gas streams separately: flow
rates by mass flow controllers, dew points by two heated bubblers and
gas temperature by heated gas lines. At the cell outlet, the gases are
cooled down to remove the water and two valves adjust the system
pressure. The cell temperature is regulated by gold-coated copper plates
that are located directly behind the graphite flow fields and flowed
through by a thermal fluid whose temperature is controlled by a Huber
Ministat 125 thermostat. A thermocouple (type K) that is fixed onto the
back of the graphite plate of the flow field measures the cell
temperature. The equivalent clamping pressure of 1.3 MPa on the
active area is obtained by a pneumatic cylinder.

We ensure high measurement precision by using a four-point
measurement setup with twisted pair cables, where the connection of
the sense cables is realized very close to the electrodes by contacting
the graphite whilst the load cables are connected to the copper plates
farther away. The load from our test station enables currents up to
100 A (=8.33 A cm−2) and we use a Gamry reference 3000 plus
Booster 30 K device for our EIS measurements. For our tests under

Figure 1. (a) Schematic representation of the internal current induced in the
CCL by H2 crossover and the mixed potential. (b) Measured polarization
curve at hot and dry conditions with the associated protonic loss corrections.
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load, we chose to take the test station load for the current offset (DC
current) and the impedance device to apply the AC signal for the
sake of simpler software implementation and because it permits us to
reach higher cell currents. Beforehand, we made sure that the test
station load does not interfere with our measurements in the
frequency range that is relevant for typical EIS (f< 20 kHz).

Measurement and characterization techniques.—The permea-
tion coefficients as well as the protonic conductivities (PEM and
porous electrodes) are highly affected by the water content of the
ionomer and by the temperature. For this reason we conducted full
factorial parameter variations under system-relevant conditions
(rH= 30% to rH= 100% and T= 50 °C to T= 80 °C, leading to
32 operating conditions) in our H2/N2 experiments. Prior to these
testings, our MEAs were conditioned in the H2/air mode at

=p 1.5total bara, rH= 100%, T= 50 °C and with H2/air flows of
1300/2000 sccm according to the procedure described by
Harzer et al.:5 0.6 V during 45 min, OCV during 5 min, and 0.85 V
during 10 min. After repeating this cycle ten times (10 h condi-
tioning time), the cell performance was stable. For each condition
(temperature and humidity) of the characterization, the cell was
stabilized for 2 h before starting the measurement in order to ensure
a steady state and homogeneous distributions over the whole cell
area. Therefore, we can assume that the ionomer phase and the gas
phase were in thermodynamic equilibrium, whereas this assumption
does not necessarily hold when operating the cell under load. It is
worth mentioning here that the activation energies for the ionomer
processes may be slightly dependent on the water activity and on the
investigated temperature range34 but that these effects were ne-
glected in our work.

Our measurements were not carried out at standard conditions
and we did not adjust the operating conditions to keep a constant
anode potential in our studies. Anyway, since we were only
interested in the current offsets of the voltammograms (red lines in
Figs. 2a and 2b) for jH ,crossover2 (H2 crossover from the anode to the
cathode and oxidation) and in the EIS response of the cell for the
ionomer resistances (RPEM and Rp) we did not need to correct the
potential for the Nernstian shift.

For determining the hydrogen permeation through our mem-
branes, we carried out voltammetry measurements across a wide
range of operating parameters. At given conditions, three to five
cyclic voltammograms (CV) were recorded (extracted properties are
averaged) and the first one was always discarded from the analysis.
Additionally, either we repeated each run at least twice or we
conducted a linear sweep voltammetry (LSV) measurement under
the same conditions (see below). Figure 2a shows a typical cyclic
voltammogram at =p 1.0total bara, rH= 100% and T= 40 °C where
the cell voltage was swept from 70 mV to 900 mV (to probe the
capacitive behavior of the Pt/C catalyst) by applying a sweep rate of
100 mV s−1 (step rate of 2 mV), with the CCL acting as working
electrode and the anode catalyst layer (ACL) as counter and
reference electrode. The anode was continuously flushed with
500 sccm hydrogen and the nitrogen flow on the cathode side
(500 sccm) was stopped right before the measurement. From our
CV measurements we could also extract the double layer capacity
Cdl from the ≈400 mV to ≈600 mV region (purely capacitive) and
the electrochemical surface area (ECSA, or roughness factor rf in
m mPt

2
geo
2 or in gmPt

2
Pt by converting with the electrode loading) by

integrating the hydrogen adsorption and desorption peaks (see gray
areas in Fig. 2a) and assuming a specific charge of μ −210 C cmPt

2 for
a hydrogen monolayer (HUPD) on polycrystalline platinum (see
specific literature48–50 for more details).

Our LSV measurements were carried out under similar condi-
tions but they consist of a single slow voltage sweep from 0.07 V to
0.35 V with a sweep rate of 0.5 mV s−1. Figure 2b depicts such a
measurement at =p 1.5total bara, rH= 70% and T= 70 °C. Since

the height of the hydrogen desorption peak and the charging of the
double layer depend on the sweep rate they disappear almost
completely (a small peak due to desorption can still be observed
below 0.1 V) during such a measurement. A linear fit to the region
150 mV to 250 mV of this diagram provides the H2 crossover current
(y-axis intercept) and the electronic resistance of the PEM (inverse
slope of the linear fit). Here, the slope is so close to zero that an exact
evaluation is not possible, meaning that the resistance is very high
and therefore the shorts can be neglected. Also, some of our LSV
experiments were conducted in combination with online gas analysis
by mass spectrometry (MS, electron ionization quadrupole mass
spectrometer OmniStar® GSD 320 OC2 from Pfeiffer Vakuum) of
the cathode outlet stream to cross-validate the voltammetry techni-
ques. For this purpose, a supplementary vapor-liquid separator (5 °
C) was installed directly at the cell outlet to remove the water from
the gas stream before entering the mass spectrometer.

For characterizing the ionomer conductivities, we varied the
operating parameters (humidity and temperature) and conducted
potentiostatic EIS measurements under H2/N2 conditions (blocking
cathode). We tested measurements at a DC potential of 0.5 V vs
anode (no hydrogen adsorption or desorption51) with several
perturbation amplitudes (between 3 mV rms und 12 mV rms) and
they all showed identical results, meaning that any of those values
can be chosen. Each measurement was repeated twice to ensure
quasi-stationarity and the frequency range to acquire the spectra was
f= 100 kHz to f= 1 Hz with ten points per decade. To investigate
the influence of operating the cell under load and thus producing

Figure 2. a) CV at rH = 100%, T = 40 °C and =p 1.0total bara, recorded
with a sweep rate of 100 mV s−1 from 70 mV to 900 mV. The roughness
factor rf, H2 crossover current jH ,crossover2

and double layer capacitance Cdl

are also shown. b) LSV at rH = 70%, T = 70 °C and =p 1.5total bara,
recorded with a sweep rate of 0.5 mV s−1 from 70 mV to 250 mV. The y-axis
offset of the red fit line indicates jH ,crossover2

.
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water within the cathode, EIS was also conducted in H2/O2 mode for
current densities from = −j 2 A cm 2 to = −j 0.02 A cm 2. Here, the
experiments were carried out in pseudo-galvanostatic mode (called
hybrid mode) by fixing the DC current and superposing the AC input
signal as a voltage wave with 10 mV rms amplitude. Differential
conditions were obtained by using high flow rates of 1300 sccm at
the anode (dry H2 flow) and 2000 sccm at the cathode (dry O2 flow),
thus enabling low utilizations (<13% at the anode and <5% at the
cathode) and therefore avoiding gradients along the gas channels.
Furthermore, channel-land inhomogeneities (or across-the-channel
effects) may also arise under load but these were reduced in this
study by the use of pure oxygen only and, additionally, by our
particularly narrow lands (0.24 mm) on the cathode side. On the
anode side such issues are less important because of the high
diffusivity of hydrogen, therefore the lands can be wider to enhance
heat and electrical transport. Hence, in-plane inhomogeneities were
minimized, focusing the study on the through-plane layer physics.

All our EIS measurements were recorded with a system pressure of
1.5 bara. More information about the EIS spectra and the models
used for the analysis is given below.

Results and Discussion

Hydrogen permeation.—First, we made sure that the CV and
LSV techniques provide similar results regarding hydrogen cross-
over values and therefore also permeation coefficients. Figure 3a
shows a correlation plot for the hydrogen crossover values acquired
by CV and LSV (40 CV and 40 LSV measurements in our 25 cm2

setup) during multiple parameter studies for two different MEAs.
The first one is our reference state-of-the-art Gore® MEA with
18 μm PEM thickness (red symbols) and the second one is an MEA
with 50 μm PEM thickness (Nafion® N212, blue symbols) used for
comparison. Here, the relative humidity, temperature and pressure
have been varied one by one and CV as well as LSV have been
carried out in each point. The linear fit shows that there is a very
high correlation between the data of both measurement techniques
for both our MEAs. Even though there is very little deviation of the
slope from 1 (0.96), indicating that the LSV values are slightly lower
than those of the CV, this indicates that both methods produce valid
results regarding the permeation properties. Thus, for our full
factorial parameterization, we only use CV to shorten the measure-
ment duration. Moreover, our MEAs showed very high electronic
PEM resistances ( ≫ ΩR 600 cmPEM,electrical

2) during our begin of life
(no membrane thinning, no pinholes) characterizations, which
proves that the cells were properly mounted and that no GDL fiber
damaged the membrane, making LSV tests unnecessary. The Bland-
Altman representation52,53 (or mean-difference plot) of our data in
Fig. 3b completes this analysis. Such a plot is useful when
comparing two measurement techniques since having a good
correlation does not necessarily stand for a good match between
the data points. In our case it shows the difference between the CV
and the LSV values (in percentage referenced by the mean value) vs
the mean values and allows to confirm that LSV generally gives
slightly lower results than CV. Also, this diagram demonstrates an
increasing scatter of the deviation at low crossover values which
might point out a decreasing accuracy.

We depict a combined LSV-MS experiment in Figs. 3c and 3d.
During the measurement, the anode side was fed with 500 sccm H2

and the cathode gas stream was held constant at 200 sccm N2. The
cathode outlet flow was cooled down to 5 °C in order to condense
and remove the water before entering the mass spectrometer.
Starting from the beginning of the measurement at 75 mV at the
cathode, one recognizes three important Sections that are numbered
consecutively. In part 1, the cell potential is forced below the
equilibrium potential leading to negative currents and thus an
increase in the hydrogen concentration in the gas outlet due to the
hydrogen evolution reaction. In part 2, the potential passes the OCV
and the current becomes positive (the H2 from crossover is oxidized
within the CCL) so that the hydrogen concentration within the gas
outlet drops toward zero. The third part marks the end of the LSV
measurement, where the current gets back to zero and the hydrogen
concentration tends slowly toward a stable value that reflects the
permeation flux through the membrane. At steady-state, hydrogen
concentrations in the gas stream were recorded for three different
nitrogen flows (not shown here) of 200 sccm, 500 sccm and
1000 sccm and gave an average crossover flow of ( ± )· −5.3 0.2 10 1

sccm, where the uncertainty is based on those of the mass flow
controllers taken for the worst case (smallest flow rate) and on the
precision of the mass spectrometer. This value can be transformed
with the ideal gas law and Faraday’s law and corresponds to a
crossover value of 3.1 ± 0.1 mA cm−2 ( · −5.3 10 1 sccm corresponds to
a concentration of 0.27% for a nitrogen flow of 200 sccm). This is
comparable to the values measured by voltammetry methods at the
same conditions and thus allows us to confirm that in H2/N2 mode

Figure 3. Comparison and validation of the voltammetry techniques. (a) and
(b) Correlation plot and Bland-Altmann plot53 of jcrossover measured by LSV
and CV for one parameter variation at a time. The red symbols are the values
of the 18 μm membrane and the blue symbols the values of the 50 μm
membrane. In (a), the linear fit of the data (solid line) and the bisecting line
(dotted line) are also represented. In (b), the solid line represents the mean
difference between the LSV and the CV values over all the data points and
the (mean difference ±1.96·SD) lines (dotted) are also drawn. (c) and (d)
exhibit a coupled LSV and mass spectrometry (cathode exhaust) measure-
ment for the 18 μm membrane. The conditions were rH = 70%, T = 70 °C
and =p 1.5total bara and the LSV scan rate was 0.5 mV s−1 from 70 mV to
350 mV.
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both methods (LSV/CV and MS) yield similar and thus acceptable
results. However, voltammetry methods can neither measure N2

permeation or O2 permeation (N2/O2 cell characterizations would
lead to potential induced electrode degradation) accurately nor can
they be used under load. For this reason, using mass spectrometry
additionally could clearly be advantageous since it allows to
characterize the complete permeation behavior of the membrane
in situ with one single setup (for instance MS on the anode side for
O2 and N2 permeation and CV/LSV on the cathode side for H2

permeation). In this study we were mainly interested in the hydrogen
crossover and therefore we did not conduct further MS experiments.

In the literature, the permeation of a certain gas species i over its
partial pressure pi is usually modelled as a linear function (thickness
and area specific) as follows:12

= −Ψ ∇ [ ]N p , 1i i i

with Ni the flux of the species i in mol/(cm·s), Ψi its permeation
coefficient (or permeance) in mol/(cm·s·bar) and pi its partial
pressure gradient over the membrane in bar (assumption of

≈p 0H ,CCL2 ). The permeation coefficient is often modelled as
Ψ = ·S D, with D being the diffusion coefficient (Fickʼs first law)
and S the solubility (Henry’s law). Figures 4a to 4d show our
parameter variations used in the analysis of Figs. 3a and 3b, whereas
each value corresponds to an average of the according LSV and CV
measurements (see Fig. S1 available at stacks.iop.org/JES/168/
084504/mmedia of the supplementary material for the set of CV
and LSV diagrams corresponding to our pressure variation and

Fig. S2a to Fig. S2c for the thickness-normalized values of our
pressure, temperature and humidity variations around the baseline
conditions). To carry out the H2 pressure variations we adapted the
system pressure symmetrically (identical total pressure on anode and
cathode and negligible pressure drop along the channels to exclude
the possibility of convective transport) between 1.0 bara and 3.5 bara
by regulating the backpressure valves. As can be seen in Fig. 4a, the
hydrogen crossover flux in our study can also be described by a
linear function of the partial pressure on the anode side pH2 (as in the
literature) for both MEAs at baseline conditions (70% rH and 70 °C).
However, our fitting curves do not go exactly through the origin and
exhibit a small negative y-axis intercept, which is also shown by the
slight non-constancy of the permeation coefficient over partial
pressure depicted in Fig. 4b for the same dataset. Since this effect
is small and as we carried out all our other permeation measurements
at one given pressure of 1.5 bara (our relevant system pressure), we
chose to neglect it. Further, we reproduced the pressure variation for
our 18 μm baseline MEA over an even wider pH2 range by carrying
out both system pressure variation and H2 diluting at constant system
pressure (see Fig. S2d). Even though the reproducibility is good
(highest deviation in the relevant range is 12% at =p 0.75barH2 ,
decreasing rapidly with increasing pressure), the origin of the fitting
curve is almost zero and shows that even small deviations at very
low crossover fluxes are likely to shift the axis intercept away from
zero. Hence, the permeation coefficient can be considered to be
constant over the relevant pH2 range within the experimental
accuracy.

Figure 4. Crossover flux and permeation coefficients for one parameter variation at a time around the conditions rH = 70%, T = 70 °C and =p 1.5total bara. The
values are averaged between the CV and the LSV measured value at each point for both MEAs. The permeances were calculated by Ψ = j pH crossover H2 2

and the
solid lines represent the locally fitted models. (a) H2 crossover flux over pH2

. (b) Corresponding permeances. (c) Calculated permeance for the T variation. (d)
Calculated permeance for the rH variation.
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So far, the most heavily used parameterization of the permeation
coefficient of H2 through a Nafion® membrane in the vapor-
equilibrated state was given by Weber and Newman34 as
(in · · ·− − −mol cm s bar1 1 1)

⎡
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with fv the dimensionless water content, =E 21H2 kJ mol−1 and
=T 303ref K, and in the liquid-equilibrated state as
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independent of the water content (λ = 22) and with a slightly lower
activation energy =E 18H2 kJ mol−1. Globally, although our mem-
branes are from different suppliers (we do not expect identical
materials), they show comparable behavior as the ratio of the
measured fluxes correspond quite well to the ratio of the membrane
thicknesses (50/18= 2.78). However, there are some deviations at
large pressures, where the 18 μm membrane shows less crossover
than the 50 μm in proportion to their thickness. This might be due to
the reinforcement of the thinner membrane that acts as a supple-
mentary barrier to permeation fluxes (see also Fig. S2a).

Figure 4c shows a temperature variation and Fig. 4d a relative
humidity variation for both membranes around our baseline condi-
tions ( =p 1.5total bara, rH= 70% and T= 70 °C). Here it is obvious
that both membranes do not behave the same way because even
though the fitted activation energies are consistent with the pre-
viously cited literature values for vapor-equilibrated membranes,
their dependency on humidity differs by a factor of 2. The slope of
the 50 μm curve in the log-log diagram (Ψ ) = ( ( ))f rHlog logH2 is
therefore twice as high as the slope of the 18 μm curve (not shown
here). Overall, the deviations in the permeance of both membranes
are the largest for high pressure conditions, low temperatures and/or
low relative humidities. The full factorial parameterization
(Arrhenius-like ansatz) of the permeance for the 18 μm membrane
over temperature and humidity (measured at =p 1.5total bara) is
depicted in Fig. 5 and is ready-to-use for modeling purposes. The
lines represent the global model that has been fitted to the
measurement points and is in excellent agreement with the experi-
mental data. The expression of this model (in A cm−2 MPa−1) is
given by

⎜ ⎟⎛
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2

This enables the calculation of the crossover flux for given
conditions and thus also the estimation of the shift in the polarization
current under the following two assumptions: the H2 permeation flux
remains approximately constant when the cell is operated under load
and all the molecules that cross the PEM are oxidized within the
CCL. The first assumption holds especially when the following two
effects are either negligible (low current densities) or if they
compensate each other: the H2 partial pressure drop within the
ACL due to the HOR that leads to less crossover, and the slightly
increasing membrane hydration (at most conditions) due to the
produced water that leads to more crossover. The second assumption
is justified by the high potentials of the cathode and accordingly
excludes the possibility of a characterization of H2 crossover under
load by means of mass spectrometry. Furthermore, the importance of
knowing the exact crossover amount decreases with increasing
current density since its influence on the polarization drops. Thus,
developing new characterization techniques to measure H2 crossover
precisely under load does not seem rewarding.

Figure 5 also compares our model with the corresponding curve
of Ψvap from Weber for T= 80 °C (Ψ ≈ 53.3 mAliq /cm2/MPa is not
represented). This curve was calculated with the Eq. 2 and the
Springer water uptake isotherm31 (measured at T= 30 °C and close
to the Weber isotherm,34 with only a small temperature influence),
converted with Faraday’s law and expressed for a 18 μm thick
membrane. This model is typically used in the modeling literature.
One can see that neither the absolute values nor the slopes match
those of our fitted model, the values are in the same order of
magnitude though and therefore lie within the limits of permeation in
liquid water and dry Teflon (see Fig. S3 in the supplementary
material for some typical permeation values). Transforming this

Figure 5. Full factorial study of the permeance over temperature and
relative humidity measured by CV for the Gore® MEA. The symbols
represent the experimental data and the lines the fitted model (global fit over
all the conditions). Also, the Weber parameterization for T = 80 °C has been
added for comparison (vapor equilibrated permeance).34

Figure 6. (a) Equivalent circuit model (ECM) used for fitting H2/N2 EIS
spectra. (b) Measured spectra (dots) and CNLS fit (solid lines) for each rH
(from 30% to 100%) at T = 80 °C. The inductive parts are discarded from
this plot. (c) Zoom on the rH = 50% condition. The dashed line represents a
simulated spectrum where all the parameters but the CPE exponent are the
same ( =n 1CPE to behave as an ideal capacitance). The dash-dot line
represents a fitting result with an ideal capacitance ( =n 1CPE ) and shows that
this leads to large errors on Rp.
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diagram into a log-log plot (not shown) results in one single slope of
our curves (Ψ ) = ( ( ))f rHlog logH2 of 0.2 and the temperature simply
shifts the curves along the permeance axis. In this representation, the
Weber data exhibits two slopes: 0.17 up to rH= 50% and then 1.3
for the high relative humidities. This emphasizes the need for
individual characterizations to accurately model different materials.

Ionomer conductivities from H2/N2 EIS.—For characterizing
the ionomer resistances, we carried out EIS under H2/N2 conditions.
As mentioned above, this mode of operation allows a homogeneous
distribution of the physical properties within each functional layer
because of the equilibrium between the ionomer phase and the gas
phase, whose properties can be well controlled and adjusted by the
test station. Moreover, the fact that this technique is also applied
under H2/N2 operation made it possible to carry out the measure-
ments within the same experimental run as the measurements of the
permeation properties. Flushing the cathode with N2 instead of an
O2-containing mixture inhibits faradaic currents (no reaction kinetics
apart from the crossover reaction) within the cathode, thus simpli-
fying considerably the impedance response. In addition, the anode
impedance can generally be neglected. An adequate equivalent
circuit model (ECM) for fitting and modelling such cell operations
is shown in Fig. 6a. It is composed of an inductance L (mainly for
the cables and the setup) in series with a resistor RΩ (or R0) for the
electrical resistance and a blocking transmission line for the
impedance response of the CCL. It is worth mentioning that in our
case, the fitted values for L are almost constant at around · −8.7 10 9 H
(standard deviation is · −3.9 10 10 H) for all the measured conditions.

The high-frequency Ohmic resistance RΩ is the x-axis intercept
of a spectrum in the Nyquist plot (no phase shift) and contains the
membrane resistance RPEM as well as the electronic resistances
(bulk and contact resistances) of the setup. We measured

= ΩR 15 melectronic cm2 for these electronic resistances by recording
steady-state voltage drops and impedances of the system {anode
flow field ∥ anode GDL ∥ cathode GDL ∥ cathode flow field} for
different clamping pressures and temperatures (see Fig. S4).
Therefore, we can determine the membrane contribution from the
high-frequency resistance as = − ΩΩR R 15 m cmPEM

2. Our equiva-
lent baseline clamping pressure was 1.3 MPa, even though higher
clamping pressures are possible with the setup and might improve
the performance by further reducing the contact resistances.
However, we decided that this was the best compromise since higher
forces might damage the MEA (GDL fibers through the PEM) or the
rather sensitive graphite flow field. Further, higher pressures might
cause large deformations of the GDLs, thus penetrating and blocking
the gas channels. Moreover, the absolute values of the electronic
contact and bulk resistances are of minor importance in this study
since we subtract them when determining RPEM.

In the particular case of H2/N2 EIS the charge transfer resistance
Rct tends to be infinitely high, thus leaving only distributed proton
resistance in the upper branch of the TLM (electronic resistance of
the carbon phase of the CCL is neglected) and the capacitive part of
the porous electrode in each branch, modeled by a constant phase
element (CPE) in our case. In the literature, ideal capacitances were
usually used instead of constant phase elements (ideal behavior of
the I/C interface). The spectra resulting from such a model therefore
exhibit a 45° slope in the Nyquist plane (Re(Z)=−Im(Z)) at high
frequencies due to the frequency-dependent penetration depth of the
AC signal, and a vertical line (the imaginary part increases at
constant real part) at lower frequencies.42–44,51 The projection of the
length of the 45° slope on the real axis yields / =R R3p p

eff .3,43

Fig. 6b shows the EIS spectra (dots) we obtained for our whole
humidity range at T= 80 °C and the according CNLS fitting results
(solid lines) to the TLM presented in Fig. 6a. For the sake of clarity,
the high-frequency inductivities have been discarded from this plot.
As expected, the intersect with the x-axis shifts to higher values and
the length of the 45° slope increases with decreasing humidity.

Spectra with an ideal behavior are also depicted exemplarily in
Fig. 6c (dashed line and dash-dot line) along with our actual fit (solid
line) and differ only in the value of Rp. Eikerling and Kornyshev
showed the equivalence of modeling the CCL EIS response based on
the system of differential equations yielding analytical solutions for
some special cases, and the transmission-line-based modeling.15 In
the case of infinite charge transfer and negligible electronic
resistances in the CCL, the impedance response is given by

ω
ω

ω( ) = [ ]Z
R

i C
i C Rcoth 5

p
pTLM

DL
DL

However, as can be seen in Figs. 6b and 6c, our spectra do not show
an ideal behavior. Several authors showed the impact of inhomoge-
neous layer properties on the EIS signatures either by physical
modeling45,54 or by computing iteratively the EIS response42,55

(TLM approach) for both the H2/O2 and the H2/N2 configuration.
They calculated the impedance with different capacity and resistivity
profiles in through-plane direction and Gaumont et al. even con-
nected several TLMs with different layer thicknesses to model in-
plane inhomogeneities.44 They emphasized that such heterogeneous
properties mainly affect the slope and the length of the proton
transport response.56 More recently, Obermaier et al. stated that the
deviations from the 90° inclination at low frequencies mainly come
from the EIS response of the mix of several pores with different
sizes (non-homogeneous pore size distribution).47 They took this
distribution as well as possible side reactions and adsorption
processes, into account and got fitting results that outperformed all
the previous models from the literature. For our purposes though,
their approaches are too complex since they need to be fed with pore
size distributions, and therefore they are not suited for rapid in situ
characterization of the effective ionomer resistances. In our cases the
slopes were very close to 45° at high frequencies and to overcome
the issues of the deviation from 90° at lower frequencies we chose
constant phase elements within our TLM instead of ideal capacities
(see above). This approach is quite simple and as can be seen in
Fig. 6b, the model fits the experimental data correctly even though
there are some deviations at dry conditions that lead to higher
uncertainty on Rp. For comparison we also determined Rp graphi-
cally by taking the intercept of the x-axis and the linear fit to the
low-frequency branch and subsequently subtracting RΩ (see
Makharia et al.43). The results from this graphical evaluation differed
by 10%–20% from the results of our TLM fit. However, we trust the
model more especially at wet conditions since the Rp values obtained
graphically depend on the chosen frequency range for the linear fit
(the impedance at low frequencies is in fact not perfectly linear in
the Nyquist representation) and small deviations in the slope of this
fit can lead to significant relative errors on Rp. Compared to a
traditional TLM approach the exponent nCPE is the only free
parameter added in this model. When =n 1CPE the component
acts as a pure capacity and when =n 0CPE it acts as a resistance
( >n 0.9CPE in all our cases). Figure 6c shows that the error on Rp

can get very large when using ideal capacities in the fitting
procedure and that the value of Rp is strongly dependent on the
chosen frequency range, thus emphasizing the utility of the CPEs in
the TLM. The analytical solution of our slightly adapted model is

ω
ω

ω( ) = ( ) ( ) [ ]Z
R

Q i
R Q icoth , 6

p

n p
n

TLM

with =n nCPE and Q being assimilated to CDL from now on in this
work. Figure 7a illustrates the fitted double layer capacity and the
constant phase exponent over the relative humidity from the spectra
shown in Fig. 6b, and the double layer capacity from our CV
experiments at the same conditions for comparison. This shows
clearly that an increasing humidity has a positive effect on both
quantities. On one hand, the double layer increases, which is

Journal of The Electrochemical Society, 2021 168 084504

66



Chapter 4.1 Publication I

supposedly due to better contacting of the electronic and the
electrolyte phase, and on the other hand the exponent tends toward
1 at high humidities, which means that the CPE behaves almost like
an ideal capacity. We assume the cause of the latter effect to be more
homogeneous properties of the CCL. The double layer capacity of
the CV experiments shows a similar trend; however there seems to

be an approximately constant offset to the values measured by EIS.
The results of the full factorial run for both Rp and RPEM and the
global models that have been fitted to the data can be seen in Fig. 7b
(see Fig. S6 for the individual fits and Table I for the parameters). It
can be observed that the models globally match the data well. For the
membrane resistance, the global fit yields

Figure 7. (a) Double layer capacitance Cdl from CV and from H2/N2 EIS and constant phase element exponent nCPE from H2/N2 EIS vs rH at T = 80 °C. (b)
Area specific resistances (ASR) of the membrane (RPEM) and the CCL (Rp) for a full factorial EIS run over T and rH. The symbols are the measured data, the
dashed lines show the global fit of Rp and the dotted lines the fit of RPEM. (c) Calculated conductivities from the measurements at T = 80 °C and local fitting
curve (lines) for the PEM (bulk) and the CCL (sheet) and data from Springer et al.31 (T = 30 °C) and Weber et al.34 (T = 80 °C) for comparison. (d) Measured Rp

and RPEM (dots), local fits (dashed lines) and Rp obtained from the fitting of the “structural parameter” ψ.

Table I. Parameters extracted from local fits of semi-empirical power laws = · −a rHASR b to the experimental data and fitted structural parameters.
The exponent −b represents the slope of the curve = ( )f rHASR in the double logarithmic diagram.

Classical TLM approach
T aRPEM bRPEM aRp bRp ψ

(°C) (mΩcm2) (—) (mΩcm2) (—) (—)
50 17.6 1.34 209.9 1.06 0.076
60 15.5 1.35 80.1 1.52 0.114
70 14.7 1.32 62.3 1.49 0.141
80 13.9 1.40 49.6 1.71 0.148

New approach with “TLM + R-CPE” for 50 °C and 60 °C
T aRPEM bRPEM aRp bRp ψ

(°C) (mΩcm2) (—) (mΩcm2) (—) (—)

50 17.6 1.34 62.2 1.57 0.164
60 15.5 1.35 53.2 1.72 0.155
70 14.7 1.32 58.4 1.52 0.151
80 13.9 1.40 49.4 1.59 0.170
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and shows very good agreement with experimental data, although at
very high relative humidity the slope of the experimental curves
decrease (effect increases with decreasing temperature), leading to
slightly higher model errors. According to Weber and Newman,34

the low activation energy could be explained by only low contribu-
tion from the vehicle mechanism in the vapor-equilibrated transport
mode, and that it is even smaller than for the Grotthuss mechanism
(11 kJ mol−1) might be due to another effect: Arrhenius-like
activation behavior countered by the change in the water sorption
isotherm with the temperature (less water volume fraction at high
temperatures).

For determining Rp properly, we had to adapt our model for the
low temperature conditions and developed an approach based on two
interleaved optimization loops. The reason for this is that, unlike at
high temperatures as shown in Fig. 6b, the spectra at low
temperatures exhibit another process that affects the evaluation of
Rp when fitting only with a TLM model. This process has a very high
activation energy (high resistance at cold conditions and almost
absent at warm conditions) and can also be seen in H2/H2 mode (see
Fig. S5) at the same operating conditions. We have observed that it
depends on the sample history (it is reversible thus not linked to
degradation) and generally do not observe it under load. Additional
control experiments showed that this effect originates from CO
poisoning of the anode in course of the long experimentation time
(we use hydrogen 5.0 and nitrogen 5.0). The slow decrease of the
ECSA on the anode side due to CO adsorption on the catalyst leads
to an increase of the charge transfer resistance which then gets
visible in the spectra. The fact that CO poisoning is strongly
temperature and time dependent57,58 fits to our observation of a
high activation energy in our measurements. Moreover, oxygen
crossover plays a major role in keeping the anode catalyst clean (CO
oxidation)13 and explains why the process is only present (or at least
significant) in absence of oxygen in the system (H2/H2 or H2/N2).
Therefore, we strongly recommend regular recovery steps or short
measurement times for future measurements under oxygen free
conditions and will discuss this point further in the context of a
characterization of the anode kinetics (HOR) in a forthcoming
publication. In order to separate this undesired effect from the
contribution of the Rp in the present dataset, we added an R-CPE
element representing the anode charge transfer process in series with
the TLM for the T= 50 °C and T= 60 °C conditions and fitted all
the 32 spectra at the same time. The outer loop optimized the
Arrhenius-like law = · · ( ( ))−R a rH E RTexpb

p act for the constants a,
b and Eact, and passed the parameters to the inner loop to fix Rp in the
individual EIS fits which optimized the ECM parameters. In the
inner loop, the residual arrays of each single ECM fit were
minimized. In the outer loop, we concatenated these single residual
arrays to one overall residual array that was minimized. This
permitted to find the optimum over the whole operating condition
range and yielded the following parameterization for the proton
resistance in the CCL:

⎛
⎝⎜

⎞
⎠⎟= ( Ω )( ) [ ]− −

R rH
RT

2.20 m cm exp
9.4 kJ mol

8p
2 1.53

1

This demonstrates that the ionomers in the PEM and the CCL
behave comparably, although the humidity dependency of the CCL
appears to be a bit more pronounced. We used these parameters from
our global fit as initial guesses for new individual fits of the spectra
where every parameter was free apart from the double layer capacity
and the CPE exponent from the TLM. The resulting resistances are

the symbols in Fig. 7b. Without taking into account the increased
anode impedance at low temperatures and by fitting each spectrum
individually (anode resistance effectively contained in Rp), an
activation energy of 30 kJ mol−1 would have been determined and
would lead to erroneous conclusions. The results of the single fits to
semi-empirical power laws = · −a rHASR b for each temperature
without fitting the additional process (classical TLM approach,
“TLM data”) and the individual fits based on our adapted approach
(“TLM+RQ” for 50 °C and 60 °C, and “TLM data 2” for 70 °C and
80 °C, respectively) are shown in Fig. S6 and the parameters are
listed in Table I.

In Fig. 7c we expressed the effective conductivities obtained
from σ = L RPEM PEM PEM ( μ=L 18PEM m) and σ = L RCCL CCL p

( =L 13CCL μm) in a log-log plot in order to compare them with
some well-known literature models and we displayed the slopes of
the curves. Of course, these models depend on the chosen water
uptake isotherm and therefore have to be analyzed carefully. The
discrepancies in the slopes and the absolute values of the conductiv-
ities emphasize again the risk of simply relying on literature models
and point out the need for material-specific characterization.
Compared to the literature models, the conductivity of the Gore®
membrane is globally higher even though the dependency on the
relative humidity is lower. Heinzmann et al. also showed conduc-
tivity values in the same order of magnitude but with higher slopes
(2.58–2.59) in the log-log plot σ = ( ( ))f rHlog log for Nafion® 112
and 117.17 The membrane conductivity of their commercial
Greenerity® H500EL2 MEA showed a humidity dependency com-
parable to ours (slope of 1.56), although its values were lower. Also,
their CCL conductivity showed a much higher humidity dependency
(slope of 2.90, comparable to that of Nafion®), pointing out that the
materials used were not identical. The authors assumed a lower
equivalent weight (EW) to be the reason. Also, they suggested that
the smaller slopes and lower conductivities of their membrane might
be caused by the reinforcement.

In our case, the slopes of the bulk and electrode conductivities are
rather close. This might imply that the ionomers used in the PEM
and CCL behave very similar and irrespective of the reinforcement.
The fact that the reinforcement does not visibly impact the
permeation process either, as discussed above, consolidates this
statement. We are thus tempted to assume that their conductivities
are simply related by a structural parameter ψ ϵ τ= ,17,44 which is
the ratio of CCL porosity to tortuosity and can be estimated by

ψ
ψ σ

σ
= · → = [ ]R

L

L

R
. 9p

CCL

PEM

PEM CCL

PEM

The example shown in Fig. 7d for T= 80 °C demonstrates that this
yields indeed a good fit for a given temperature. However, the
corresponding activation energies of the PEM and the CCL
conductivities differ slightly and cause a small temperature depen-
dency of this estimated structure factor (see Table I). Although this
does not prove that the ionomer used in the PEM and CCL is the
same, it indicates at least that their properties are alike. The global
structure parameter is ψ = 0.155, averaged over all the 32 conditions
based on the calibrated Arrhenius-like laws.

In this part, we have parameterized an Arrhenius-like ansatz
containing also the dependency on the humidity for both RPEM and
Rp. In the next part, we will discuss the influence of operating the
cell under load on the ionomer resistances.

Ionomer conductivities under load.—Knowing the ionomer
resistances under well-controlled humidity and temperature condi-
tions is very important for CCL optimization as well as for tracking
degradation. However, these resistances might change when gen-
erating and transporting water and heat during real fuel cell
operation. This effect must be understood in order to clarify whether
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knowing the resistances under equilibrium conditions is sufficient to
carry out loss analyses under load (parameterizing the cathode
kinetics for instance). Furthermore, investigating this can shed light
on the operando water transport.

For this purpose, we recorded EIS spectra under H2/O2 condi-
tions for varying rH, T and the current density j, again in a full
factorial fashion. Flushing the cathode with pure oxygen minimizes
the mass transport contributions over a large current density range.
Therefore, we neglect oxygen transport resistances in our modeling
approach. For some conditions, a small low-frequency shoulder
appears in the EIS spectra (see Fig. S7) that is probably linked to
mass transport at high current densities and has been discarded in
this study. However, this shoulder can be fitted by a Warburg term in
practice. Regarding the high amount of collected data, we targeted
very short fitting durations and therefore discarded a differential-
equations-based model. Here again, we opted for a TLM approach
(see Fig. 8a), while this time the charge transfer resistance is not
infinitely high and the individual branches thus contain R-CPE
elements, leading to a closed loop in the impedance spectra at
0.1 A cm−2 (see Fig. 8b).

In the literature, analytical models derived from the differential
equations (charge conservation and Ohmic drop in the electrolyte) or
simple Randles circuits are generally used for fitting EIS
data.15,17,59–62 The analytical solution for the case of homogeneously
distributed resistances and capacitances (homogeneously working
CCL due to small currents or high humidities in our case) is well-
known and is identical to the TLM with an infinite number of
branches.15,51 By replacing the ideal capacities by CPEs we get:

ω
ω

ω

( ) =
( ) +

× ( ) + [ ]

Z
R

Q i R

R Q i
R

R
coth 10

n R

R

n

p

p

p
p

ct
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ct

In this low current density case, we have =R R 3p
eff

p , with Rp
eff

being the effective resistive contribution of the proton transport
within the CCL to a measured polarization curve at the same
conditions. Nevertheless, the utilization of the catalyst layer drops
when the cell is operated at high currents or dry conditions since the
reaction front moves toward the membrane (ratio R Rp ct increases).
In this case, the previously described model is not valid because the
charge transfer resistance is not distributed equally over the CCL
anymore. Neyerlin et al. described in detail the calculation of the
profiles of current and electrolyte potential under these circum-
stances and how this affects the effective proton resistance Rp

eff of
the CCL.63 Based on these results, Gaumont et al. calculated the
impedance iteratively for the high current regime (TLM approach)
and showed the increasing deviations with the traditionally em-
ployed analytical expression for >jR b 1p .51 Generally, the EIS
response of a transmission line resembling the one depicted in
Fig. 8a and composed of m elements, from the membrane interface
(x= 0) to the GDL interface ( =x LCCL), can be calculated itera-
tively as follows ( < <k m1 ):44,51,55
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With constant properties (resistivity and double layer capacity) over
the CCL thickness we simply have δ =r x R mp p and δ =q x Q mdl .
By introducing a CPE approach instead of ideal capacities again, we
have:

Figure 8. (a) ECM for H2/O2 operation. Mass transport resistances (orange
rW,i) are discarded. (b) rH variation under load at j = 0.1 A cm−2 and
T = 80 °C. The measured data (dots) and the individual fits (solid lines) are
shown. The inductive parts are discarded from this plot. (c) Error on Rp

eff

when calculating = /R R 3p
eff

p (low current model) instead of
= ( )R f R R,p

eff
p ct (high current model). (d) Hypothetical equivalent local

slopes of the Tafel plot caused by the ORR and +H transport in the active
layer at T = 80 °C. Rct and Rp are fitted, Rp

eff is calculated according to (c).
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Here, b is the Tafel slope. In order to solve this, the through-plane
current distribution i(x) has to be calculated in the steady-state:51,63
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where θ is a solution of θ θ( ) = R R2 tan p ct. Finally, the effective
proton resistance of the CCL during operation is also a function of
Rp and Rct, derived by Neyerlin63 as
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which approaches =R R 3p
eff

p in the low current regime. In Fig. 8c,

we show the relative error on R eff
p when using this low current

approximation over the whole current range. It is obvious here that
the error is the highest for hot and dry conditions, reaching up to
60%. For the rH= 80% conditions, even at the highest current
density j= 2 A cm−2, the largest error does not exceed 10%. The
fact that dry conditions are critical is also shown in Fig. 8d, where
the effective slopes of the RΩ-corrected performance curves in the
Tafel plot are depicted for the T= 80 °C conditions. This plot shows
that the ≈10% error on Rp

eff at rH= 80% does not influence the

slope, whereas the ≈60% error on Rp
eff at rH= 30% leads to more

than 100 mV dec−1 error on the slope at 2 A cm−2. The fact that
the 10% error at high humidities does not influence the slope at all is
due to the low values taken by Rp. Thus, at humid conditions, even
larger errors on Rp have no significant influence on the performance
analysis.

Gaumont et al. showed that this iterative approach perfectly
matches the general solution of the system of differential equations
obtained numerically with a finite differences solver in MATLAB.51

Also, it is worth mentioning that we compared these results with an
even more elaborate model containing also Fick’s diffusion law for
the O2 transport resistance in the CCL and even in the GDL through
a Robin type boundary. This model implements a Butler-Volmer
description for the reaction kinetics instead of the Tafel approxima-
tion (see Chapter 5 from Kulikovsky’s book54). In the case of very
high diffusivities, the mass transport resistances drop sharply and the
simulated spectra then perfectly match those obtained from the two
other models described above. Although the effects of the presence
of liquid water on the potential and current distribution are
neglected, the iterative model we used is, to our knowledge, the
most accurate one for rapid EIS fitting under H2/O2 conditions.
Heinzmann et al. also implemented a Warburg term in series to
account for mass transport effects at high currents or low O2 partial
pressures, but they modeled the porous electrode with the low
current analytical solution of the transmission line.17

Thanks to the above-described impedance model, we tracked the
changes in the ionomer resistances over the current density in a full
factorial way. We varied rH between 30% and 90%, T between
50 °C and 80 °C and the current density j between 0.02 A cm−2 and
2 A cm−2. The results of this study are depicted in Fig. 9 for 50 °C
and 80 °C, whereas the results for 60 °C and 70 °C can be found in
Fig. S8. In general, both resistances decrease faster at cold
conditions with rising current density. We believe that three
combining effects are at play: the higher water uptake by the
ionomer at lower temperatures, the faster saturation of the gas phase

when producing a given quantity of water, and the slower water
removal (lower desorption and evaporation rate as well as lower
diffusion coefficients). Moreover, as can be seen, taking the
parameterized resistances from the H2/N2 study at low humidities
(rH< 60%) to correct the polarization curves would lead to an
inaccurate analysis. This is not an issue for the membrane resistance
since RPEM can be measured easily during operation by either one of
two methods. The first one is continuously logging a certain high
frequency, which is an approximation since the operating-condition-
dependent frequency of the x-axis intercept can lead to up to 20%
relative error on RΩ when evaluating Re(Z(1 kHz)) (intercept
happens between 5 kHz and 10 kHz with our setup). The second
and more suitable method is recording more extensive high-
frequencies EIS spectra at given discrete current densities. The
latter technique is also valid for Rp, but only at small current
densities because complete spectra are needed in order to properly
separate Rp from Rct (time constants are merging) in the high current
regime. To get at least a quick rough approximation of the change in
the conductivities over the current density, one could record a
spectrum at a low current and another at a high current and
interpolate logarithmically (curves in Figs. 9c and 9d are linear on
a logarithmic current scale). As can be seen, this technique also
yields better results with increasing humidity.

For all the recorded conditions, RPEM seems to converge to its
value measured at rH= 100% in the H2/N2 study without ever
dropping below. However, Rp tends to drop below its value at
rH= 100% for most of the conditions (apart from hot and dry
conditions), most likely indicating the presence of liquid water
within the CCL. Based on the calibration curves obtained under
well-controlled conditions from the H2/N2 tests (data given in
Table I), we can estimate the effective relative humidity during real
fuel cell operation (H2/O2). Gaumont et al. did this to study along-
the-channel effects on the ionomer resistances related to current,
stoichiometry and gas humidification in a segmented cell setup.51 To
our knowledge, this has never been applied to single differential
cells before.

Nonetheless, regarding the thickness of the electrolyte (bulk
membrane), it is critical in our opinion to evaluate effective
humidities for the PEM in this manner since substantial gradients
in the water distribution may arise in the through-plane direction
during operation, caused essentially by the production of water in the
CCL, the electroosmotic drag and the water backdiffusion.
Accordingly, the local water content of the membrane might deviate
from the effective content calculated by the EIS resistances. Hence,
we discard this approach and prefer to work with the effective proton
resistance RPEM of the membrane. For the thinner CCL, we assume a
homogeneous water distribution since the ionomer is in contact with
the gas phase and the liquid phase through the whole layer thickness.
This leads to a more homogeneous water distribution in the CCL in
comparison to the PEM, which we assume is only in contact with the
fluid phases at its boundaries. Thus, we can carry out such analyses
of equivalent humidities in the CCL. Figure 10 depicts the current at
which the proton resistance in the CCL corresponds to the fully
saturated state (rH= 100% in the H2/N2 mode) depending on the
relative humidity in the gas channel, for the four temperatures used
in our work. A plot of Rp vs. rH (example in Fig. 7d) shows small
slopes (curve gets flat) at high humidities, meaning that an important
change in the humidity leads only to a small change in the resistance.
This means in turn that the values depicted in Fig. 10 are subject to
high uncertainties since small errors in the evaluation of Rp lead to
large errors in the calculation of the effective rH and therefore in the
currents. Nevertheless, this Fig. emphasizes the huge influence of
the temperature on the operation of the cell. At low temperatures, the
CCL is rapidly well-humidified, independently of the relative
humidity of the gas supply. On the contrary, at high temperatures
the humidity of the CCL seems to change only little during
operation, meaning that if the gas supply is rather dry, then the
CCL will also stay dry within a large range of current densities. Such
analyses in combination with analyses of the mass transport
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contributions can be very helpful in finding optimized operating
conditions (tradeoff between current density and humidification)
regarding performance and ageing.

Conclusions

In this study, we extensively investigated the ionomer permeation
and conductivity properties of PEMFC single cells. We carried out
voltammetry and EIS measurements for this purpose and addressed

the lack of simple full factorial in situ characterization on real cell
setups in the literature.

One-at-a-time parameter variations confirmed the equivalence of
the LSV and the CV methods regarding H2 crossover based on a
statistical analysis and permitted to understand the influence of the
operating conditions (rH, T, pH2) on permeation through the PEM.
The two techniques were further validated against a mass spectro-
metric quantification of the hydrogen crossover flux. A full factorial
experiment served to fit an empirical law consisting of an Arrhenius-
type prefactor for the temperature influence and a power law for the
dependency on humidity. This can be used to correct polarization
curves for hydrogen crossover during performance loss analyses or
can even be implemented directly into simulation models.

Subsequently, we also conducted EIS studies under well-con-
trolled temperature and humidity conditions (H2/N2) in a full
factorial fashion. These spectra allowed us to extract the ionomer
resistance of the membrane and of the cathode catalyst layer
separately by fitting a blocking transmission line model. We slightly
adjusted this model by replacing the capacities with constant phase
elements to take into account the deviations from the ideal behavior
at low frequencies due to inhomogeneities within the catalyst layer.
Besides, we reported a non-negligible anode process that gets
significant at low temperatures and alters the values of Rp.
Therefore, we connected an R-CPE element in series with our
TLM to capture this contribution in a global optimization loop in
which all the spectra were fitted simultaneously. Our models showed
a good match with the experimental data and the use of CPEs in our
TLM turned out to be particularly important for low humidities.
Based on the obtained resistances we calibrated ready-to-use models

Figure 9. Representation of the ionomer resistances RPEM and Rp obtained under load for several gas stream humidities (rH = 30% to rH = 90%). The values
have been obtained by fitting to the ECM shown in Fig. 8a. For RPEM, 15 mΩcm2 caused by contact and bulk resistances of the setup are subtracted. The black
diamonds represent the resistances from the H2/N2 operation and the black solid lines the rH = 100% conditions. (a) Membrane resistances at T = 50 °C,
(b) Membrane resistances at T = 80 °C, (c) CCL proton resistances at T = 50 °C and (d) CCL proton resistances at T = 80 °C.

Figure 10. Estimation of the current densities at which the equivalent
relative humidity in the CCL reaches 100% depending on the gas channel
humidity and the temperature.
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for the ionomer resistances, which is especially relevant for
modeling purposes.

Furthermore, we conducted EIS measurements under load to
investigate the influence of the produced water on the ionomer
resistances. Here, again, we used a transmission line model to
determine the ionomer resistances. In contrast to the H2/N2 study, we
selected an iterative model (“high current model”) that allows to
account for the non-uniform through-plane distribution of the
electrolyte potential and the current density, which gets substantial
with decreasing humidities and increasing cell current. This model
enables very short fitting durations compared to a modelling
approach based on the complete full boundary value problem for
which an analytical solution is not known and hence has to be solved
numerically. With this evaluation of the ionomer resistances over the
cell current, the huge influence of the temperature and the gas
channel humidity became apparent. At high temperatures, the
resistances decrease rather slowly over current density, whereas at
low temperatures they drop sharply and seem to converge to one
given value that is independent of the gas channel humidity.
Moreover, we could estimate the current density at which the
protonic resistance of the CCL corresponds to a fully saturated state
depending on the temperature and the gas channel humidity. This
opens the door to optimizing the operating conditions regarding cell
performance.

Finally, the comparison between our calibrated models (permea-
tion and protonic resistances) and data from literature (for similar yet
not identical materials) showed differences in the absolute values
and in the trends regarding humidity, even though the activation
energies are comparable. This emphasizes the need to apply rapid
and proper in situ characterization for the specific materials of
interest when creating PEMFC models.
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4.2 PEM Single Cells under Differential Conditions:

Full Factorial Parameterization of the ORR and

HOR Kinetics and Loss Analysis

In the second publication [24], the characterization of the macro-homogeneous layer prop-
erties started in the first publication was pursued. Based on differential cell measurements,
the focus was set on the parameterization of the anode (HOR) and cathode (ORR) ki-
netics, followed by a loss analysis and critical discussion of the relevance of oxygen mass
transport. First, EIS signatures of the proton pump mode (H2/H2 configuration) were
investigated at OCV by carrying out systematic variations of the relative humidity RH,
the temperature T and the gas concentration xH2 by diluting hydrogen with nitrogen.
This was complemented by DRT analyses and clearly showed processes with distinct time
constants that are strongly dependent on both humidity and hydrogen concentration.
The high-frequency loop is in fact composed of at least two separate processes and was
assigned to the combination of HOR kinetics and proton transport. The low-frequency
loop is expected to be linked to the interplay of the charge transfer resistance Rct and
the proton transport resistance Rp in the TLM caused by slow water management effects
combined with hydrogen transport contributions, even though it could not be finally as-
signed. Then, the importance to clean the catalyst from adsorbates to get meaningful
data was emphasized and a new CO recovery protocol for both electrodes was introduced.
By sweeping the cell voltage between -0.9 V and 0.9 V, this protocol oxidates parasitic
adsorbates alternately in both electrodes. This permitted an accurate parameterization
of the linear HOR kinetics and an activation energy of 18 kJ mol−1 was found.

After this, based on the ionomer resistances and hydrogen permeation coefficients pa-
rameterized in the first publication shown in section 4.1, steady-state polarization curves
were corrected for the ohmic contributions and hydrogen crossover and the low-current
parts of these corrected curves were used to fit the parameters of a simple Tafel model
for the ORR kinetics. With the H2/O2 dataset made of a full factorial variation of RH,
T , pO2 and j, an activation energy of 71 kJ mol−1 was determined for the effective ORR
exchange current density, a reaction order γ of 0.5 and a transfer coefficient αc of 1, rep-
resenting a Tafel slope (TS) of around -70 mV/dec. Moreover, it was demonstrated that
the ORR kinetics are mostly independent of the relative humidity.

Finally, O2 mass transport was examined by both SLC and TLC measurements and
a model for the oxygen transport resistance RO2,SLC which has an activation energy of
11 kJ mol−1 was parameterized. Based on all the previous results, a loss contribution
analysis was critically discussed. It was concluded that the accuracy of the loss correction
decreases with increasing current density and thus a potential-dependent change of the
Tafel slope could not clearly be proven. However, the data showed that such effects do not
need to be taken into account for cathodic half-cell potentials above 0.8 V. Nevertheless, it
was pointed out that, even at low current densities, discrepancies between a steady-state
polarization-based and a capacitive EIS-based evaluation of the TS contain information
about more complex mechanisms at play.
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This publication was written by the first author and commented by the three co-
authors. The polarization curves as well as all the other experiments (CV, LSV, EIS,
limiting current, heliox and H2/H2 measurements) were designed by the first author and
carried out by the first author under the advice of M. Hanauer and U. Berner. The
test station used was newly commissioned and completely automated by the first au-
thor for this work. Data analysis and interpretation were performed by the first au-
thor and results were discussed with the three co-authors. The open access article
is distributed under the terms of the Creative Commons Attribution Non-Commercial
No Derivatives 4.0 International License (CC BY-NC-ND 4.0) and may be accessed at
http://dx.doi.org/10.1149/1945-7111/ac44ba.
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evaluated to disentangle the dependencies of the electrochemical impedance spectroscopy (EIS) signatures in H2/H2 mode. We
introduce a new CO recovery protocol for both electrodes that enables to accurately characterize the hydrogen oxidation reaction
(HOR) kinetics. Then, we demonstrate that a compact Tafel kinetics law captures the oxygen reduction reaction (ORR) kinetics for
a full factorial grid of conditions, covering a wide range of relative humidities (rH), temperatures, oxygen partial pressures and
current densities. This yields the characteristic activation energy and effective reaction order, and we reconcile models that make
different assumptions regarding the rH dependency. Moreover, we analyze O2 transport contributions by steady-state and transient
limiting current techniques and heliox measurements. Although the rising uncertainty of loss corrections at high current densities
makes it impossible to unambiguously identify an intrinsic potential-dependent change of the Tafel slope, our data support that
such effect needs not be considered for steady-state cathodic half-cell potentials above 0.8 V.
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As of today, the lifetime and costs of PEM fuel cells are still the
most important barriers to a wide commercialization. Within the
cost, the membrane electrode assemblies (MEA) represent up to
50% of the total expenses (40% for the electrodes alone).1 Thus, one
way of optimization lies in enhancing the MEAs which requires
understanding the influence of the operating parameters on the
performance. The most important physicochemical processes lim-
iting the performance are the cathode and anode kinetics, the Ohmic
contribution, and finally the species transport from the gas channel to
the triple phase boundaries (TPB).2–4 This leads to a polarization
curve described by

η η η= − − − − ·( + ) [ ]ΩU U j R R 1cell 0 ORR HOR MT p
eff

with U0 the equilibrium cell voltage, ηORR and ηHOR the over-
potential of the cathode and anode kinetics (ORR for oxygen
reduction reaction and HOR for hydrogen oxidation reaction), and
ηMT the voltage drop due to mass transport contributions. The Ohmic
contribution from ( +ΩR Rp

eff) is proportional to the current density
and contains proton transport in the polymer electrolyte membrane
(PEM) and the catalyst layers (CL), electron transport and all the
contact resistances. Even though these mechanisms are strongly
overlapping in full cell configurations, they are generally addressed
separately in the literature, making it difficult to find consistent
parameter sets for given material combinations. Moreover, different
measurement setups or techniques often lead to discrepancies in the
results, which is shown in the scatter in the available data,5 and
material parameterizations become increasingly outdated, as recently
discussed by Dickinson and Smith for membrane properties.6 For
these reasons, there is a need for fast in situ characterization
workflows to parameterize state-of-the-art materials. We started to
address this need in our previous publication concerning the
parameterization of the hydrogen permeation and the ionomer
conductivities in a full factorial manner, where we also investigated
the changes in these properties under load due to the product water.7

In this work, we continue our investigations with a special focus on
the parameterization of the ORR and HOR based on the most
comprehensive dataset in the literature to our knowledge.
Polarization data and electrochemical impedance spectroscopy
(EIS) were recorded for over 1400 operating conditions (see Fig. 1
and detailed description of the test run below).

Albeit the hydrogen sorption and reaction kinetics on platinum and
alloy catalysts have been widely studied, the HOR is often neglected in
full cell studies for the sake of simplicity, justified by the high rates of
the kinetics. Nevertheless, the anode is usually low-loaded with
platinum and thus the HOR overpotential is not necessarily negligible.
So far, in full cells and gas diffusion electrodes in three-electrode
setups, the HOR has mainly been studied by voltammetry and
polarization techniques,8–14 or by EIS. The EIS response of an H2/H2

cell generally exhibits two capacitive semicircles: the high frequency
(HF) loop that is usually assigned to the charge transfer and proton
conduction within the catalyst layer,9,15–17 and the low frequency (LF)
loop that is sometimes assigned to hydrogen chemisorption (indepen-
dent of the partial pressure).15,16 In contradiction with these findings
and based on proton pumping measurements under load with only
nitrogen on the cathode side, Huth et al. argued that the HF loop
represents the anodic oxidation of hydrogen and the LF loop the
reduction of protons to H2 on the cathode side.

10 Also, Heinzmann et al.
identified three processes in their H2/H2 measurements with symme-
trical electrodes using the distribution of relaxation times (DRT), all
three being strongly dependent on the hydrogen partial pressure.18 In
this work, we show an extensive characterization of the performance of
our MEA under H2/H2 conditions with EIS at open circuit voltage
(OCV) and polarization data. Therein, we vary the relative humidity rH,
the temperature T and the hydrogen partial pressure pH2 individually.
Additionally, we introduce an effective recovery technique to oxidize
parasitic CO within both electrodes almost simultaneously that allows
us to access the kinetics without influence of surface poisoning. This
permits us to discuss in detail the performance signatures of the proton
pump operation mode and the correction for the anode contributions
under fuel cell (H2/O2) mode.

Among the loss mechanisms, the sluggish oxygen reduction
reaction (ORR) on the cathode side still represents the mostzE-mail: christophe.gerling@de.bosch.com
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important contribution to the overpotential under system relevant
operating conditions. However, even though the ORR has been
widely studied in the literature, it is still subject to research activities
and there is no consensus concerning its modeling and parameter-
ization yet. We aim at addressing these issues by meticulously
analyzing our extensive dataset. This is challenging nonetheless
since several loss mechanisms overlap in a full cell setup, making it
difficult to properly extract pure ORR kinetics over a wide range of
current densities. In the most simple approach, the ORR is described
by Tafel kinetics with one intrinsic slope given by α− ( ) ( )RT Fln 10 ,
where α≈ 1.19 This is equivalent to 60–70 mV/dec at typical fuel
cell operation temperatures. However, rotating disc electrode (RDE)
and microelectrode measurements showed that α can decrease to 0.5
at potentials below 0.8 V, confirmed by different modeling
studies.20–22 This change in the slope has been explained by more
complex ORR kinetics including changes in the platinum surface
coverage and potential-dependent changes of the rate limiting step
and various descriptions were integrated in physical models of full
cells.23–26 Despite the difficulty to capture this effect in full cell
measurements (the jR-corrected voltages are usually higher than
750 mV with loadings > 0.2 mgPt cm

−
geo

2 ), Subramanian et al. were
able to parameterize a coverage-dependent model that was in
agreement with their data by using an MEA with a low-loaded
cathode.27 Besides these effects, it is known that the proton
conduction within the electrodes of full cells can also lead to a
doubling of the apparent Tafel slope in the high current regime.3,28

The analyses in full cells are therefore usually carried out for low
current densities with pure O2 at rH= 100% and the data are
corrected by the protonic loss contributions ·( + )Ωj R Rp

eff . This

enables to guarantee a homogeneous distribution of the ORR within
the CCL and to limit mass transport issues. In this work, we will also
cover such conditions and present a full factorial parameterization of
the ORR based on a simple Tafel law. The necessity of a more
sophisticated ORR model will also be discussed. We will further
investigate the influence of the relative humidity on the ORR by
comparing a pH O2 -dependent and a pH O2 -independent model.

For estimating the O2 mass transport contribution to the overall
performance loss, the low frequency signatures of the cell impedance
can be investigated.18,29 To do this, several methods have been used in
the literature, including fitting simple Randles circuits or transmission
line models (TLM) containing a mass transport element (often
Warburg) either in series with the charge transfer resistance30–32 or
with the whole circuit,33–36 or fitting more sophisticated physical
models exhibiting analytical solutions under specific assumptions.37

However, the low frequency domain might also contain other mechan-
isms that overlap frequency-wise (slow water management contribu-
tions for instance), making the analysis challenging. Another technique
is the limiting current measurement, where low O2 concentrations are
usually used in order to analyze the transport resistance.38 Although the
measurement principle is straightforward, limiting current data requires
careful analysis because O2 mass transport strongly depends on the
CCL and GDL water household. This can manifest itself as a steady
increase of the mass transport resistance in course of rising O2

concentration and hence rising limiting current density and water
production,39 which may result in the overestimation of mass transport
induced voltage drops for lower current densities. An evaluation of how
the transport resistance evolves in operation was only done recently by
transient limiting current experiments.40 We will use both limiting
current techniques in this work to discuss the influence of oxygen
transport on the performance.

In summary, the main goal of this work is to systematically
extend our previously published full factorial in situ characterization
approach7 to disentangle further loss contributions. We thus aim at
proposing a seamless parameterization chain based on in situ
techniques that can be applied to a material combination of choice.
In this paper we will show the parameterization of ready-to-use
models for the HOR and ORR with the relative humidity, the
temperature and the partial pressures as parameters. Our findings
will also be compared to results from the literature. Finally, we will
discuss the mass transport contributions and perform a global loss
analysis.

Experimental

Setup.—In this work we used 12 cm2 Gore® PRIMEA® MEAs
(W.L. Gore & Associates, Elkton, MD, USA) with a membrane
thickness of 18 μm and platinum loadings of 0.4 mgPt cm

−2 in the
cathode and 0.05 mgPt cm

−2 in the anode. Figure 2 superposes typical
cathode and anode voltammograms for such an MEA. The roughness
factors rf were calculated by integrating the colored HUPD areas and
averaging over the adsorption and desorption processes (see also Fig.
S1 of the supplementary material, available at stacks.iop.org/JES/169/
014503/mmedia). The results were rfcathode= 166 ± 11 mPt

2 m−
geo

2 and

Figure 1. Schematic of our full factorial design of experiments in fuel cell mode. For each condition, polarization (16 currents) and EIS (10 currents) data were
recorded.

Figure 2. CV of the cathode (blue) and the anode (red) at rH=100 %,
T = 40 °C and ptotal = 1.0 bara, recorded with a sweep rate of 100 mV s−1

from 70 mV to 900 mV. The extracted roughness factors rf and the H2

crossover current jH ,crossover2
are also shown.
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rfanode= 30 ± 3 mPt
2 m−

geo
2 , determined over at least 10 CVs of each

electrode.
The 12 cm2 MEAs were laminated into polyethylene naphthalate

frames at about 100 °C. The MEAs were sandwiched between
Sigracet® 22BB gas diffusion layers (GDL) from SGL® Carbon
and mounted in a differential cell setup from Baltic FuelCells
(quickConnect®) with straight graphite flow fields. The equivalent
clamping pressure on the active area was about 1.3 MPa.

For all our tests we employ a fully automated FuelCon Evaluator
C50 test station. The cell temperature is measured by a type K
thermocouple and regulated by a Huber Ministat 125 thermostat. For
the EIS measurements, a Gamry reference 3000 plus Booster 30 K
device in combination with the test station load were used and high
precision was ensured by using a four-point measurement setup.
More information about our setup is given in our previous
publication.7

Design of experiments and techniques.—Our full factorial test
run was carried out in four stages:

1. Cell conditioning.
2. Proton pump (H2/H2) and blocking cathode (H2/N2) experi-

ments including CV and EIS measurements.
3. Fuel cell (H2/O2) experiments including polarization curves and

EIS. Second separate run with heliox (O2 and He mixtures in the
cathode).

4. Separate test run in H2/O2 mode for limiting current measure-
ments.

The conditioning was done in the H2/air mode at ptotal = 1.5 bara,
rH= 100%, T= 50 °C, and with H2/air flows of 1300/2000 sccm,
according to the procedure described by Harzer et al.:41 0.6 V during
45 min, OCV during 5 min, and 0.85 V during 10 min. The cell
performance was stable after repeating this ten times (≈ 10 h) and
then operating the cell at 0.3 V for 2 h.

The proton pump and blocking cathode measurements allowed us
to characterize the proton conductivities, the hydrogen permeation
coefficient and also the anode resistance in a full factorial manner
under system relevant conditions. We varied the operating condi-
tions from rH= 30% to rH= 100% and T= 50 °C to T= 80 °C at
ptotal = 1.5 bara, leading to 32 operating conditions. For each of these
conditions, EIS and CVs were recorded in H2/N2 mode and EIS and
polarization curves in H2/H2 mode. The sequence was as follows for
each humidity/temperature condition:

1. Setting the temperature and the dew point (from low to high
dew points) in H2/N2 mode and letting the cell equilibrate for
2 h before starting the measurements in order to ensure a steady
state.

2. Carrying out the polarization curves and the potentiostatic EIS
at OCV in H2/H2 mode (proton pump) for the anode impedance
from f= 100 kHz to f= 0.1 Hz with 10 points per decade and an
amplitude of 4 mV.

3. Switching back to H2/N2 mode, waiting for 10 min and carrying
out potentiostatic EIS for RΩ and Rp. Then, recording CVs to
determine the hydrogen permeation properties, the roughness
factor rf (or electrochemical surface area, ECSA) and the double
layer capacity. This step was explained in detail in our previous
publication.7 Hereafter, going back to the first step with the next
humidity and temperature condition.

In a second measurement campaign in H2/H2 mode we also
implemented recovery steps to avoid CO-poisoning of the catalyst
layers (see below for further details).

The main test run in fuel cell mode was done with 7 humidity
conditions, from rH= 30% to rH= 100%, 4 temperatures (T= 50 °
C to T= 80 °C), 4 concentrations on the cathode side ( =x 1O

dry
2

,
=x 0.5O2 , =x 0.25O2 , =x 0.16O2 ), and 16 current densities

(j= 2 A cm−2 to j= 4 mA cm−2), leading to 1792 operating points.
For our EIS measurements we chose 10 currents out of the 16
(j= 2 A cm−2 to j= 20 mA cm−2), leading to 1120 spectra. The
constant dry flow rates were 1300 sccm on the anode side and
2000 sccm on the cathode side and the system pressure was
ptotal = 1.5 bara, leading to pressure drops Δp< 100 mbar for all
the conditions. To vary pO2 we mixed O2 with N2 ahead of the
humidification bubbler, and we also conducted heliox measurements
in a separate experiment for rH= 30% and rH= 80%. The run was
carried out in the order of increasing dew points and from high
currents to low currents. Whenever adjusting the temperature or the
dew point, the cell was stabilized in H2/air at 0.7 V for 2 h. The
currents at which we performed EIS were stabilized for 25 min prior
to the measurement to ensure high measurement quality, and the
other currents were held for 5 min. The impedance measurements
were carried out in hybrid mode with 11 mV AC amplitude from
f= 100 kHz to f= 0.1 Hz and with 10 points per decade. We also
calculated the distribution of relaxation times to deconvolute the
physicochemical processes, given by

∫ γ τ
π τ

τ( ) = + ( )
+ ( ) [ ]Ω −∞

+∞
Z f R

i f

ln

1 2
d ln 2DRT

For this, we used the tool by Wang et al.42 which we have adapted to
allow an automated evaluation of multiple spectra at the same time
(See Figs. S2a to S2d).

Finally, we performed steady-state limiting current (SLC) mea-
surements according to the method proposed by Baker et al.38 and
transient limiting current (TLC) measurements as proposed by
Göbel et al..40 We chose to carry out the SLC measurements for 4
pressure levels (ptotal = 1.5, 2, 3, 4 bara), 3 humidity levels
(rH= 30, 80, 100%), 4 temperature levels (T= 50, 60, 70, 80 °
C) and 4 concentrations ( =x 0.02, 0.05, 0.1, 0.15O2 ). For stabi-
lizing the operating conditions, the same procedures and times as
mentioned above were used. Before going to the limiting current, the
cell was held at 0.7 V for 8 min at given pressure, humidity,
temperature and concentration. Then, the voltage was set to 0.3 V
for 5 min, 0.2 V for 5 min and 0.15 V for 5 min and the limiting
current was determined from these three operating points. The TLC
measurements were carried out for =x 0.16O2 and =x 0.25O2 at
ptotal = 1.5 bara by conditioning the cell current for 10 min and going
to the limiting current for 10 s in the potentiostatic mode. Since in
limiting current operation the conditions were not differential
anymore, we considered a log-averaged O2 concentration to calcu-
late the transport resistance RMT.

An overview on how we ensured good measurement quality
(state-of-health checks and Kramers-Kronig test) is given in the
supplementary material of this work (see Fig. S3). Furthermore, we
show the methodology used to extract the kinetic parameters for the
anode and cathode kinetics based on a flowchart in Fig. 11 in the
appendix.

Results and Discussion

Ionomer properties.—In order to carry out loss analyses, the
Ohmic resistance RΩ containing the electronic losses and the
protonic losses of the membrane, as well as the effective protonic
resistance of the CCL Rp

eff , have to be known for each condition.
These two resistances cause a voltage loss that is proportional to the
cell current density as Δ = ·( + )ΩU j R Rp

eff . Further, it is essential to
correct the cell current for the hydrogen crossover current jH ,crossover2

for accurate Tafel analyses of the ORR at small current densities. We
characterized these ionomer properties extensively in our previous
publication and provide a brief summary of the parameterized
models in the supplementary material (see Fig. S4).7 Also, the EIS
spectra of an rH-variation under load for two currents and their
DRTs are shown exemplarily in Fig. S5 to illustrate the importance
of the ionomer humidification on the performance .
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Anode contribution.—Since the Pt-loading in our anode is eight
times lower than the loading in the cathode, we did not expect the
anode overpotential to be completely negligible during normal fuel
cell operation, even though the Pt-area specific exchange current
density of the HOR is several orders of magnitude higher than the
one of the ORR. Thus, we carried out measurements in the H2/H2

configuration to investigate the anode contribution to the overall cell
performance. Due to the fast diffusion of H2 from the channel to the
ACL and the thinness (≈ 2 μm) of the electrode in our system, we
neglect mass transport and assume that the anode impedance is
limited by proton transport within the ACL and by the electro-
chemical oxidation of hydrogen according to

⇌ + [ ]+ −H 2H 2e 32

In previous works, the H2 kinetics was generally assumed to be
describable by a sequence of two out of the three following reaction
pathways:

⇌ [ ]Tafel: H 2H 42 ad

⇌ + + [ ]− +Heyrovsky: H H e H 52 ad

⇌ + [ ]+ −Volmer: H H e 6ad

There have been many studies focusing on nailing down the exact
reaction mechanism and trying to find out whether the hydrogen
adsorption on the metal or the electron transfer step is dominant (see
references in Table I). The latest research of Stühmeier et al. showed
that a Tafel-Volmer mechanism is most likely to occur within the
anode of PEM fuel cells at small overpotentials.14 However, the
HOR is often described by a single Butler-Volmer (BV) law in the
modeling literature for the sake of simplicity. Moreover, since the
kinetics are typically operating in the linear regime over a large
current density range, the Butler-Volmer expression can even be
linearized. Thus, the overall voltage loss contribution from the anode
reaction (in fact including the effect of proton transport limitations in
the ACL) is written as

η
α α

= ( + ) · [ ]RT

Fj
j 7

c a
anode

a,eff
0

where both the current density j and the effective exchange current
density ja,eff

0 are referenced to the geometrical surface area. The sum
of anodic and cathodic transfer coefficients (αc + αa) cannot be
determined from the linear regime and is set to unity in this case.14

Table I summarizes various parameterizations of the HOR/HER
from the literature that were referenced to the platinum surface area
for the sake of comparableness (rf= 30 mPt

2 /mgeo
2 for our measure-

ments). However, due to the likely inhomogeneous through-plane-
distribution of the reaction rate, this approach to reference the
exchange current density presumably introduces errors and makes
the comparison between values from different sources difficult. The
above expression of the overpotential leads to the impedance of the
charge transfer process

η∂
∂ = = → = · [ ]
j

R
RT

Fj
j

R

RT

F

1
8anode

anode

a,eff
0 a,eff

0

anode

which does not depend on the current density. This means that the
exchange current density can be parameterized by EIS and that
measurements at OCV are sufficient. Further, it means that the Tafel
slope (symmetry factor) is not accessible from these measurements
and that we get no information regarding the rate limiting step.

Figure 3a shows the EIS at OCV and Fig. 3b the corresponding
DRT of a relative humidity variation at 80 °C with pure H2 on both
sides. As can be seen from these typical H2/H2 spectra, two main

processes are identified, which confirms previous literature
findings.9,15–17 Apparently, both processes exhibit a strong humidity
dependency. For the high-frequency loop, this dependency is
believed to come from the proton transport resistance of the catalyst
layer,18 or from a water dependency in the hydrogen kinetics itself.53

However, EIS and DRT results from a humidity variation with a low
pH ,anode2 (see Figs. S6a to S6b) show that the high frequency loop in
fact contains two processes with separate time constants and that
only the one occurring at the highest frequencies seems to be
humidity-dependent. This hints at combined rH-dependent proton
transport and rH-independent electrode kinetics, thus confirming the
former hypothesis. In Fig. 3c we fitted the HF loop (RP1A = RHF) to
the low-frequency real part of the transmission line model

⎜ ⎟
⎛
⎝

⎞
⎠

= [ ]Z R R
R

R
coth 9p ct

p

ct

and assumed that the cathode impedance (counter electrode) is
negligible (due to its eight times higher ECSA), which was
previously discussed in the literature for comparable counter
electrodes.52 Here, Rct represents the kinetics charge transfer
resistance and Rp the proton resistance of the catalyst layer. The
Fig. shows the resistance over rH at 80 °C for three different H2

concentrations on the anode side ( =x 0.75H ,A2 , =x 0.5H ,A2 and
=x 0.25H ,A2 , obtained by diluting with N2). We further assumed that

the proton resistance is a fraction of the cathode proton resistance we
characterized in blocking cathode configuration7 and found
Rp,anode = 0.18 · Rp,cathode, reflecting approximately the ratio of
anode to cathode thickness (2/13≈ 0.15). The HF loop is therefore
well explained by a combination of proton transport and charge
transfer limitations as given by Eq. 9. It is worth noting that we
generally found Rct to be in the same order of magnitude or smaller
(1 mΩ cm2 < Rct < 30 mΩ cm2) than Rp (7 mΩ cm2 < Rp < 60 mΩ

cm2). In this limit Rp> Rct, Eq. 9 simplifies to = ·Z R Rp ct , such

that the true exchange current density = ( · )j RT F Ra,ct
0

ct is related to

the apparent exchange current density by = ·j j R Ra,ct
0

a,eff
0

p ct .
Even though Neyerlin et al.52 explained that with pure hydrogen

the gas-phase related transport resistances are expected to be very
small in the proton pump measurements with state-of-the-art
diffusion media (high diffusion coefficient ≈D 0.5H2 cm2/s),52

Heinzmann et al. recently showed that low-frequency EIS loop
depends on the partial pressure and assigned it to H2 mass transport
from the channel to the reaction sites.18 We also see this pH2-de-
pendency of the LF loop (see below); however, the influence of rH is
just as strong in our case. In the literature, this dependency on rH
was attributed to ionomer dry out effects caused by the electro-
osmotic drag.54,55 Based on these analyses, we believe that the
interplay of Rp and Rct in the transmission line causes the combined
rH and pH2 influence on the low-frequency loop. The other
hypotheses of the low frequency process being linked to H2

adsorption or desorption processes,15,16 or to the HER,10 could not
be validated yet. Further parameter variations in the H2/H2 config-
uration can be seen in the supplementary material (Figs. S6 and S7).

When trying to characterize the temperature dependency of the
anode kinetics, we were initially puzzled by a far too high apparent
activation energy of Eact > 70 kJ mol−1 in our first two H2/H2

measurement campaigns. We already observed this high T-depen-
dency during the H2/N2 characterization in our previous
publication7. After identifying an undesired and highly T-dependent
anodic contribution via EIS, we chose to account for it through an
additional R-CPE element in order to achieve a clean parameteriza-
tion of the ionomer resistance Rp. We also found that this spurious
process was correlated to long stabilization times (> 2 h) prior to
the measurements and that it was in fact due to CO poisoning of the
catalyst layer. This poisoning effect is absent in the normal fuel cell
configuration since O2 crossover from the cathode to the anode helps
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keeping the anode catalyst clean. It also perfectly explains the
observed high T-dependency.56 We refer to the supplementary
material for a more detailed discussion.

To get a clean dataset we reproduced H2/H2 EIS and micro-
polarization measurements and introduced recovery steps after each
operating condition to keep the catalyst layers clean. To do so, we
carried out CV measurements from −0.9 V to 0.9 V to oxidize the
CO layer in both the anode and cathode electrode by diluting H2 in
N2 and stopping the flow before starting the measurements. Such a
CV measurement is shown in Fig. 4a, where the CO peaks are
highlighted by the gray areas and disappear completely after the
second cycle. We chose rH= 100% in this test run to keep the
ionomer resistances as low as possible and therefore make the
evaluation of the kinetics as precise as possible. In Fig. 4b we show
the micropolarization curves of a hydrogen partial pressure variation
at rH= 100% and T= 40 °C and Fig. 4c displays corresponding EIS
at OCV. The polarization curves show a perfectly linear behavior in
the range that we used for the parameter fitting; however, the HOR
direction (negative voltage and current in this case) shows non-
linearities at higher overpotentials for the low H2 concentrations. In
this special case, this behavior is not linked to the anodic over-
potential-dependent limiting current observed in the literature (most
probably potential-independent rate limiting Tafel step),12,14 but
rather to mass transport contributions because of the dropping
stoichiometry (λ< 4). In the Nyquist plot of the EIS measurements
at OCV, we can only observe one loop at high partial pressures.
With decreasing partial pressures, several capacitive processes and a
low-frequency inductive feature appear. According to detailed
analyses of these EIS features (see Fig. S8), the high-frequency
loop has an activation energy of around 20 kJ mol−1 which is much
higher than for the low-frequency capacitive loop (≈2 kJ mol−1) and
for the low-frequency inductive loop (≈4 kJ mol−1). Moreover, the

size of the inductive loop is inversely proportional to pH2 (exponent
≈−1.0) and therefore stronger pressure-dependent than the capaci-
tive loops (exponent ≈−0.8).

However, for fitting our simple kinetics model we chose to
evaluate the polarization curves. The according procedure for
extracting the parameters is shown in the appendix in Fig. 11.
Figure 5a shows an Arrhenius plot of the HOR/HER exchange
current density for three different concentrations and the corre-
sponding Ohmic resistance used for the performance corrections.
The resulting activation energies are virtually independent of pH2

and lie in the range 15 kJ mol−1 to 18 kJ mol−1, which is close to the
value from Durst et al..12 Fig. 5b shows the partial pressure
dependency of the exchange current density (apparent reaction order
with respect to ≈p 0.4H2 ) at T= 40 °C. This is in line with the
results of Stühmeier et al..14 At lower partial pressures the apparent
exchange current density deviates from the expected behavior and
gets too small. This effect partially comes from the presence of the
other effects that are also visible in the EIS response as mentioned
above. If we analyze only the high-frequency loops from the EIS
(triangles in Fig. 5b), the exchange current densities are closer to the
regression curve but still too low. This effect may come from a
change in the influence of the ionomer contribution on the effective
anode resistance when the charge transfer resistance rises due to
lower pH2, such that the approximation Rp> Rct of Eq. 9 is not
justified anymore. Another possible explanation is a change in the
mechanisms of the kinetics at very low partial pressures. However,
the current parameterization of the hydrogen kinetics is already
sufficiently accurate in the range of operating conditions that are
meaningful for typical PEM operation. Hence, we chose to exclude
all the data points recorded at <p 0.1 barH2 in our final fitting and
obtained the expression

Table I. HOR and/or HER data from the literature. Data obtained from measurements in acidic and in alkaline media as well as in full PEM fuel
cells. In PEMFCs, the j0 values are given for ≈p 1 barH2

and the information on the catalyst are only given for the working electrode if not
mentioned otherwise (A stands for anode and C stands for cathode).

Catalyst Electrolyte T ja,eff
0 Eact Tafel slope Year / References

(°C) (mA cm−
Pt

2 ) (kJ mol−1) (mV/dec)

5wt% Pt/C 96% H3PO4 160 144 17 43a) 1975 / 43

Mono- & Polycrystalline Pt HCLO4 25 1.7–3 30 1987 / 44

Polycrystalline Pt 0.01 N HCLO4 25 2.48 118b) 1989 / 45

0.01 N—0.1 N H2SO4 1.75–1.16
0.1 N H3BO3 = 0.01
0.08 N NaOH 0.55

Monocrystalline Pt 0.5 M H2SO4 25 ≈1–1.5 32-35 1992 / 46

Monocrystalline Pt 0.05 M H2SO4 60 0.83–1.35c) 9.5–18c) 28–112c) 1997 / 47

1.7 mg cm−2 symmetrical PEMFC (N112) 50 7d) 1999 / 15

20wt% Pt/C, 0.5 mg cm−2 1 M H2SO4 25 1 2001 / 48

47wt% Pt/C, 0.05–0.4 mg cm−2 PEMFC (900EW) 60 ≈27e) 9.5 33 2004 / 49

10wt% Ptnano/C 0.10 M H2SO4 25 ≈ 20 30 2004 / 50

0.7 mg cm−2 symmetrical PEMFC (N117) 40–70 2.6 mA/mgPt
f) 50–55 2005 / 17

Polycrystalline Pt 0.15 M HCLO4 25 1.08 2006 / 8

50wt% Pt/C, 0.35/0.5 mg cm−2 (A/C) PEMFC (1100EW) 80 7–36 A/mgPt
g) 2007 / 51

5wt% Pt/C, 0.003 mg cm−2 PEMFC 80 235–600 70–140 2007 / 52

Symmetrical, Pt/C HT-PEM (PBI/H3PO4) 80–140 550–1450 2009 / 10

46wt% Pt/C, 0.007 mg cm−2 0.1 M KOH 21 0.57 30 120 2010 / 11

4.7wt% Pt/C, 0.002 mg cm−2 PEMFC 40-80 120–260 16 124–149 2014 / 12

0.2/0.4 mg cm−2 (A/C) PEMFC 80 ≈ 19 A/mgPt
h) 2018 / 18

4.8wt% Pt/C, 1.2–1.6 μg cm−2 PEMFC 30–90 88–580 25 135–144 2021 /14

0.05/0.4 mg cm−2 (A/C) PEMFC 40–80 170–408i) 17.8i) This work

a) Determined with 2.3RT/(2F) for 160 °C. b) Determined with 2.3RT/(0.5F) for 25 °C. c) Dependent on the different Pt facets. d) Determined by
j0 = RT/(zFRa), with Ra being the resistance of the HF loop. e) Data taken from47 for Pt(110) (j0 = 1.35 mA cm−

Pt
2) and adjusted to match the observed

polarization curves. f) Calculated based on the HF loop at 60 °C. Since rf is not given, data is mass specific. g) Based on the polarization curves slopes for
60% rH and 100% rH (12 mΩcm2 and 2.5 mΩcm2). Values obtained by considering the ratio of loadings of the electrodes. Since rf is not given, data is mass
specific. h) Estimated for ≈ (0.4/(0.4 + 0.2)) · 12 mΩcm2 at OCV in H2/H2, T = 80 °C, =p 0.67 barH2

and rH = 70%. i) Values obtained for our final test
run containing micropolarization curves, EIS and recovery steps to keep the catalyst layers clean. Calculated for rf=30 mPt

2 /mgeo
2 obtained by CV

measurements.
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⎞
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p

p RT
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0 2
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2 H

ref

0.36 1
2

which was normalized by the roughness factor 30 mPt
2 m−

geo
2 (see above).

The correlation plot in Fig. 5c demonstrates the model and the measured
values match quite well apart from the points that were excluded from

the fitting. Further, the resulting fit parameters are close to the values
from the literature for proton pumping experiments (see Table I).12,14,52

Nevertheless, we emphasize that if we consider the true exchange
current density = ( ) · · ( )j j R F RTa,ct

0
a,eff
0 2

p instead of the apparent

exchange current density ja,eff
0 , the activation energy becomes

23.4 kJ mol−1 and the reaction order with respect to hydrogen doubles

Figure 3. a) EIS for a variation of rH in H2/H2 mode at OCV (Ucell = 0 V)
and T = 80 °C with pure H2 on both sides ( =x 1H

dry
2

). b) DRT corresponding
to a). c) Transmission line model based fits of the HF loop resistance RP1A in
H2/H2 mode at OCV and T = 80 °C with pure H2 in the cathode for three H2

concentrations in the anode xA.

Figure 4. a) CO recovery step: combined CV of the anode and cathode
catalyst layer during proton pump operation with 2.7% H2 in the dry {H2,
N2} mixture at ptotal = 1.5 bara, rH = 100% and T = 40 °C. The scan was
carried out with 100 mV s−1 from −0.9 V to 0.9 V after stopping the gas
streams. In this case, the conditions were held over 10 h before the
measurement to exaggerate the poisoning effect and demonstrate the efficacy
of the method. After the 2nd cycle, the CO peaks have completely
disappeared. b) Micropolarization curves for a pH2

variation at T = 40 °C
where the inset represents a zoom on the voltage zone used for parameter-
ization. c) EIS at OCV for a pH2

variation at the same conditions as in d). The
curves are shifted along the x-axis for the sake of visibility.
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from 0.36 to 0.72. Further, the true exchange current density is two to
three times higher ( ≈ −j 1 A cma,ct

0
Pt

2) than the apparent exchange

current density ( ≈ −j 0.4 A cma,eff
0

Pt
2) at the same conditions.

With this evaluation we obtain a ready-to-use model for the
anode kinetics that can directly be implemented into simulation
models or used for loss contribution analyses. Furthermore, we
emphasize the importance of our CO recovery procedure for getting
accurate data and that caution is required even when working at high
cell temperatures since surface poisoning effects can easily be
overlooked.

Cathode kinetics.—The ORR is the major loss process under the
most relevant operating conditions. Thus, well-parameterized
models are needed for the ORR to accurately predict the perfor-
mance in fuel cell operation. As mentioned in the introduction, this
is still subject to research as there is no consensus regarding its
mechanistic description. However, simple Tafel kinetics is typically
employed since the overpotential ηORR is high and can be expressed
as a logarithmic function of the current density according to

η
α

= · [ ]RT

F

j

j
ln 11ORR

c c,eff
0

where the cathodic transfer coefficient αc is the product of the
symmetry factor β and the number of transferred electrons z, and
jc,eff

0 is the effective exchange current density. This leads to the
impedance expression of the charge transfer process

η
α

∂
∂ = = = [ ]
j

R
RT

Fj

b

j
12ORR

ct
c

that does not depend on the exchange current density jc,eff
0 and thus

not on pO2. This expression directly links the intrinsic Tafel slope b
(slope of the curves UjR−free versus ( + )j jln H ,crossover2 ) to the size of
the charge transfer loop in the Nyquist spectra. In contrast to the
anode kinetics (see Eqs. 7 and 8), EIS cannot be used to determine
the exchange current density, yet would enable direct characteriza-
tion of b. However, this is complicated by the impact of slow Pt
oxidation kinetics on the apparent Tafel slope in steady-state
measurements.57 These oxidation mechanisms lead to low-frequency
inductive features in the EIS spectra and discrepancies are therefore
observed between an EIS-based evaluation of b through the high-
frequency charge transfer resistance Rct by b= j · Rct and a steady-
state-based evaluation of b trough the slope of the polarization curve
in the Tafel plot. The first approach yields Tafel slopes b ⩾ 100 mV/
dec (see Fig. S5), and the second approach yields slopes b≈ 70 mV/
dec (see below). We will analyze this effect in a forthcoming paper.
In the present work, we aim for a simple representation of the ORR
kinetics and understanding of its limits by parameterizing a Tafel
law like shown in Eq. 11 using exclusively polarization data at low
currents.

We evaluated the kinetics overpotential ηORR by subtracting the
jR-free voltage from the equilibrium voltage U0 according to

η = − + ·( + )
= − [ ]

Ω
−

U U j R R

U U 13jR

ORR 0 measurement p
eff

0 free

where the jR-correction was made based on the evaluation of EIS
spectra under load as described in our previous publication.7 In the
literature, the ORR parameters are most often obtained from
measurements gathered under fully saturated conditions19 and a
full factorial parameterization containing data at varying rH does not
exist to our knowledge; however, some authors discussed the
influence of rH on the ORR performance. Xu et al. found out that
their CCL performs badly at elevated temperature and dry conditions
even after correcting the data for the effective protonic
resistance.58,59 In contrast to these findings, Neyerlin et al. and
Liu et al. saw a way smaller influence of rH on the jR-free
performance.60,61 Even though the humidity influence on the ORR
initially appeared to be small in our dataset (see Fig. S9a), we

Figure 5. a) Arrhenius plot of the HOR/HER specific current density for
three H2 concentrations and corresponding high-frequency resistance below.
b) Double-logarithmic plot of the specific current density over pH2

at
T = 40 °C. The error bars in a) and b) have been determined over at least
two measurements. c) Correlation plot of the specific exchange current
density obtained from the fitted model versus the values calculated based on
our measurements. In all the plots, =j j0 a,eff

0 .
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investigated different modeling approaches. Firstly, we used an
approach were the water activity was set to unity as it is usually the
case in literature studies which we call here the ’water-independent’
approach. There, the equilibrium voltage U0 can be calculated by the
Nernst equation according to

⎜ ⎟⎜ ⎟
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The exchange current density contains the dependencies on tem-
perature and on oxygen partial pressure through the activation
energy Eact and the reaction order γ, respectively, and was expressed
as
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with rf the roughness factor of the cathode electrode in mPt
2 m−

geo
2 and

jc,ref
0 the reference exchange current density in A cm−

Pt
2. In our

second approach that we call in the following ’water-dependent’ we
accounted for the actual partial pressure of water in the gas phase
pH O2 in the Nernst equation instead of setting the activity to unity
and thus calculated the cell equilibrium voltage by
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We further added a possible water dependency in the exchange
current density through a power law for pH O2 therein with the
supplementary parameter n. This change yields
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Therefore, the basic model for saturated conditions contains the
four fitting parameters αc, Eact, γ, and jc,ref

0 , and the modified
pH O2 -dependent model adds a fifth parameter, n. It can easily be
shown algebraically however that for n= 0.5 both models are in fact

identical. Thus, a noticeable water dependency is only observed if
n ≠ 0.5.

We depict the method to get the kinetic parameters schemati-
cally in Fig. 11 of the appendix. If not mentioned otherwise, the
reference conditions for all fitted models were Tref = 80 °C and
pref = 1 bar. We took = +j j jmeasured H ,crossover2 for the global fitting

and excluded j> 0.1 A cm−
geo

2 in most cases. To verify the
meaningfulness of the latter condition and see the influence of
one-at-a-time parameter variations, we performed local fits at given
humidity, temperature or current density (see Table S1 and Table
S2 of the supplementary material) prior to the global fit over all the
conditions simultaneously. These local fits confirmed that the
parameters are constant and the Tafel slope was captured properly
for j ⩽ 0.1 A cm−2. The model for the H2 permeation coefficient
ΨH2 and the corresponding measurements are summarized in Fig.
S4c over T and rH and the resulting crossover current taken for the
current correction is shown in Fig. S4d for our standard condition
ptotal = 1.5 bara. Since the membranes of our samples showed very
high electrical resistances (? 600 Ω cm2) we neglected electrical
membrane shorts.

Optimized parameters from the global fit simultaneously over
all the operating conditions are shown in Table II. It can be seen
that the activation energy is around 70 kJ mol−1, the reference
exchange current density is around 2 · 10−8 A cm−

Pt
2, the reaction

order is around 0.5 and the exponent of the power law for the
water partial pressure dependency is between 0.4 and 0.5.
Moreover, the fit results from cases in which αc was not fixed to
1 (not shown in the table) yielded results that were very close to
those of the fitting procedures in which αc was fixed to 1, matching
our expectations of Tafel slopes around 70 mV/dec (see above).
Figures 6a and 6b show the good agreement between the fitted
local exchange current densities (symbols, αc = 1) and the global
model (black lines) for an rH variation with the pH O2 -dependent
model at T= 50 °C and T = 80 °C (Fig. 6a) and with the pH O2 -in-
dependent model (Fig. 6b) at the same conditions. The rH = 90%
conditions are outliers and thus were excluded from the fitting
(probably partial flooding of the electrode). In Fig. 6c and Fig. 6d
we depict a pO2 variation for four different temperature and
humidity combinations for the pH O2 -dependent model and the
pH O2 -independent model, respectively (see Fig. S9b for a similar
plot in the heliox case). The slopes in the double-logarithmic plots
of this Fig. represent the reaction order γ (for the pO2 variation)
and the exponent of the pH O2 influence n (rH variation). Both
models seem to fit the data well. This is not surprising, as n ≈ 0.5
means that both models are essentially equivalent and there is
effectively no influence of rH on the ORR. Thus, the exchange
current density can be parameterized as
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if the water activity is set to unity in the Nernst equation.

Table II. Exchange current density parameters extracted from
globally fitting all the polarization points UjR−free for j ⩽ 0.1 A cm−2.
The conditions where no n is given were fitted with the pO2

-in-
dependent model (water activity set to unity in U0 and jc,eff

0 ). The
symmetry factor was fixed at αc = 1.

αc ·j 10c,ref
0 8 γ n Eact

(—) (A/cmPt
2 ) (—) (—) (kJ mol−1)

pH O2
-dependent model without the rH = 90% conditions

1.0 2.13 0.49 0.51 68.74
pH O2

-dependent model with all conditions

1.0 1.82 0.50 0.41 73.41
pH O2

-independent model with all the rH conditions

1.0 2.05 0.50 —- 69.52
pH O2

-independent model only with rH = 80% conditions

1.0 2.15 0.51 —- 71.27
pH O2

-independent model only with rH = 90% conditions

1.0 1.81 0.54 —- 70.88
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Figure 7a depicts the measured exchange current density versus
the modeled exchange current density for the pH O2 -dependent model
and Fig. 7b for the pH O2 -independent model. The measured UjR−free

cell voltage versus the modeled cell voltage is also shown for both
model variants in Figs. 7c and 7d. Even though both models yield
very good agreement with the experimental data, the water-depen-
dent model seems to slightly outperform the water-independent
model, which is not surprising considering the additional degree of
freedom in the fitting procedure. Figure S9c to S9f additionally
depict the good match between measured UjR−free polarization
curves and the according model curves at four different rH and T
combinations (exemplarily for the water-dependent model).
Furthermore, we checked our specific values against the data
published by Neyerlin et al.19 that still represent a reliable reference
to date for Pt/C catalysts. This comparison is given in Table III: first,
we compared the exchange current density parameters referenced to
80 °C and 1 bar; second, we compared the jR-free cell voltage
referenced to 80 °C 1 bar and 0.9 V. The equation for the latter was
given as in Eq. 20:19
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Table III shows that there is a good agreement between the reference
from the literature and our measurements. Hence, we have an
accurate ready-to-use model for the ORR mechanism in our full cell
described by a simple Tafel law with an intrinsic slope determined
by αc = 1. This model can reasonably be applied over a wide range
of current densities (UjR−free > 0.8 V) and, according to the

literature, more complex models with ORR intermediates only
gain importance with low-loaded cathodes or at lower potentials.27

Subramanian et al. parameterized oxide-coverage-dependent ORR
kinetics to model their jR-corrected performance curves measured
with a cathode loading of 0.06 mg cm−

geo
2 .27 This model contains a

change in the apparent Tafel slope at around 0.75 V to 0.8 V and
they ruled out mass transport effects in their measurement based on
limiting current measurements. In our data, we also see deviations
from the ORR model below 0.8 V. These effects could also result
from more complex ORR kinetics, from inaccurate jR corrections at
high current densities (decreasing fitting quality with decreasing
CCL utilization), or from mass transport contributions. A more
detailed discussion regarding these observations is given below.

Mass transport contributions.—Investigating the contribution to
the cell resistance of O2 mass transport from the gas channels to the
catalytic surface of the Pt particles is essential for modeling purposes
since it usually contributes to the overpotential at operating condi-
tions that are relevant from a system point of view (medium to high
current densities). Furthermore, the importance of this contribution
grows as the roughness factor decreases,62 which is a main target to
pursue for cost-reductions. In this work, we want to clarify whether
O2 transport contributions are relevant in the ORR parameterization
to ensure that the parameters are free of unwanted effects. For this
purpose, both the steady-state limiting current (SLC) technique and
the transient limiting current (TLC) technique are used and
discussed. The principle of the first method lies in measuring the
limiting current density with strongly diluted oxygen to avoid high
currents and therefore much water production (dry transport
resistance), whereas the principle of the second method lies in
recording a limiting current density for an arbitrarily conditioned cell
state by going to a low cell voltage only for a few seconds (< 10 s)
in order not to significantly change the cell state. In our case, the
TLC was measured along polarization curves for different operating

Figure 6. Local exchange current densities (symbols) and global model (lines) for the {O2,N2} measurements. a) pH O2
-dependent model for T = 50 °C and

T = 80 °C over the relative humidity rH. Both the Nernst voltage Ũ0 and j̃c,eff
0 depend on the water partial pressure. b) Same as in a) for the pH O2

-independent
model where liquid water is assumed in the Nernst voltage and in the expression of the model of jc,eff

0 (activity is set to unity) instead of using pH O2
in the gas

phase. c) Same as in a) for a pO2
variation at four different temperature and humidity levels. d) Same as in c) for the pH O2

-independent model.
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parameters to investigate the impact of current density on the
transport resistance.

We measured steady-state limiting currents for strongly diluted
O2 in N2 gas streams and different temperature and humidity levels
according to the method described by Baker et al..38 During this
procedure, the cell was operated up to the O2 mass transport
limitation (vertical part of the polarization curve at high currents)
by jumping to cell voltages below 0.3 V in the potentiostatic mode.
Low oxygen concentrations are used to avoid high limiting currents
and therefore much liquid water production that would alter the
measured transport resistance in the gas phase. From this limiting
current density the oxygen transport resistance (in s/m) from the
channel to the electrode can be calculated by

= · ·
· · [ ]R

p F

R T j

4
21O ,MT

O
channel

lim
2

2

Since the conditions were not perfectly differential during the
limiting current measurements, we chose to use a log-mean O2

partial pressure in the gas channel which was calculated based on the
inlet and the outlet mole fraction. The outlet mole fraction was
estimated by
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with ̇n being the molar fluxes and under the assumption that the
product water is completely in the gas phase on the cathode side,
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H O
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lim2 2
. Based on such an O2 transport resis-

tance from limiting current experiments, it is possible to estimate the
voltage drop during a polarization curve by considering both the
effect on the Nernst voltage and the drop of the exchange current
density of the ORR:
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Here, γORR = 0.5 is the ORR reaction order and αORR = 1 the ORR
transfer coefficient. In Fig. 8a we depict the measured transport
resistance RO ,MT2 over the limiting current density ∝j xlim O2 for 80%
and 100% rH and four temperatures (T= 50 °C to T= 80 °C). As
expected, the resistance grows with decreasing temperature, which
can be attributed to the decreasing diffusion coefficients. Also, the

Figure 7. a) Correlation plot of the ORR exchange current density j̃c,eff
0 (local measurement vs. model) with the pH O2

-dependent model. b) Same as in a) with the
pH O2

-independent model ( jc,eff
0 ). In a) and b), the local exchange current density was calculated for all the currents j < 1 A cm−2. c) Correlation plot of

Umeasurement = UjR−free vs. Umodel = U0 − ηORR,model for all the conditions (and current densities) with the pH O2
-dependent model. d) Same as in c) with the

pH O2
-independent model. The plots a) and b) contain each 783 {O2,N2} data points and 168 {O2,He} data points and the plots c) and d) contain each 1117

{O2,N2} data points and 240 {O2,He} data points.

Table III. Comparison of our reference data (rH = 80%) with the
data of Neyerlin et al..19 The parameters were acquired by fitting
Eq. 15 and Eq. 20 to our data.

Parameter Neyerlin19
This work

{O2,N2} {O2,He}

Exchange current density parameters

·j 10c,ref
0 8 (A/cmPt

2 ) 2.47 2.15 2.45

γ (—) 0.54 0.51 0.62
Eact (kJ mol−1) 67 71.27 68.62

UjR−free parameters

·j 100,ref
0.9V 4 (A/cmPt

2 ) 2.47 2.11 2.49

m (—) 0.79 0.75 0.87

Eact
0.9V (kJ mol−1) 10 10.85 10.89
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80%-rH resistances seem to be located in an intermediate range
between dry conditions and fully saturated conditions as they
converge to very low values at low limiting currents and to similar
values as for 100% rH at high limiting currents. We also observed
such a transition behavior between a dry and a wet plateau in our
transient limiting current measurements (see Fig. 8c). Such behavior
is known in the literature for some GDLs.39,40,63,64 As the resistances
are below 1 s cm−1 even at fully satured gas and low temperature
conditions, the loss contributions will be very small at typical
operating conditions.

In Fig. 8b we show the voltage drop occasioned by O2 transport
over the current density for four different temperature and humidity
combinations, which reflects the higher transport resistances of the
fully saturated conditions. Owing to the fact that the loss contribu-
tion initially increases linearly, it is very small in the low current
density range (j< 0.5 A cm−2) no matter the temperature and partial
pressure. In the range that is interesting for our ORR investigations,
the voltage drop does not exceed 3 mV and is therefore not
significant for the ORR parameterization. Subramanian et al. used
such SLC measurements as an argument to exclude the possibility of
O2-transport-related effects in the change of the apparent Tafel slope
they observed experimentally (mainly with their low-loaded
cathode).27 However, according to us there are two uncertainties
coming with such considerations. First, the resistance from the SLC
experiment does not correspond to the resistance along the polariza-
tion curve since it is a function of saturation and temperature of the
porous media and therefore depends on current density. This is
indicated in Fig. 8c, where the transient limiting current measure-
ments show the significant influence of the pre-polarization current
on the mass transport resistance. Secondly, we might underestimate
the resistance and mainly characterize the GDL resistance because
the oxygen concentration may drop toward zero at the CL/GDL
boundary during limiting current operation such that the catalytic
reaction concentrates near that interface. Thus, the measured
resistance may not contain the CCL resistance that is effective
during a normal polarization curve in the non-transport-limited
region. Moreover, even though RO ,MT2 in the SLC case (Fig. 8a)
seems to converge to similar values as the wet plateaus in the TLC
case (Fig. 8c) at high limiting currents (and thus high O2 concentra-
tions), the TLC resistances are higher than the SLC resistances at
low currents, indicating a different water management in the cell.
This effect was also observed by Göbel et al.40 but is not yet well
enough understood. Therefore, the polarization curve corrections
based on limiting current techniques have to be interpreted with
caution. However, mass transport corrections of the performance
based on both the SLC and the TLC technique are discussed below.
For the SLC method we parameterized a model of the transport
resistance RO ,MT2 by fitting it to the values measured for the highest
O2 concentration (highest limiting current and thus highest resis-
tance) =x 0.15O2 , over all the humidity, temperature, and total
pressure levels (see above for the values). For this model we got
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with pref = 1 bara. The good match between this model and the
measured data is shown in Fig. 9.

Loss contributions analysis.—Finally, we show typical jR-
corrected polarization curves for the N2 and the He cases in
Fig. 10a (T= 50 °C, rH= 80%) and Fig. 10b (T= 80 °C,
rH= 80%) for all our O2-concentration levels in the Tafel repre-
sentation. These polarization curves show that the kinetics part at
low currents can be accurately described by a Tafel slope of around
70 mV/dec, which meets our expectations. Moreover, the use of

helium instead of nitrogen does not seem to influence the kinetics
part (j ⩽ 0.2 A cm−2 at T= 50 °C and j ⩽ 0.5 A cm−2 at T= 80 °C)
and starts to have an influence at current densities above 0.3 A cm−2.
While the heliox curves clearly show less voltage loss at high current

Figure 8. a) Oxygen mass transport resistance RO ,MT2 from steady-state
limiting current measurements in fuel cell configuration depending on the
limiting current density for different temperature and humidity conditions at
ptotal = 1.5 bara. The variation of the limiting current was achieved by
varying the oxygen mole fraction in the gas stream. b) Voltage loss
contribution from O2 transport over the current density for four different
humidity and temperature combinations, estimated for =x 0.16O2 . c) RO ,MT2
from transient limiting current measurements over the conditioning current
density at rH = 80%, ptotal = 1.5 bara and =x 0.16O2 for four temperatures.
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densities, deviations from ideal Tafel behavior still remain in this
region. Plausible explanations would be either pressure-independent
transport effects (platinum-near effects that are unaffected by the use
of heliox) or intrinsic changes of the ORR Tafel slope. Interestingly,
the deviations are more important at cold conditions, where the
diffusion coefficients are the lowest and two-phase issues (liquid
water) the most pronounced. Also, the =x 1O

dry
2

curves are parallel to
the =x 0.5O2 curves with nitrogen but the distance between the

=x 1O
dry

2
curves and the =x 0.5O2 curves with helium decreases over

the current density. One explanation for this effect could be a
different water management with the helium mixture since the
diffusion coefficient of water in helium is roughly ten times higher
than the one of water in nitrogen (3.1 · 10−4 m2s−1 for He against
3.9 · 10−5 m2s−1 for N2 at 300 K) and the thermal conductivity of
helium is roughly six times higher than the one of

nitrogen(157 mWm−1K−1 for He against 26 mWm−1K−1 for N2 at
300 K and 2 bar).65 Fig. 10c exhibits a typical polarization curve for

=x 0.16O2 with its according jR correction, anode correction based
on our parameterization of the HOR, and mass transport correction
based either on the SLC method (curve i) or on the TLC method
(curve ii). One can see that even for this humid condition
(rH= 80%), the major loss mechanism apart from the ORR still
comes from the protonic losses in the membrane and cathode
catalyst layer over a wide range of current densities. Figure 10c
further confirms that voltage losses from anode kinetics and mass
transport are negligible at the lowest current densities used for the
parameterization of the ORR kinetics. Across our full factorial DOE,
the voltage losses from these effects at j= 1 A cm−2 do not exceed 5
mV (≈ 4.6 mV at T= 50 °C and≈ 2.5 mV at T= 80 °C, anode
kinetics) and 7 mV (mass transport, based on SLC measurements),
respectively. At higher current densities however, these losses gain
in importance and thus meaningful characterization is needed in
order not to draw wrong conclusions. Even though the Ohmic
contributions and the HOR kinetics are properly accounted for, the
mass transport loss correction brings uncertainties in the analysis:
while the SLC-corrected curve predicts a deviation from the Tafel
line beyond 0.5 A cm−2, the TLC-corrected curve lies on the Tafel
line over the whole current density range. Further measurement
techniques such as EIS could be brought into play to strengthen the
investigation of mass transport contributions. Nevertheless, the
model for RO2 parameterized by SLC measurements (see Eq. 24)
can be employed to delimit the performance range in which the ORR
obeys a simple Tafel law for sure, which corresponds to steady-state
cathodic half-cell potentials above 0.8 V in our case as shown in
Fig. 10d.

Conclusions

In this work, we extensively studied the hydrogen and oxygen
kinetics as well as oxygen mass transport contributions in a

Figure 9. Correlation plot of RO ,SLC
measured

2 versus RO ,SLC
fitted

2 for =x 0.15O2 and all
the rH, T and ptotal levels.

Figure 10. Polarization curves in the Tafel representation. a) jR-free curves for our four O2 concentrations in the {O2, N2}-mixture and comparison with the
same concentrations in the {O2, He}-mixture at rH = 80% and T = 50 °C. b) Same as in a) but at rH = 80% and T = 80 °C. c) Polarization curve for =x 0.16O2
at rH = 80% and T = 80 °C with its different levels of loss-corrections. d) Correlation plot of + ·( + ) + ΔΩU j R R Umeasurement p

eff
O ,SLC2 vs.

Umodel = U0 − ηORR,model for all the conditions with the pH O2
-independent model. The mass transport correction was calculated by Eqs. 23 and 24.
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differential PEM fuel cell with a state-of-the-art MEA based on an
unprecedentedly large dataset. Systematic parameter variations (rH,
T, pO2, pH2, j) were conducted and polarization data and EIS were
recorded.

EIS in the Proton pumping mode (H2/H2) allowed us to better
understand the performance signatures. With the help of DRT and by
fitting a classical TLM to the data, we assigned the high-frequency
loop to a combination of H2 kinetics (strongly pH2 dependent) and
proton transport in the catalyst layer (strongly rH dependent). We
pointed out that the definition of the effective exchange current
density therefore depends on the conductivity of the ionomer in the
anodic catalyst layer. Even though we could not finally assign the
low-frequency loop to a specific process, we showed that it is
strongly influenced by both pH2 and rH. We further found that CO
surface poisoning can, in the absence of oxygen, severely impede the
HOR kinetics and distort its characterization when overlooked, even
at high temperatures. We introduced a fast and simple recovery
procedure to oxidize parasitic CO almost simultaneously in both
electrodes. This allowed us to get an accurate parameterization of the
HOR (linearized Butler-Volmer consideration) in our full cell that
can be used for loss contribution analyses and physical cell models.

Subsequently, a full factorial parameterization of the ORR
mainly based on steady-state data obtained in the H2/O2 mode with
{O2, N2} or {O2, He} mixtures on the cathode side provided a
simple and accurate parameterization of the ORR kinetics based on a
simple Tafel law with an exchange current density depending on pO2

and temperature. Detailed analysis of its humidity dependency and
comparison of pH O2 -dependent and pH O2 -independent models
showed that it is justified to simply assume a constant water activity
in modeling approaches even under dry conditions.

Furthermore, we quantified the oxygen mass transport contribu-
tions to the overall cell voltage through steady-state and transient
limiting current measurements. In combination with the previously
developed models of the HOR and ORR, this permitted a

quantitative analysis of the different loss mechanisms occurring in
the cell and confirmed that the anode and mass transport contribu-
tions do not interfere with an ORR parameterization based on current
densities j ⩽ 0.1 A cm−2. For the whole range of conditions covered
by our full-factorial test procedure, the simple Tafel law accurately
captures the (steady-state) ORR kinetics down to cathodic half-cell
potentials of 0.8 V, without the need to account for intrinsic changes
of the ORR Tafel slope. In the region of lower half-cell potentials
and thus typically high current densities, the analysis becomes
limited by uncertainties in the accounting of mass transport effects.
This is because readily available techniques are not able to probe
mass transport alone without at the same time affecting the internal
state of the porous structures (water and heat management), as
demonstrated by our comparison of steady-state and transient
limiting current data, and our observations on heliox measurements.

However, our large set of EIS data revealed systematic trends on
the dynamical response of the ORR reaction that are not covered by
the simple Tafel law, even at low current densities. Further, observed
discrepancies between Tafel slopes from polarization-based data and
EIS-based evaluations hint at more complex electrode kinetics and
shall be addressed in our next publication.
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Appendix

The flowchart in Fig. 11 shows the methods we use to fit our
kinetics parameters depending on the electrode being investigated
and whether an analytical expression of the overpotential η is
known. Since in this work we employed simple Tafel kinetics for
the ORR, which yields such an analytical relation for ηORR, we only
needed the paths that are inside the frame. However, our general

Figure 11. Flowchart representing the routines used in this work to extract kinetics parameters.
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approach enables also to test other formulations of the ORR, which
is not in the scope of this publication.
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4.3 Experimental and Numerical Investigation of the

Low-Frequency Inductive Features in Differential

PEM Fuel Cells: Ionomer Humidification and

Platinum Oxide Effects

In the third publication, the low-frequency inductive features in the EIS response of dif-
ferential PEMFC were studied by measurements and numerical simulation [25]. These
low-frequency features are hard to capture properly in the experiments and cause dis-
crepancies between the local polarization curve slopes and the capacitive parts of EIS
since they occur at frequencies even lower than the low-frequency real-axis intercept of
the spectra in the Nyquist plane. To start, previous literature regarding this topic was
summarized and two main sources of the low-frequency inductive loops were identified:
firstly, slow water management contributions which increase the ionomer conductivity
when operating the fuel cell; secondly, complex cathode reaction kinetics involving the
ORR and platinum oxidation and reduction. Other effects such as HOR reaction inter-
mediates might also play a role, but they do not represent the favored path to follow and
along-the-channel effects could be discarded in this work by the setup.

Then, a new simple way of modeling the cathode kinetics was presented including the
ORR and a platinum oxidation-reduction mechanism which leads to inductive loops as it
affects the effective ECSA through the fraction of platinum oxide coverage and thus the
apparent TS. These equations were integrated into a macro-homogeneous 1D through-
plane finite element method (FEM) model reaching from the anode side of the PEM to the
cathode gas channel. This model contains coupled electron and ion transport within the
ionomer and the carbon phase, oxygen diffusion within the porous media and platinum
oxidation kinetics within the CCL, all coupled through the ORR sinks and sources. Since
this model can handle both the steady-state and transient behavior, it was used to simulate
polarization curves, EIS spectra and cyclic voltammograms and a significant sensitivity
investigation was carried out. The latter is shown in the supplementary material which can
be found in section A.3. Thereafter, the results from the systematic parameter variations
in H2/O2 mode of the second publication (see section 4.2 [24]) were used to evaluate the
discrepancies between the local polarization curve slopes and capacitive parts of EIS and
the inductive contributions were thereby computed from our experimental data.

Based on the ionomer resistances under load from the first publication [23] (see sec-
tion 4.1), the contributions of slow platinum oxide reactions and ionomer humidification
were disentangled and it was shown that the latter matters the most at medium to high
loads. Thus, the contribution of 30 mV/dec to 40 mV/dec at small currents mainly comes
from kinetics effects. Furthermore, it was demonstrated that the inductive contributions
reach over 150 mV/dec at high load and that they are strongly dependent on the cur-
rent density (j) and on the relative gas humidity (RH), whereas temperature (T ) and
oxygen partial pressure (pO2) play a minor role. Finally, the FEM model was parame-
terized for wet conditions based on this dataset and gives an unprecedented match with
both steady-state and EIS data, thus bringing performance and impedance signatures of
PEMFC together.
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This publication was written by the first author and commented by the three co-
authors. The enhanced kinetics model consisting of both an ORR and a PtOx mech-
anism was developed by the first author and M. Hanauer and the final FEM model
containing the PEM and the CCL layers with the associated physics was implemented
and calibrated by the first author. The simulations were carried out by the first au-
thor. The test station used was newly commissioned and completely automated by the
first author for this work. Data analysis and interpretation were performed by the first
author and results were discussed with the three co-authors. The open access article
is distributed under the terms of the Creative Commons Attribution Non-Commercial
No Derivatives 4.0 International License (CC BY-NC-ND 4.0) and may be accessed at
http://dx.doi.org/10.1149/1945-7111/acb3ff.
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The low-frequency inductive features in PEMFC are studied by differential measurements and numerical simulation. Systematic
parameter variations are conducted and the discrepancies between the local polarization curve slopes and the capacitive loops of
electrochemical impedance spectra (EIS) are evaluated to compute the inductive contributions. These contributions, primarily slow
platinum oxide kinetics and ionomer humidification, are disentangled and we show that the latter is more relevant at medium to
high currents, leaving mainly kinetics contributions of around 35 mV dec−1 at small currents. We demonstrate that the inductivity
reaches over 150 mV dec−1 at high load and that it strongly depends on the current density (j) and on the relative gas humidity
(RH), whereas temperature (T) and oxygen partial pressure (pO2

) play a minor role. A new approach for modeling the combination
of the oxygen reduction reaction and platinum oxidation leading to inductive loops is presented and integrated into a 1D through-
plane model which we parameterize based on our large dataset. We present a comprehensive parameter study with this model. Its
current version contains platinum oxide kinetics and electron, proton as well as oxygen transport and yields a good match with both
steady-state and EIS data.
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The optimization of PEM fuel cells lifetime and costs in view of
wide commercialization requires strong understanding of the mem-
brane electrode assembly (MEA) performance signatures. Thus,
in situ and in operando methods to characterize the physicochemical
processes are strongly needed in the PEMFC development. In the
past, mainly polarization curves complemented by electrochemical
impedance spectroscopy (EIS) were employed as operando techni-
ques. While steady-state polarization measurements are done by
recording the cell voltage at different loads or vice-versa, the EIS
technique uses a small sinusoidal current (galvanostatic) or voltage
(potentiostatic) signal to record the system’s response for a range of
frequencies. However, polarization measurements alone are insuffi-
cient to separate the loss mechanisms and even though EIS is widely
used in PEM characterization, it is still not fully understood. In
Figs. 1a (Nyquist plot) and 1b (Bode representation) we show a
representative EIS spectrum at high load and cold and dry condi-
tions. There, the high-frequency (HF) inductive part due to the setup
is visible below the axis intercept at approximately 10 kHz, which
represents the Ohmic resistance (membrane and electronic resis-
tance). The capacitive part that contains the proton transport
resistance in the electrodes, charge transfer resistances and mass
transport contributions is visible from approximately 10 kHz to
1 Hz. Recently, the distribution of relaxation times (DRT) was
applied additionally to EIS to deconvolute the capacitive processes
and generate better initial guesses for equivalent circuit model
(ECM) fitting.1 However, this method is also limited when the
time constants in the system are very close or even overlap with each
other. Thus, separating the reaction kinetics from oxygen and water
transport processes happening at medium to low frequencies in
PEMFC might be challenging under some conditions, making the
analysis of EIS complex.

As can be seen in Fig. 1a, a low-frequency (LF) inductive loop is
detected in EIS below 1 Hz. As a consequence, the axis intercept at
approximately 1 Hz, which is typically used in EIS analyses, differs

from the actual differential resistance of the polarization curve
(=local slope, black ellipse with red contour). This causes dis-
crepancies between polarization-curve-based and EIS-based evalua-
tion of the oxygen reduction reaction (ORR) Tafel slope
b jlnORR ORRη= ∂ ∂ , with j the current density and ηORR the kinetics
overpotential. This LF loop is still subject to research and has
previously been attributed to side reactions and intermediates of the
ORR, to platinum surface oxide (PtOx) formation and dissolution, to
platinum poisoning by CO, or to changes in the ionomer hydration
due to slow water dynamics, see the references in Table I.

However, to the best of our knowledge, there has been no attempt
to quantify the contributions based on a consistent experimental
dataset in combination with simulation since these effects were
mostly treated separately in the past. Ionomer hydration effects were
investigated by physical modeling by Kosakian et al.,17 by
Kulikovsky18 and by Wiezell et al. in combination with humidity-
dependent anode contributions.12–15 An EIS model containing
platinum oxide effects was proposed early by Mathias et al.,6 though
it was fed with constant parameters and validated only by a single
experimental spectrum. Setzler et al. analyzed the LF inductive
behavior and the discrepancy between steady-state polarization and
capacitive EIS response for various operating conditions based on
experimental data and physical cell modeling.9 Nevertheless, their
platinum oxide kinetics were rather complex and their model did not
match the experimental data at high loads. Also, their model did not
predict an influence of water management on the LF inductive
features, which is puzzling since most other comparable physical
models do.14,16,17,29 Futter et al. proposed an along-the-channel
model that takes into account both water management phenomena and
platinum oxide effects on the LF inductive signatures, but they observed
a large mismatch between experimental and numerical spectra at low
frequencies.29 Lately, Schiefer et al. managed to record EIS down to
5 mHz in a differential cell and used a negative DRT analysis to unravel
two processes with separate time constants within the LF inductive
loops of their spectra:30 one process was dominant at high cell voltage
and the other one at low humidity. They could however not
unambiguously assign the time constants to physico-chemical processes.zE-mail: christophe.gerling@de.bosch.com
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Finally, Meyer and Zhao showed that they could control the size of their
inductive loops by making the oxygen volume flow oscillate at the same
frequencies as the current during galvanostatic EIS.31 The low-
frequency limits of their spectra converged to the steady-state differ-
ential resistances of their polarization curves.

In this work, we aim at disentangling the different contributions of
the LF inductive loop based on the extensive test run of our previous
works.32,33 We evaluate the absolute values of the inductive contribu-
tions by subtracting the local slopes of the polarization curves
(calculated by numerical derivation) from the low-frequency real-axis-
intercept of the capacitive EIS that occurs at approximately 1 Hz. With
this knowledge and our previous study of the ionomer resistances,32 we
separate the humidification from the PtOx contributions and parame-
terize a simple ORR model containing platinum poisoning effects that
result in a low-frequency inductive loop. We integrate this mechanism
into a simplified 1D through-plane MEA model which matches the
experimental data well. Thus, this model goes beyond simple Tafel law
kinetics in order to reconcile steady-state performance and EIS
signatures of PEM fuel cells. We also use this model for an extensive
parameter study (see Figs. S6 to S29 in the supplementary material).

Experimental

Setup and procedures.—We used Gore® PRIMEA® MEAs (W.
L. Gore & Associates, Elkton, MD, USA) with 18 μm membrane

thickness and loadings of 0.4/0.05 mgPt cm
−2 in the cathode/anode.

They were sandwiched between Sigracet® 22BB gas diffusion layers
(GDL) from SGL® Carbon and mounted in a 12 cm2 differential cell
setup from Baltic FuelCells (quickConnect®) with an equivalent
clamping pressure of about 1.3 MPa. In this setup, the combination
of high gas flow rates (differential conditions, cell inlet= cell outlet)
and the flowfield structure on the cathode side with wide channels
(channel/land ratio of approximately 0.7/0.3) leads to negligible in-
plane gradients during operation. We conditioned the cells in H2/air
configuration at ptotal = 1.5 bara, RH= 100%, T= 50 ° C, and with
H2/air flows of 1300/2000 sccm, as described by Harzer et al.34

The same full factorial test runs under H2/O2 and H2/N2

conditions to record polarization curves and EIS spectra as in our
previous publications were used here.32,33 The parameter ranges are
summarized in Table II. For our EIS measurements we chose 10
currents out of the 16, which lead to 1120 spectra. We set constant
dry flow rates of 1300/2000 sccm in the anode/cathode at the system
pressure ptotal = 1.5 bara to get low pressure drops (Δp< 100 mbar)
for all the conditions. The run was carried out in the order of
increasing dew points and from high currents to low currents.
Whenever adjusting the temperature or the dew point, the cell was
stabilized in H2/air at 0.7 V for 2 h. The currents at which we
performed EIS were stabilized for at least 25 min prior to the
measurement to ensure high measurement quality. We recorded
most of our EIS in the range of f= 100 kHz to f= 100 mHz with 10
points per decade but some selected conditions were also recorded
down to f= 10 mHz (see Fig. 1).

More information about our setup and tests and how we ensured
good measurement quality (state-of-health checks and Kramers-
Kronig analyses) is given in our previous publications.32,33

Model

Model description.—In this work we aim at using a pragmatic
approach for kinetics modeling and therefore propose a simple
model based on two reactions. In the past, Setzler et al. published an
extended ORR modeling approach and implemented it into a
physical MEA model which yielded meaningful results, even though
their spectra showed large deviations at high loads or low oxygen
concentration.9 Further, their oxide growth model is quite complex
and thus not suited for our applications since we want a model that
can be parameterized with a minimal amount of simple in situ
experiments. Our model resembles the one of Mathias et al.6 in the
way that we also have a single step representing the slow platinum
poisoning effect through oxides, even though we further simplify it
by keeping only a single Tafel equation for the ORR rather than
using a two-step mechanism with OH intermediates.

We model the ORR as a single non-reversible electron transfer
step comparable to the well-known ORR Tafel approximation (only
the cathodic branch), although containing the need for free platinum
sites in the rate determining step:

n
n n n

n
n

4
O H e Pt

2
H O Pt 12 2+ + + −◻⟶ + −◻ [ ]+ − ◻ ◻

where Pt-□ represents an active platinum site. The oxidation of the
platinum surface is represented in a general way by

n n nPt OH H e H O Pt 2n n2 2 2 2 PtPt 2 + + ⇌ + −◻ [ ]( − ) + −

For simplicity, we will restrict our analysis in the following to the
special case n2 = 1. Based on the reaction given in Eq. 1 the rate of
the ORR step ν1 can be written as follows:
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with k1′ the rate constant, G1Δ ‡ the Gibbs free energy of activation of
the ORR step, Δφ= φe − φp the difference between the electrode

Figure 1. (a) Nyquist plot of an EIS spectrum recorded at j = 1 A/cm2,
RH = 30% and T = 50 °C (dry conditions) from 100 kHz to 10 mHz. Some
frequencies are highlighted by the filled red symbols and the steady-state
differential resistance is shown by the black ellipse with red contour. (b)
Corresponding Bode diagram showing the real and imaginary parts over the
frequency f. See Fig. S1 in the supplementary material for the corresponding
EIS at hot and dry conditions.
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Table I. Overview of the most relevant literature regarding the low-frequency inductive loop and/or the bias between the slope of the polarization curve and the LF limit of the capacitive impedance.

Attributed physics System/Model Source/Year

Half cells/ORR model Antoine et al.2/2001
Single cells Mathias et al.3/2006
Half cells/ORR and HOR model Kuhn et al.4/2006
Single cells/0D cell model Roy et al.5/2007

Kinetics intermediates and/or platinum oxides Single cells/ORR model Mathias et al.6/2008
Single cells and stacks/ECM modeling Cruz-Manzo et al.7,8/2013
Single cells/1D cell model Setzler et al.9/2015
ORR model Kulikovsky10/2015
PEM stacks/ECM modeling Giner-Sanz et al.11/2018

Single cells/1D model Wiezell et al.12–15/2006-2012

Water and/or Ionomer dynamics
2D along-the-channel 1-phase isothermal model Bao and Bessler16/2015
Single cells/2D across-the-channel 1-phase non-isothermal model Kosakian et al.17/2020
CCL model Kulikovsky18/2022

Single cells (CO poisoning) Wagner et al.19/2004
Segmented cell (water dynamics and along-the-channel effects) Schneider et al.20–23/2007-2008
Segmented cell/2D along-the-channel model (along-the-channel effects) Maranzana et al.24/2012
Single cells/ ECM modeling Pivac et al.25,26/2016-2017

Combined effects/Others Single cells/ECM modeling Pivac et al.27

(O2 transport effects in CCL) & Meyer et al.28/2018-2020
2D along-the-channel 2-phase non-isothermal model (water dynamics and platinum oxides) Futter et al.29/2018
Single cells/ECM modeling & negative DRT (water dynamics, kinetics intermediates, anode contribution) Schiefer et al.30/2020
Single cells (concentration oscillations) Meyer et al.31/2021
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and the electrolyte potentials, β the symmetry coefficient, n the
number of transferred electrons, [O2] and [H+] the activity of
oxygen and protons, respectively, and θ□ the fraction of platinum
sites free from oxides. As we want to express the rate constant as a
function of the overpotential η=Δφ−Δφeq, we introduce the
equilibrium condition

G

F
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H O

O H
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with ΔG1,ref the molar Gibbs free energy of reaction at standard
conditions and [H2O] the activity of water. With this, the reaction
rate of the ORR can be rewritten as
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where k1 is defined such that it includes constants and an Arrhenius-
type temperature dependency with the activation energy Eact,1. Using
a similar approach for the poisoning reaction, assuming β2 = 1/2,
introducing ΔG1,ref, and keeping both the cathodic and anodic
branches, the reaction rate ν2 can be expressed as follows:
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where Δφ must again be substituted since we want to express the
kinetics as a function of the overpotential η. Thus, we transform
Eq. 6 by implementing Eq. 4 and rearranging to
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with ΔUeq=−ΔG1,ref/(2F)+ΔG2,ref/F the difference of the re-
ference equilibrium potentials of both reactions. We neglect the
temperature dependency of ΔUeq and handle it as a fitting
parameter. From this point on we set the proton activity [H+] to
unity. Further, we define the reaction rate constant k2 as
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even though we set Eact,2 = 0 kJ mol−1 in this study. According to
this, k2,ref is the only fitting parameter in Eq. 8. In order to transform
ν2 from Eq. 7 to a current density j2, k2 and therewith k2,ref are
expressed in A/cm2.

We convert the reaction rate from Eq. 5 to a current density and
re-organize the coefficients in the following way:
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where jc,eff
0 is the effective or apparent exchange current density of

the ORR which is given by
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with the roughness factor rf, the reference exchange current density jc,ref
0 ,

the activation energy Eact,1 and the exponents γ, m for the dependencies
on the activities of the species. These parameters can be fitted
independently of each other and allow therefore for more flexibility. In
the steady-state, the coverage is constant in time, leading to
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Thus, the total current j equals the ORR current j1. With this, it is
possible to write the equation of the steady-state coverage
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and to discuss the asymptotic behavior of the model. In the low current
limit (j→ 0, index “LC”), the denominator 1− θ□ of Eq. 12 approaches
unity since the platinum surface is almost completely covered by oxides
(θ□→ 0). By summarizing the first four terms of Eq. 12 in the constant
C1 and bringing the exponent nPt to the right side of the equation we get
the approximation for the free platinum surface fraction:
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This expression can be incorporated into the steady-state total
current density equation which consists only in the ORR contribu-
tion and thus transforms to the low current form
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In this case, the apparent steady-state Tafel slope bLC is given by
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In the opposite limit, at high current (j→+ ∞ , index ”HC”), the
electrode potential and the oxide coverage of the platinum surface
decrease such as

1 16jθ ∣ = [ ]□ →+∞

which means that the complete active platinum surface is available
for the ORR, leading to the high current form
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and thus to the apparent Tafel slope at high currents bHC
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Table II. Values taken by the parameters during our experimental
run.33 The values for xO2 and j only apply for the test run in fuel cell
mode.

Parameter Values

RH / % {30, 40, 50, 60, 70, 80, 90, 100}
T / °C {50, 60, 70, 80}

xO
dry

2
or xO2 / - {1} or {0.5, 0.25, 0.16}

j / A/cm2 {2, 1.5, 1, 0,5, 0.3, 0.2, 0.1, 0.05, 0.03, 0.02}

Journal of The Electrochemical Society, 2023 170 014504

96



Chapter 4.3 Publication III

We see that Eqs. 15 and 18 only differ in the term 1/nPt which comes
from the oxide formation and relaxation at low load and which we
expect to cause the low-frequency inductive behavior of
30 mV dec−1 to 50 mV dec−1 that we observe experimentally (see
below). At high load, where the apparent Tafel slope is solely
influenced by the actual ORR step, this term disappears. This means
that carrying out polarization and EIS measurements at small
currents is enough to fix the product (1− β)n as well as nPt:

• (1− β)n≈ 0.66 from the capacitive part of the EIS that
represents −100 mV dec−1 to −120 mV dec−1.

• nPt≈ 2.5− 3.3 from the inductive part of the EIS that
represents 30 mV dec−1 to 50 mV dec−1.

To compute polarization curves and EIS spectra and to fit the
parameters of the model described above to our experimental data
we built a simple 1D through plane performance model in the
commercial software COMSOL Multiphysics (Version 6.0). The
aim of this model is to propose an improved description of PEMFC
performance and EIS compared to models containing Butler-Volmer
or Tafel description of the ORR while still being easier to
parameterize and to handle than complete MEA models which
also solve energy and water management. The justification for not
representing in-plane effects, i.e. along- and across-the-channel
gradients, lies in the differential operating conditions and the test
cell setup with wide gas channels on the cathode side (see the setup
and procedures above). Variations of the cathode flow around our
baseline conditions (see experimental) showed no influence on the
cell response, thus we discarded along-the-channel effects. Small
channel-land effects cannot completely be discarded, particularly at
high cell currents where liquid water is present in the porous
structures. However, the latter effects mainly affect oxygen transport
which is represented in a simplified manner through effective
diffusion coefficients in this 1D approach.

The model is represented schematically in Fig. 2a and contains
three domains: the membrane (PEM), the cathode catalyst layer
(CCL) and the cathode gas diffusion layer (CGDL). Neither the
anode catalyst layer (ACL) nor the cathode gas channel (CGC) are
modeled. Hence, the model reaches from the ACL/PEM boundary to
the CGDL/CGC boundary. Four partial differential Eqs. are solved
in the model: two Eqs. based on the current conservation and Ohm’s
law for the proton and for the electron potentials φp (PEM and CCL)
and φe (CCL and CGDL), one equation for the free platinum surface
fraction θ□ (only in the CCL), and one equation for the oxygen mole
fraction xO2 (CCL and CGDL) based on Fick’s law of diffusion.
These Eqs. were implemented as follows for the CCL:
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Since the model is considered as being macro-homogeneous, the
material properties are distributed homogeneously over the layer
thicknesses and the source terms on the right side of the Eqs. need to
be volumetric. In these equations, Cdl is the double layer capacitance
in mF cm−2, Γ the total quantity of surface platinum atoms in
molPt/cmgeo

2 , ϵp the porosity of the porous layer, C the total gas
concentration in mol/m3 and DO2 the effective diffusion coefficient
of oxygen in m2 s−1. As can be seen, the mixed conductive nature of

the electrode is modeled, which is necessary to reproduce experi-
mental performance curves and EIS accurately. We set the electron
conductivity very high to create only negligible losses (>500 S m−1)
and took the proton conductivities σp from our previous character-
ization study.32 The latter can be calculated based on the area
specific resistances (ASR) shown in Fig. S4 and the layer thicknesses
L given in Table III by σp= L/ASR.

So far, we did not model the water management (transport and
ionomer hydration) explicitly in order to avoid too high complexity
and only took the experimental data with high relative humidities for
the parameterization and validation (see below). Particularly the EIS
contributions of slow ionomer hydration/dehydration due to water
management are not computed in the current model version.
However, the impact of water management on the effective ionomer
conductivities and thus on the performance is taken into account
implicitly by employing the effective conductivities from our

Figure 2. (a) Schematic representation of our physical 1D through-plane
model as implemented in COMSOL Multiphysics 6.0. The domains and
corresponding physics plus external boundary conditions (black stars) are
shown. (b) Exemplary distribution of the electrode potential φe, the
electrolyte potential φp and the oxygen mole fraction xO2 over the layer
thickness for the baseline parameterization at RH = 80%, T = 80 ° C,
x 0.5O

dry
2

= and different cell currents. Model parameters are consistent with
Table III, with one exception: The electrode conductivity σe,CCL has been set
unphysically low (5 S/m) to show its influence on the potential distribution.
c) Corresponding distribution of the platinum oxide coverage in the CCL.
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experiments as functions of the gas channel relative humidity, the
temperature and the current density. This means that no through-
plane distribution of the conductivities is considered and especially
that the membrane behaves like a purely Ohmic element (linear
potential profile over the PEM). On this PEM layer, only the
following equation is solved:

0 23p pσ ϕ∇(− ∇ ) = [ ]
Finally, on the GDL layer, electron and oxygen transport were
computed respectively according to

0 24e eσ ϕ∇(− ∇ ) = [ ]
and

C
x

t
CD x 0 25p

O
O O

2
2 2ϵ

∂
∂ + ∇(− ∇ ) = [ ]

The external boundary conditions for our simulations were the
following:

• Dirichlet boundary φe = φp= 0 V at the anode—membrane
interface (ACL–PEM) as an approximation of the anode half-cell
potential.

• Neumann boundary j= jsetpoint at the cathode gas diffusion
layer—cathode gas channel interface (CGDL—CGC) to match the
current setpoints of our experiments. For the EIS calculations we
used the dynamic Neumann boundary condition j= j(t) and for the
cyclic voltammetry simulations we used the dynamic Dirichlet
boundary condition U= U(t).

• Dirichlet boundary x xO O
setpoint

2 2
= at the CGDL—CGC inter-

face representing the oxygen mole fraction in the gas channel to
match our experiments.

Computation of EIS and polarization curves.—Polarization
curves were simulated galvanostatically to match the currents
selected during our experiments. In Figs. 2b and 2c we show typical
through-plane distributions of the field variables of our model for the
different current setpoints. This was simulated with our baseline
parameterization given in Table III at RH= 80%, T= 80 °C and
x 0.5O

dry
2

= . Only the electronic conductivity σe,CCL has been lowered
in this example to show its influence on the potential distribution

Table III. Baseline parameters of the presented model.

Design
LPEM (μm) 18
LCCL (μm), ϵp (—) 13, 0.4
LGDL (μm), ϵp (—) 180, 0.8

rf (mPt
2 /mgeo

2 ) 166

Cdl & Cdl,CV (mF/cmgeo
2 ) 30 & 50

Operating conditions
RH (%) 80
T (° C) 80

xO
dry

2
(—) 1

P (bara) 1.5
Diffusion properties (at T = 80 ° C)
DO GDL2 (cm2/s) 3.0 · 10−2

DO CCL2 (cm2/s) 3.4 · 10−4

Kinetic properties
Tafel + PtOx Tafel33

nO2 (—) 0.5 0.5
n (—) 2 2
nPt (—) 2.5 —

n□ (—) 1 —

β (—) 0.66 0.5

Γ (mol/cmgeo
2 ) 1.44 · 10−7

—

ΔUeq (V) 0.42 —

jc,ref
0 (A/cmPt

2 ) 1.92 · 10−6 2.13 · 10−8

k2,ref (A/cmgeo
2 ) 7.07 · 10−7 -

γ (—) 0.54 0.51
m (—) 0.50 0.49
Eact,1 (kJ/mol) 60.5 68.7
Eact,2 (kJ/mol) 0 —

Figure 3. (a) Time traces of a galvanostatic EIS simulation at j=0.1 A/cm2,
T = 80 ° C, RH = 80 % and x 1O

dry
2

= for our baseline parameterization
without considering mass transport contributions and setting σp,CCL = 0.5 S/
m and σp,PEM = 5 S/m. The excitation current (blue line, exponential step at
t = 10−15 s), the potential response for a Tafel law (dashed black line) and
for our new model (solid red line) and the corresponding resistance
assessment are shown. (b) Resulting EIS spectra in the Nyquist plane. c)
Resulting EIS spectra in the Bode plot.
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within the CCL. It can be observed that all the trends are linear
within the PEM and the GDL layers; however, these trends are non-
linear within the mixed-conducting CCL because of the sources and
sinks due to the ORR. It is also interesting to notice that at current
densities above 0.5 A cm−2 in Fig. 2c the platinum oxide coverage
drops toward zero at the PEM/CCL interface even though it remains
almost as high as 50% at the CCL/CGDL interface. Thus, even at
typical high current densities, the catalyst is not completely oxide
free and the effective exchange current density and Tafel slope of the
ORR are distributed inhomogeneously over the CCL. Note that this
effect comes from the fact that all the kinetics locally depend on the
difference between the electrolyte and the electrode potentials.
Therefore, even if σe,CCL is not lowered, the effect remains almost
as pronounced as in Fig. 2c. In the latter more realistic case, the
electrode potential is constant through the CCL but the electrolyte
potential is still strongly inhomogeneous due to the relatively low
ionomer conductivity of the CCL in comparison with its electronic
conductivity.

EIS spectra were simulated by applying a small current step on
top of the DC load as described by Bessler.35 The steady-state
solution of each DC load was computed before performing an
exponential current step jstep = 2 mA cm−2 according to

j t j j
t

1 exp 26DC step
⎡
⎣

⎛
⎝

⎞
⎠

⎤
⎦τ

( ) = + · − − [ ]

with τ= 10−9 s. The simulated time window was defined from
10−15 s to 107 s with a logarithmic time step distribution with 10
points per decade. After the simulation, a point was added artificially
at t= 1015 s to slowly bring the system back to its original state.
Then, the DC state was subtracted from the time trace of j(t) and
φe(t)∣GDL/GC = U(t) as shown exemplarily in Fig. 3a (only displace-
ment from steady-state point remaining) and the Fourier transform of

these signals into the frequency domain was computed, followed by
complex division to obtain the impedance:35

Z U j 27* * *ω ω ω( ) = ( ) ( ) [ ]
In the example shown in Fig. 3a, mass transport contributions were
not taken into account and the protonic conductivities were set to
σp,PEM = 5 S m−1 and σp,CCL = 0.5 S m−1. The associated impe-
dance responses are shown in Figs. 3b (Nyquist) and 3c (Bode),
where the red curves originate from our new kinetics model and the
black curves come from a Tafel kinetics model for the ORR. It is
apparent that in contrast to the Tafel kinetics, our new description
leads to an inductive loop. Since both EIS spectra converge to the
same value for f→ 0 Hz, the effective differential resistance (local
slope of the polarization curve) of both models is equivalent.
Regarding only the kinetics, both models yield approximately
b=− 70 mV dec−1:

• Tafel: high-frequency capacitive loop of −70 mV dec−1.
• New kinetics with PtOx: high-frequency capacitive loop of

−110 mV dec−1 to −100 mV dec−1 and low-frequency inductive
loop of 30 mV dec−1 to 40 mV dec−1.

This step method to compute EIS has already been used in the
PEMFC context by Kosakian et al.,17 who showed its equivalency to
the sine wave technique that requires a complete transient study for
each frequency of the spectrum and is therefore way more
demanding for computational time. The Fourier transform of the
non-equispaced signals in time (logarithmic distribution) was
calculated by the method which was first proposed by Wiese and
Weil and also used by Bessler and Kosakian et al. for instance (see
the corresponding publications for more details17,35,36).

Additionally, we carried out cyclic voltammetry (CV) simulations by
ramping the voltage up and down at 100 mV s−1 (red curve) and
recording the current response (blue curve) as shown exemplarily in
Fig. 4a. Since we model neither hydrogen sorption nor desorption
kinetics, only one oxidation and one reduction peak coming from the
slow platinum oxidation kinetics can be seen above 0.5 V in the resulting
simulated CV in Fig. 4b (red curve). Fast kinetics effects, i.e. features
which are present in the capacitive loop of the EIS, are not disentangled
and thus taken into account implicitly through the parameterization of the
ORR step. We added an experimental CV for comparison (dashed black
line) to point out the limitations of our model compared to other more
sophisticated models that match the experimental CVs better;9,37

however, as shown in the results below, this model offers a good
compromise between accuracy and simplicity as it is easier to
parameterize than other literature models and fits both experimentally
gathered steady-state polarization curves and EIS spectra well. Hence, it
helps understanding the commonly known discrepancies between steady-
state and dynamic performance signatures of PEM fuel cells.

Results and Discussion

Bias between steady-state and EIS evaluation.—In our previous
work, we focused on the cathode kinetics which cause a major loss
contribution at relevant operating points.33 We parameterized
models based on polarization curves that were corrected for the
Ohmic contributions R0 and Rp

eff and demonstrated that neither
oxygen transport nor anode contributions significantly affect the
characterization of the ORR at low current densities. Due to the
sluggish kinetics of the ORR, the overpotentials are usually quite
high even at low loads and thus simple Tafel kinetics are assumed to
take place according to

RT

F

j

j
ln 28ORR

c c,eff
0

η
α

= − · [ ]

where ηORR is the kinetic overpotential, αc the transfer coefficient (=
(1− β)n), j the current density and jc,eff

0 the effective exchange

Figure 4. (a) Time traces of a cyclic voltammetry simulation (potentiostatic
ramp up and ramp down) at 100 mV/s, T = 50 °C and RH = 80 %. (b)
Corresponding cyclic voltammogram in the representation j vs U (solid red
line) and exemplary experimental CV (dashed black line). Hydrogen
adsorption and the explicit dynamics of fast Pt oxidation effects are not
modeled (see main text).

Journal of The Electrochemical Society, 2023 170 014504

99



Chapter 4 Published Work

current density. Our ORR parameterization was consistent with
previous literature findings that were also based on steady-state
investigations and we found αc = 1, leading to Tafel slopes
b=− RT/(αcF)≈− 70 mV dec−1. This is depicted in Fig. 5a,
where the blue curve which is corrected for the ionomer contribu-
tions yields a slope of around −70 mV dec−1 at small to medium
current densities and slightly higher slopes at high current densities
due to combined anode and oxygen transport contributions (see our
previous publication33).

Nevertheless, we pointed out that these kind of models show
inconsistencies with EIS-based determination of the Tafel slope,
which is directly linked to the charge transfer resistance Rct by

j

RT

Fj

b

j
R 29ORR

c
ct

η
α

∂
∂ = − = = − [ ]

EIS data usually yield slopes that are higher, which is also illustrated
in Fig. 5: in Fig. 5b we show a transmission line model (TLM) that is
typically used to evaluate the impedance response of PEM fuel cells
under the assumption of negligible oxygen transport and anode
resistance, thus that the impedance is dominated by the membrane
and the cathode contributions. The parameters of this ECM can be
fitted to match a low-current-density spectrum like the one shown
exemplarily in Fig. 5c, measured from 100 kHz to 0.1 Hz and cut at
1 Hz. According to Eq. 29, the absolute Tafel slope ∣b∣ is obtained by
multiplying the diameter of the semicircle in Fig. 5c (≈160 mΩcm2)
with the current density (0.3 A cm−2) and results in
0.048 V ln 10 1000 111· ( )· = mV dec−1.

The bias between the slope of the corrected polarization curve
and Rct therefore represents around 30 to 40 mV dec−1 at small
current densities and is depicted depending on RH and T in Fig. 5d.
Overall, these discrepancies can be explained by the presence of
low-frequency inductive features occurring below 0.1 Hz that are not
visible in the spectrum in Fig. 5c. In steady-state, the local slope of
the polarization curve must equal the low-frequency impedance
where the Nyquist plot intercepts the real axis (differential cell
resistance, in theory when the frequency f converges to 0 Hz).
However, as seen above in Fig. 1, the EIS spectra show low-
frequency inductive features besides the capacitive contributions at
frequencies below 0.1 Hz, which has been demonstrated early by
Mathias et al.38 This proves that typical EIS investigations limited to
frequencies above 0.1 Hz or 1 Hz in the literature are incomplete and
that the equivalent circuit in Fig. 5b is unable to describe the whole
frequency range of PEMFC operation. At higher current densities,
this bias between steady-state polarization and capacitive EIS gets
even larger and our findings are therefore in agreement with those of
Schiefer et al.,30 who reported inductive loops the size of up to 50%
of the capacitive loops. Hence, the LF inductive behavior plays a
major role in PEMFC performance and needs to be understood.

According to our summarized literature overview in Table I
containing both experimental and theoretical studies, two explana-
tions to the low frequency inductive behavior are prominent. On the
one hand, slow ionomer humidification effects that decrease the
ionomer resistance in course of increased water production when
increasing the current may be responsible. On the other hand,
nontrivial ORR kinetics with intermediates or platinum oxidation
phenomena at high cathode half-cell potentials may be another
source of LF inductivities. A large number of investigations have
been carried out in the last 20 years and yet, to our knowledge, there
has not been an attempt to properly apportion these contributions
based on a combined experimental and numerical approach. In
simulation studies, the inductive loops are mostly investigated with
models containing either detailed cathode kinetics (ORR with
intermediates and/or platinum oxide kinetics) or water dynamics
effects. Some models consider both effects, but the validation to
experimental data is often insufficient. This lack might be due to the
difficulty of measuring EIS at frequencies as low as 100 mHz down

Figure 5. (a) Steady-State polarization curve with Ohmic corrections and
corresponding ORR Tafel analysis. (b) Equivalent circuit model (ECM) of
the cell in H2/O2 configuration. (c) Representative EIS spectrum measured at
0.3 A cm−2 and corresponding Tafel slope resulting from Rct (yellow box).
(d) Tafel slope ∣b∣ over the relative humidity based on the slope of the
polarization curve for j ⩽ 0.2 A cm−2 (hollow symbols) and based on the
slope obtained by the charge transfer resistance Rct recorded at j = 0.1
A cm−2 (full symbols).
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to 1 mHz because of instabilities in course of the long measurement
durations.

Subramanian et al. managed to parameterize a simple steady-state
model for the ORR extended by oxide coverage effects solely by
fitting polarization data.39 They stuck to their steady-state descrip-
tion of the potential-dependent change in the electrochemical surface
area (ECSA) and did not investigate the dynamical cell response,
even though their model would certainly yield inductive effects
due to the PtOx kinetics. Moreover, such a parameterization is

challenging, too, since in medium to high-loaded cathodes the half-
cell potential is usually high in typical operating ranges and therefore
a change in the apparent Tafel slope cannot be unambiguously
discerned (see our previous publication33). Meyer et al.31 recently
showed that the size of the inductive loop during galvanostatic EIS
can be controlled by provoking oscillations in the oxygen mass flow
at the same frequencies as the current oscillations. They observed
only small incomplete inductive semicircles during their normal EIS
and were capable of getting completely closed loops by oscillating
with the mass flow controllers; however, in our case we clearly see
the inductive behavior even at the lowest currents (highest stochio-
metries λ? 10, differential conditions) and mass flow variations
revealed no influence on the size of our inductive features. We thus
discard this hypothesis and other along-the-channel effects and only
investigate the two first assumptions in more detail in the next
sections.

Evaluation of the low-frequency inductive loop.—To quantify
the low-frequency inductive part of the EIS spectra we computed
two quantities. The first one was the local slope of the steady-state
polarization curve, obtained by numerical derivation and expressed
in mV/dec by

U

j

U
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ln 10 1000 30

∂
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Δ · ( )· [ ]

The second was the low-frequency real-axis-intercept of the
capacitive part of the EIS spectra (capacitive polarization resistance),
where Im(Z)=0 and f≈ 1 Hz. Its equivalent local slope in mV/dec
was computed via
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ln 10 1000 31pol

∂
∂ = · · ( )· [ ]

Figure 6a depicts these two quantities over the current density for
hot and dry conditions with pure oxygen in the dry cathode gas
(T= 80 °, RH=30% and O2α ). As can be seen, the capacitive part of
the EIS yields higher slopes than the polarization curve derivative
over the whole current density range. The amount of the discrepan-
cies are however dependent on the operating conditions (see Fig.
S2). The inductive contribution is then simply defined as the
difference between the two corresponding polynomial fitting curves
and can be expressed as a negative differential resistance in Ω cm2 as
shown in Fig. 6b. This simple and rapid technique gives the size of
the inductive contribution but misses the frequency information,
which is needed to determine the time constants of the processes.
The parameter study in Figs. S6 to S29 shows the quantities that
affect the time constant of the inductive loop caused by the PtOx
kinetics according to our new model. Some of these parameters also
strongly affect the performance and EIS response and can therefore
be fitted, others are taken from the literature or estimated in order to
give meaningful results (see parameterization below).

From Fig. 6b it gets clear that the behavior of the inductive
contribution is non-linear with the current density and that there is a
non-negligible dependency on the relative humidity, with low RH
leading to higher LF inductivities even at the lowest load point.
Figure 6c depicts the LF inductive contribution in terms of a slope in
mV/dec and shows that there is no significant dependency on the
oxygen partial pressure at small to medium current densities; at high
currents, however, such a dependency can be observed as the
inductive contribution slightly increases with decreasing oxygen
partial pressure at both high and low humidity. This observation is
discussed in more details below. Since the slope of the curves at dry
conditions is higher than the slope of the curves at humid conditions,
we speculate that all the curves merge at current densities even lower
than 0.02 A cm−2. Furthermore, this Fig. demonstrates that even
though the inductive features are the smallest at low current
densities, they decrease the local slopes of the polarization curve

Figure 6. (a) Local slope of the polarization curve over the current density at
RH = 30%, T = 80 °C and 1O2α = based on the numerical derivative of the
polarization curve and based on the low-frequency x-axis intercept of the EIS
spectra (f ≈ 1 Hz). (b) Low-frequency inductive contribution −Rind over the
current density at T = 80 °C and x 0.5O2 = for a variation of RH, computed
for each condition by calculating the difference of the two curves shown
exemplarily in (a). (c) Representation of the inductive contribution in mV/
dec over the current density j depending on the relative humidity and the
oxygen concentration at T = 80 °C.
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by up to almost 50 mV dec−1 depending on the operating conditions.
Then, the inductive contribution increases with increasing current
density. The lower the gas humidity and the oxygen partial pressure
are, the faster the inductive loop increases with current density
(higher slope of the curves in Fig. 6c at low RH and low pO2).
Additional conditions can be found in the Figs. S2 and S3.

Based on the assumption that the overpotentials caused by proton
transport in the membrane and in the cathode catalyst layer follow
Ohms law, which is a sufficiently good compromise between

complexity and accuracy, we have

R j 32PEM PEMη∣ ∣ = · [ ]
for the membrane, with ηPEM the potential drop caused by the
membrane, RPEM the high-frequency membrane resistance and j the
cell current density. For the CCL we have

R j 33CCL
H

p
effη∣ ∣ = · [ ]+

with CCL
Hη

+
the potential drop due to proton transport in the CCL and

Rp
eff the effective CCL sheet resistance that follows R R1 3p

eff
p≈ ( )· .

The resistances RPEM and Rp are inversely proportional to the
conductivity of the corresponding layer.32 Considering the results
of our previous publication32 we can compute the absolute value of
the impedance caused by proton transport in the membrane
according to

j
R j

R

j
34PEM

PEM
PEMη∂

∂ = + · ∂
∂ [ ]

It is important to note that the membrane resistance RPEM is included
in the high-frequency intercept RΩ of the EIS spectra, which
comprises also the electronic bulk and contact resistances of the
setup. However, the latter contributions are assumed to be constant
and do therefore not affect the derivative term (last term) in Eq. 34.
Thus, we have

j
R

j
j

R

j
35PEM· ∂

∂ = · ∂
∂ [ ]Ω

which represents the contribution from the changing membrane
resistance during operation caused by the production of water and
thus ionomer hydration. In this work we do not attempt to quantify
time constants for this process but assume that it entirely contributes
to the evaluated LF inductive loop. Its inductive nature is confirmed
by the fact that its sign is always negative in our case because the
resistance RPEM decreases with increasing current density.
Moreover, this contribution is expected to appear at low frequencies
in the EIS since it is linked to slow water management effects. With
thicker membranes, however, the sign could supposedly become
positive in some cases where the EOD contribution dries out the
membrane at higher currents.

Taking the ionomer resistances as a function of the current
density from our previous publication32 shown in Fig. S4, we can
compute their derivatives numerically and determine the terms of
Eq. 35. Then, based on these low-frequency (LF) terms we calculate
equivalent Tafel slopes b j R jionomer

LF 2= ·(∂ ∂ )Ω . These Tafel slopes
contribute to the complete apparent Tafel slope of the polarization
curve and can be presented in mV/dec as in Fig. 7a by calculating
j R j ln 10 10002 ·∣(∂ ∂ )∣· ( )·Ω . Therefore, these contributions are pro-
portional to j2. We see that the low-frequency membrane contribu-
tion due to changes in the humidification is negligible at low current
densities since it only gets visible above 0.2 A cm−2 for dry
conditions (RH= 30%) and even higher current densities for wet
conditions. At RH= 30% we barely reach 30 mV dec−1 at 1 A cm−2

and at RH= 90% we do not see any contribution at all. Following
the same logic for the proton resistance in the cathode catalyst layer
we get

j
R j

R

j
36CCL

H

p
eff p

effη∂
∂ = + · ∂

∂ [ ]
+

The contribution of the second term of this equation to the apparent
Tafel slope is illustrated as j R j ln 10 10002

p
eff·∣(∂ ∂ )· ( )· ∣ in Fig. 7b

similarly to the membrane contribution (∝j2). Even though this CCL

Figure 7. (a) Low-frequency contribution of the membrane humidification
dynamics over the current density for varying gas channel humidity levels at
T = 80 ° C. (b) Same as in (a) but for the CCL humidification contribution.
(c) Size of the low-frequency inductive contribution over the current density
at T = 80 °C for wet (RH = 80 %, solid black line) and dry (RH = 30 %,
dashed black line) conditions and corresponding corrections by the LF
membrane contributions (blue lines) and by the LF membrane and CCL
contributions (red lines).
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contribution is generally higher than the one of the membrane, it is
still negligible below 0.2 A cm−2 at any conditions. Hence, even the
sum of both ionomer hydration contributions remains very small at
current densities below 0.2 A cm−2. Especially the inductive loop of
30–40 mV dec−1 at the smallest current density in Fig. 7c cannot be
explained by such contributions. The diagrams corresponding to
Figs. 7a and 7b for T= 50 °C can be found in Fig. S5.

The total LF inductive contribution over the current density
(black curves) for dry (RH= 30%, dashed lines and hollow
symbols) and wet (RH= 80%, solid lines and full symbols)
conditions and the corresponding curves minus the ionomer hydra-
tion contributions are depicted in Fig. 7c. The blue curves with the
square markers represent the total inductivity minus the membrane
contribution, and the red curves with the diamond markers represent
the total inductivity minus both membrane and CCL contribution.
Thus the red curves supposedly contain mainly the LF inductivity
caused by the PtOx kinetics, representing 30–40 mV dec−1 at very
small currents. All the solid curves start with an almost completely
flat slope at small currents and overlap over a wide range, high-
lighting again that the ionomer humidification does not significantly
influence the LF inductive loop at humid conditions. Yet, the dashed
curves have a steeper slope at small to medium current densities and
begin diverging at 0.1 A cm−2, proving that ionomer humidification
effects on the LF inductive features cannot be neglected at dry
conditions. Since particularly the dashed red curve exhibits a small
positive slope at low currents, we believe that another small
humidity-dependent effect is contained in the LF inductive loop,
which leads to the gap of 10 mV dec−1 between the RH= 30% and
the RH= 80% conditions. One explanation might be the presence of
an additional ionomer humidification term coming from the trans-
mission line structure of the CCL which is not considered in Eq. 36.
Such a term was recently derived by Kulikovsky under the
assumption that the CCL conductivity increases linearly with the
current density.18 This term provoked an inductive contribution in
mV/dec increasing linearly with j, in contrast to the second term of
Eq. 36 which leads to a contribution proportional to j2 as shown
above.

Other humidity-dependent effects could also be envisaged, for
example related to the humidification of the anode catalyst layer
(ACL). Some authors assumed an influence of water activity on the
anode reaction kinetics (HOR, hydrogen oxidation reaction),14,15

which would also lead to LF inductive effects. We could neither
confirm nor deny the presence of such contributions from the ACL
based on the current dataset. However, in our previous publication
we showed that the anode contribution to the performance is
generally very small,33 therefore we do not believe that such
contributions could be responsible for the gap observed between
the wet and dry conditions.

Finally, as already mentioned for Fig. 6c, the wet and dry curves
are very close to each other and might converge at very low current
densities in Fig. 7c according to the trend. Since mainly PtOx
kinetics contributions are present at such low load, this means that
the relative humidity has only little or no influence at all on them,
which is supported by our model (see Fig. S20). At higher current
densities, both red curves eventually drop, which is linked to the
decreasing presence of platinum oxides due to the lower cathode
half-cell potentials.

Considering that the ORR follows simple Tafel kinetics in each
point as in Eq. 28, the kinetics overpotential can be written in a
simplified manner as

b
j

j
ln 37ORR

0

η = [ ]

where b is the Tafel slope, j the current density and j0 the effective
exchange current density. As explained above, Tafel kinetics with a
constant intrinsic Tafel slope b do not lead to LF inductive processes
in the EIS spectra. Thus, a model as ours that takes into account the
slow poisoning effect of platinum oxide formation happening within

the CCL at high cell voltages is needed to investigate the LF
contributions of the ORR kinetics. If one assumes that neither b nor
j0 are constant over the current density, the total impedance caused
by the ORR can be written as

j

b

j

b

j

j

j

b

j

j

j
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0 0
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where the first term b/j equals −Rct which is the well-known charge
transfer resistance from the Tafel law. The two other terms depend
on the change in the Tafel slope and the exchange current density
over the current density and can be determined by a more
sophisticated model as presented in this work. In the next section,
our model is parameterized and validated with experimental data and
the behavior of bapparent as well as j0,effective is investigated for our
baseline conditions.

Model parameterization and validation.—A complete variation
of all the relevant model parameters and their influence on the
steady-state polarization curves, the EIS response and the cyclic
voltammetry is shown in Figs. S6 to S29 in the supplementary
material and gives some deep insights into our model. The focus of
this section, however, is the parameterization and validation. In
Fig. 8 we depict the experimental and simulated Ohmic-contribu-
tions-corrected steady-state polarization curves used in the fitting
procedure (Figs. a and c) and the respective simulated platinum
oxide coverage (Figs. b and d). Here, no mass transport contributions
were taken into account in the model and only currents up to
0.2 A cm−2 were used in the fitting procedure. Further, we did not
consider low relative humidity conditions here since our model does
not account for the water management effects discussed above. To
simulate dry conditions accurately, a complete MEA model would
be needed, which goes beyond the scope of this work. To
summarize, we used both EIS and steady-state polarization data at
RH= 80% and j ⩽ 0.2 A cm−2 to parameterize the model. We fixed
the values of Γ and k2,ref by adjusting them to three requirements: (1)
being physically meaningful (i.e. with the order of magnitude of Γ
being in line with a Pt atomic surface density of 2.17 · 10−9 mol/
cmPt

2 42), (2) matching the 0.6 V shoulder in the experimental CV, (3)
yielding a consistent time constant of the inductive process in the
EIS (between 10 mHz and 1 Hz 30). However, based on this dataset
we could not precisely determine the time constant and solely
focused on the absolute contribution of the low-frequency inductive
features as mentioned above. We thus considered all the fast
capacitive kinetics effects equivalently in the parameterization of
the ORR step and the slow inductive kinetics effects equivalently in
the PtOx parameterization.

In Figs. 8a and 8b we show an oxygen mole fraction variation at
T= 50 °C and T= 80 °C and in Figs. 8c and 8d a variation of
temperature for x 1O

dry
2

= and x 0.16O2 = . The model matches the
experimental points well for currents up to 0.5 A cm−2 and the
deviation gets only larger at higher currents, probably because of
inaccuracies in the protonic loss correction as well as mass transport
issues that were not accounted for. Further, even though the apparent
Tafel slope increases continuously with increasing current density
due to the decreasing oxide coverage, it is almost impossible to
detect any change with the naked eye until corrected cell voltages of
around 0.75 V (corresponding to remaining coverages of about 10%
to 30%), which confirms that simple steady-state models with a
single Tafel slope and exchange current density can easily fit such
polarization data at low to medium current density. It is known,
however, as mentioned previously, that simple Butler-Volmer and
Tafel models cannot reproduce both the steady-state and the
dynamic response observed in PEMFC as there are discrepancies
in the resulting Tafel slopes between the polarization curves and the
EIS response. Our new simple model aims at resolving this issue.
Thus, we also computed EIS spectra for all the operating points to
tune the parameters even further and improve results. As can be seen

Journal of The Electrochemical Society, 2023 170 014504

103



Chapter 4 Published Work

in Fig. 9, the simulated capacitive parts of the EIS spectra also match
the experiments well up to 0.5 A cm−2 and deviations can only be
observed above this current density as the simulated resistances
seem to be too low.

Figure 10a displays the results of our parameterization for our
baseline condition (RH= 80%, T= 80 ° C, x 1O

dry
2

= ). The experi-
mental Rct was obtained by fitting a transmission line model (TLM)
to our EIS as explained in our previous publication33 and the
corresponding ∣Rind∣ was obtained as explained above and shown in
Fig. 6a. Model responses are represented by the solid lines and the
dashed line represents the model results plus the low-frequency
inductive contribution from the ionomer humidification effects
determined in Fig. 7. The good agreement between model and
experiment for both the high-frequency capacitive Rct and the low-
frequency inductive ∣Rind∣ is emphasized in Fig. 10a. The match of
the capacitive charge transfer resistance is good over the complete
current density range and the match of the inductive part caused by
the PtOx kinetics (solid line) is good for currents up to 0.5 A cm−2.
Above these currents, the model prediction for the inductive contribu-
tion is slightly too small because of the other effects that are not taken
into account including the slow ionomer humidification (see explana-
tion above). We can take this effect into account nonetheless by
adding it to the model prediction (dashed line, see the investigation of
the ionomer behavior above). This yields better results at high current
densities even though the match is not perfect, probably because of the
decreasing accuracy in determining the ionomer contributions at high
current densities caused by two reasons: the decreasing fitting quality
and the increasing error of the numerical derivation due to the limited
number of sampled load points. However, owing to the good
agreement of this new simple model with our consistent dataset we
can say that we made a step forward in reconciling steady-state and
EIS signatures in PEM fuel cells.

Based on computed polarization curves corrected by the Ohmic
contribution, UjR−free = f(j), an apparent differential Tafel slope of
the cathode kinetics can be determined by numerical derivation
according to

b
U

jln
39

jR
apparent

free∣ ∣ = ∂
∂ [ ]−

and given this apparent slope bapparent, the effective exchange current
density of the ORR can be calculated using

j
j

rf
10 400,effective

bapparent= · [ ]η

These two quantities are depicted in Fig. 10b as functions of the current
density j at our baseline conditions. As previously shown in the literature,
for example based on microkinetic modeling of the ORR, both ∣bapparent∣
and j0,effective increase with increasing current density and thus decreasing
cathode half-cell potential.40 In our case, the absolute apparent Tafel slope
curve starts between 60 and 70mV dec−1 at low load with a flat slope and
tends to increase toward 90mV dec−1 while the slope gets steeper with
increasing load. Comparably, the effective exchange current density
increases by almost three orders of magnitude over the investigated
current range, from 10−9 A/cmPt

2 to 10−6 A/cmPt
2 . For comparison, the

effective exchange current density we found in our previous publication
for the ORR based on the Tafel approximation lies at around 2.15 · 10−8

A/cmPt
2 , with αc= 1 leading to ∣b∣= 70 mV dec−1 at T= 80 ° C. Such

values are attained at approximately 0.2 A cm−2 with our new model.

Mass transport contributions.—In this Section we took mass
transport contributions into account through Fick’s law of diffusion

Figure 8. (a) Experimental (symbols) and simulated (lines) polarization curves in the Tafel representation for a variation of xO2 at T = 50 °C and T = 80 ° C. (b)
Corresponding curves of the platinum oxide coverage. (c) Experimental (symbols) and simulated (lines) polarization curves in the Tafel representation for a
variation of T at x 1O

dry
2

= and x 0.16O2 = . (d) Corresponding curves of the platinum oxide coverage. All the data were gathered at RH = 80% and the simulations
were carried out without considering mass transport contributions.
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(see model description above) to further improve the match between
the experiments and simulations. We focused on the T= 50 °C and
T= 80 °C conditions and determined independent oxygen diffusion
coefficients for the GDL and the CCL by fitting the high current
density parts of the polarization curves at T= 80 °C and respecting
the proportionality D ∝ T3/2:

• T= 50 ° C: D 2.6 10O ,GDL
2

2 = · − cm2 s−1, D 2.8 10O ,CCL
4

2 = · −
cm2 s−1

• T= 80 ° C: D 3.0 10O ,GDL
2

2 = · − cm2 s−1, D 3.2 10O ,CCL
4

2 = · −
cm2 s−1

These values lie in the same orders of magnitude as values
determined previously in the literature for instance by
Kulikovsky.41 The complete set of parameters of this enhanced
model is depicted in Table III. As shown in Fig. 11, considering
these mass transport features leads to simulated EIS that correspond
better to the experiments at high currents as there are only small
deviations even at j ⩾ 0.5 A cm−2. Further, the polarization curves in
Fig. 12a match the measurements well even at high current densities,
pointing out again that this model is suited for modeling both steady-
state performance and EIS features of PEM fuel cells despite its
simplicity. Comparing the new oxide coverage in Fig. 12b with the
previous, mass transport free coverage in Fig. 8b indicates that this
parameter remains almost unaffected by the change in the model at
small and medium loads. Differences can be observed at high
currents since the oxide coverage is lower than before due to the
lower cathode half-cell potential. This effect increases with de-
creasing oxygen partial pressure.

Finally, the EIS spectra of a pO2 variation at j= 0.2 A cm−2 in
Fig. 13 highlight that even though it is impossible to probe partial
pressure effects on the local slope of polarization data at such small
current densities, EIS is capable of sensing these contributions. Our
model containing mass transport contributions predicts an increasing
capacitive loop with decreasing oxygen partial pressure due to the
increasing oxygen mass transport resistance and is in accordance
with the experimental data. Further, the model predicts a slightly
lower inductive contribution at lower partial pressure, which is in

Figure 9. Experimental (dots) and simulated (lines) EIS spectra at RH = 80%, T = 80 °C and x 1O
dry

2
= for the cell currents shown in the polarization curves in

Fig. 8. (a) and (d) Nyquist representations. (b), (c), (e) and (f) Bode representations. All the data were gathered at RH = 80% and the simulations were carried out
without considering mass transport contributions.

Figure 10. (a) Experimental (symbols) and simulated (lines) charge transfer
resistance Rct and inductive contribution ∣Rind∣ over the current density j at
RH = 80%, T = 80 °C and x 1O

dry
2

= . The experimental Rct was obtained by
fitting EIS data to an equivalent circuit model and ∣Rind∣ was obtained as
described in Fig. 6a. The lines correspond to our model without mass
transport contributions and the dashed line was added including the ionomer
contributions determined in Fig. 7. (b) Corresponding apparent Tafel slope
∣b∣ and effective exchange current density j0.
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agreement with our expectation because the half-cell potential gets
lower with decreasing partial pressures and so does the oxide
coverage. However, above 0.1 A cm−2, the data in Fig. 6c show

slightly higher inductive contributions at lower partial pressures,
which is not linked to the platinum oxide kinetics and thus cannot be
simulated by the model. Such behavior could probably be explained
by a beneficial transport effect that is strongest at small partial
pressures (not integrated in our model), for instance due to an
improvement in the oxygen diffusion through a more humidified
ionomer film. Pivac et al. investigated LF inductive features based
on a specially developed equivalent circuit model (ECM) and stated
that such an improvement in the transport properties of oxygen to the
catalyst provoke LF inductive contributions.26,27 In principle, our
new kinetics model can be integrated into a complete MEA
simulation model to replace the typically used Butler-Volmer of
Tafel approaches for the ORR kinetics. Such a model would allow to
account for the most important effects including water management
and local catalyst-near effects. Nevertheless, this would add much
complexity as it would need additional comprehensive representa-
tions of the following effects: heat transport, water and proton
transport within the ionomer phase, two-phase water flow within the
porous media and catalyst-near transport effects through the
ionomer/water film. Therefore, this would go beyond the scope of
this work whose purpose of providing a simple model for the
cathode reaction kinetics that represents a good compromise
between complexity and accuracy is fulfilled.

Conclusions

In this work we investigated the low-frequency inductive
phenomena in differential PEM fuel cells based on both a numerical
simulation model and a large experimental dataset. The latter has
been acquired by varying the operating conditions RH, T, pO2 and j
systematically and recording steady-state polarization curves as well
as the corresponding EIS spectra. In the first part we explained that
the discrepancies between the polarization curve slopes and the
slopes from EIS based on the capacitive parts of the spectra are
caused by the low-frequency inductive features (positive imaginary
part) of 30 mV dec−1 to over 200 mV dec−1 depending on the
operating conditions. Since measuring EIS at very low frequencies
is very challenging and time-consuming, EIS spectra are typically
recorded at frequencies higher than 0.1 Hz, thus missing these low-

Figure 11. Experimental (dots) and simulated (lines) EIS spectra at RH = 80%, T = 80 °C and x 1O
dry

2
= for the cell currents shown in the polarization curves in

Fig. 8. (a) and (d) Nyquist representations. (b), (c), (e) and (f) Bode representations. All the data were gathered at RH = 80% and the simulations were carried out
considering oxygen mass transport through GDL and CCL by Fick’s law of diffusion.

Figure 12. (a) Experimental (symbols) and simulated (lines) polarization
curves in the Tafel representation of a variation of xO2 at T = 50 °C and
T = 80 °C for RH = 80% considering mass transport contributions by Fick’s
law. (b) Corresponding curves of the platinum oxide coverage.

Journal of The Electrochemical Society, 2023 170 014504

106



Chapter 4.3 Publication III

frequency inductive contributions. In order to explain them we
summarized previous literature sources which allowed us to narrow
down the possible interpretations to complex cathode kinetics
involving intermediates or platinum oxidation, and slow water
management dynamics that influence the ionomer hydration and
thus its conductivity.

We calculated the absolute inductive contributions by subtracting
the low-frequency real-axis-intercepts (f≈ 1 Hz) of the capacitive
EIS from the local slopes of the polarization curves which we
obtained by numerical derivation. Therewith, we investigated the
influence of the operating conditions on the inductive loop in a full
factorial fashion, which was done for the first time to our knowledge.
We found that the size of the inductive loop strongly depends on the
current density and the relative humidity; however, the effect of
temperature and oxygen partial pressure is minor but not negligible.
Thus, the inductive loop (in Ωcm2) is largest at low load even though
its influence on the slope of the polarization curve is proportional to
the current density and therefore increases with increasing load.
Further, decreasing the relative humidity increases the inductive
loop and decreasing the oxygen partial pressure increases it at high
current density. Based on our previous characterization of the
ionomer resistances as a function of the current density depending
on the relative humidity we could quantify the inductive contribu-
tions originating from slow ionomer hydration. We pointed out that
these contributions play almost no role at all at wet conditions and
are important only at medium to high currents at dry conditions.
Hence, we could prove that the inductive effects at small current
density come almost exclusively from ORR kinetics effects within
the cathode electrode, even though we observed a small additional
process of ⩽10 mV dec−1 at dry conditions that is not proportional to
the current density.

Finally, we proposed a new approach to model the cathode
kinetics following a single-step Tafel equation for the oxygen
reduction reaction and an additional equation for the platinum
oxidation reaction. The latter influences the effective exchange
current density of the ORR step through the fraction of available
platinum surface, therefore also affecting the apparent Tafel slope.
We integrated this approach into a dynamic, isothermal, one-
dimensional through-plane FEM model reaching from the anode
side of the membrane to the cathode gas channel. By using the
current-step method we got one complete EIS spectrum per
computation and we simulated cyclic voltammetry responses by
switching off the ORR and imposing a succession of voltage ramp
up and ramp down. Based on this fast model we performed an
extensive parameter study that helps understanding the influence of

each quantity on the steady-state and EIS response. We parameter-
ized the model for high relative humidity conditions based on both
polarization and EIS data and despite the good match between
simulation and experiment over a wide range of operating condi-
tions, the polarization curves showed deviations at high current
densities. We attributed these deviations to oxygen transport in the
porous media and minimized them by adding Fickian diffusion
physics in the GDL and CCL. Our validation study based on this
final model showed an improved match between simulation and
experiment for both polarization curves and EIS spectra, high-
lighting that our model approach is well-suited for PEMFCs.
According to this, we proposed a simple model which presents a
good compromise between complexity, parameterability and accu-
racy and which brings the reconciliation of steady-state performance
and EIS signatures in differential PEM fuel cells one step forward. In
future works, this model could be complemented by ionomer
hydration dynamics in order to simulate also dry conditions, or it
may directly be integrated into complete MEA models in order to get
even deeper and more precise insights into PEMFC performance.
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5 Significance of the Studies in the
Literature Context

Currently in the PEM literature, even though there are still some recent steady-state and
EIS modeling studies either yielding full MEA models [89, 141] or focusing on specific
cell effects [90], there is a lack of studies combining both proper experimental charac-
terization and the development of user-friendly models. Furthermore, even recent mod-
els often rely on parameterizations which become increasingly outdated, as deplored for
instance by Dickinson and Smith [22]. Even worse, parameters not seldom originate
from several different sources working with different materials in their studies and in de-
tailed/sophisticated models sometimes many parameters are only estimated. Vetter and
Schumacher also pointed out the important scatter in material parameterizations that
are available in the literature [141,142], making the choice of the right material laws even
more difficult. As a consequence, PEMFC function is still not completely understood.
Despite all this, literature works increasingly focus on optimization and cost reduction
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Figure 5.1: Structure of this cumulative doctoral thesis and interplay of the publications.
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through novel materials as well as understanding aging phenomena.

This work aimed at addressing the proper characterization of important material laws
and proposing meaningful models for cell performance and EIS. Whenever possible, the
parameters were varied systematically in a full factorial fashion and control measurements
were carried out to ensure good measurement quality, which is an important attribute of
this work since the availability of sufficient proper data is often the bottleneck in literature
studies. As it was already mentioned previously, the order of the publications followed
a clear meaningful thread towards the parameterization of a model for differential cells
with the focus on an enhanced ORR modeling approach. This is also shown in Fig. 5.1
which shows how the papers built upon each other.

In the first paper, important ionomer properties were investigated and quantified as
these are always important to understand performance signatures. As explained in sec-
tion 3.2, hydrogen crossover yields a small shift in the cell current density. However,
even only a small shift that is not accounted for might lead to erroneous interpretations
in Tafel analyses. Thus, hydrogen permeation was characterized by voltammetry tech-
niques. Also, proton conductivity of the membrane and the catalyst layer play a major
role in the polarization processes with increasing importance at dry conditions. Therefore,
these properties were measured and investigated intensively by EIS techniques. Then,
based on these results, the actual investigation of the ORR kinetics was started in the
second paper, complemented by an investigation of the anode contributions and followed
by a first loss separation analysis which also contains an estimation of oxygen transport
losses by limiting current techniques. It came out that the correction of performance
signatures by the ionomer contribution is important before the quantification of the ki-
netics and that at low current densities, the anode contributions only play a very small
role. At high currents, however, deviations from the models were observed that could
not be solely attributed to mass transport issues. Moreover, it was pointed out that an
EIS-based evaluation of Tafel slopes leads to discrepancies with respect to the classical
polarization-based Tafel analysis. Thus, it was concluded that more sophisticated kinetic
laws for the ORR are needed, which was addressed in the third publication. There a new
simple model of the ORR combined with PtOx kinetics was proposed that reproduces the
half-cell potential-dependent change in the Tafel slope as well as the low-frequency induc-
tive loop in EIS linked to slow PtOx relaxation, which was quantified in a full factorial
fashion experimentally. This model was also complemented by Fick’s law of diffusion to
take oxygen transport within the GDL and CCL into account, which is a process of high
time constants. Hence, from a global point of view, it can be said that aside from the
logic behind the order of publication, there is also a tendency going from the processes
with the lowest time constants to those with the highest time constants.

In order to contextualize the final performance and EIS model that came out of this
work, it is necessary to discuss previous literature modeling approaches. The simplest
model of the steady-state performance is the one given in (3.1) which is a 0D model
containing the most important contributions to voltage loss and is often used for both
differential and non-differential cells. The parameters of this model can be obtained
experimentally as explained all along in this work. For the cathode kinetics, such models
often used Tafel or Butler-Volmer representations with one intrinsic slope of -70 mV/dec,
even though some rare studies aim at capturing the oxide coverage effects on the catalyst,
e.g. by scaling the ECSA and thus the effective exchange current density by the fraction
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of free platinum surface such as Subramanian et al. [80]. More advanced studies employ
1D through-plane models that resolve the distribution of the field variable through the
layer depths. Often, the anode is neglected, the membrane represented as a simple resistor
and the focus is set on the cathode side (CCL). When pure oxygen is used and losses
caused by reactant transport are negligible, the equations that come into play are charge
conservation and Ohm’s law as presented in (5.1). Of course, these equations must be
used in their transient form to access EIS:

Cdl

LCCL

· ∂η
∂t

+∇ (−σp · ∇φp) = Sct , (5.1)

with Cdl the double layer capacity, LCCL the CCL thickness, η the kinetics overpotential,
σp the protonic conductivity and Sct the source term from finite charge transfer. The
latter is, as previously, a kinetics law such as the ones of Tafel or Butler-Volmer. If the
oxygen transport resistance cannot be ignored, Fick’s law of diffusion must be added to
the problem:

εp · C ·
∂xO2

∂t
+∇(−C ·DO2 · ∇xO2) =

Sct

4 · F , (5.2)

where C is the concentration, xO2 the oxygen mole fraction and εp the layer porosity. This
can also be solved in the GDL if the latter is modeled explicitly, or the losses caused there
can be computed via an adapted boundary condition. This system of partial differential
equations admits an analytical solution for the steady-state and sometimes even for the
EIS when some specific simplifications are made, i.e. if proton and/or oxygen transport
is fast [58, 143]. If both conditions apply at the same time, i.e. at low cell currents and
well humidified conditions, the general expression of the well-known TLM for EIS spectra
is obtained [110]:

Z(ω) = RΩ +
Rp√

Cdl · i · ω ·Rp + Rp

Rct

coth

√
Rp · Cdl · i · ω +

Rp

Rct

. (5.3)

However, at high current densities or dry conditions, the ratio Rp/Rct increases, leading
to a decreasing catalyst layer utilization and then, due to the current dependency of Rct,
this model does not apply anymore. Another effect that can play a significant role is
inhomogeneous distribution of the properties through the layer thickness. For both these
cases, the equations do not admit simple analytical solutions and must therefore be solved
numerically.

The next step towards more complex models capturing more effects in the literature
is often to add more layers, e.g. model the anode side and separate the GDL into GDB
and MPL, and to add more equations to capture further physics such as water transport
in all phases and energy transport. Such models are referred to as complete MEA mod-
els. Furthermore, more dimensions can be added by a channel and land separation or by
explicit modeling of the gas channel dimension, which are called across-the-channel and
along-the-channel, respectively. However, this was out of the scope of this work which
focused on providing a simple 1D through-plane model which can be parameterized with
manageable effort and is capable of capturing both steady-state and EIS signatures prop-
erly. To do so, as mentioned above, a new simple model of the ORR containing PtOx
kinetics was implemented as explained in detail in the third publication (section 4.3). The

111



Chapter 5 Significance of the Studies in the
Literature Context

additional PDE for the oxide coverage was implemented as:

Γ

LCCL

· ∂θ�
∂t

= SPtOx , (5.4)

with Γ the molar quantity of available active surface platinum, θ� the fraction of free
platinum surface and SPtOx the platinum oxide source term. Before, such simple 1D
models mainly used Tafel or BV formulations in the literature, which cannot reconcile
steady-state and EIS signatures as they contain one single intrinsic Tafel slope and thus
yield too small Rct and no low-frequency inductive loop. However, even in the model of
this work, very fast oxide coverage effects were contained effectively in the capacitive Rct

and not modeled explicitly by micro-kinetics which are very challenging to parameterize.
Thus, this model represents a meaningful compromise between accuracy and complexity
and can be seen as a valuable addition to the existing literature models from Kulikovsky
for instance. Moreover, models in the literature are seldom parameterized and validated
for a consistent full factorial dataset coming from one set of materials as it was done in
this work, which enhances its quality.

However, one important weakness of this model is that ionomer humidification was
considered in a simplified way by applying the local equivalent conductivities of membrane
and catalyst layer for each simulated load point as they were measured experimentally
by EIS techniques at high frequencies and fitted by TLM approaches. Hence, the slow
transient load-dependent contributions of water management coming from ∂R/∂j which
yield low-frequency inductive features as demonstrated in the last publication were not
taken into account. These slow contributions were estimated based on the measured
resistance values. However, the final model was not able to account for these physics
and thus was only suited for modeling high humidity conditions. To solve this issue
pragmatically, an additional PDE can be added to represent the conductivity dynamics
withing the PEM and the CCL, as demonstrated recently by Kulikovsky [90]. Coupled
with a function giving the layer conductivity based on the relative humidity and the
current density as an enhancement of the previous method, this provides the low-frequency
inductive contributions coming from slow ionomer hydration. In the end, the final model
is based on the following PDEs:

Cdl

LCCL

· ∂∆φ

∂t
+∇ (−σp∇φp) = −n · ν1 + ν2

LCCL

(5.5)

Cdl

LCCL

· ∂∆φ

∂t
+∇ (−σe∇φe) =

n · ν1 + ν2

LCCL

(5.6)

Γ

LCCL

· ∂θ�
∂t

= − ν2 · nPt

LCCL · F
(5.7)

εp · C ·
∂xO2

∂t
+∇(−C ·DO2 · ∇xO2) = − n · ν1

LCCL · 4 · F
(5.8)

τp ·
∂σ

∂t
+ σ = σ0 (5.9)

The first four equations are explained in detail in the third publication contained in
section 4.3. In the last equation, which was newly added to the set of previous PDEs,
τp represents the time constant of the process, which is chosen above 10 s for both the
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Figure 5.2: Conductivities σPEM and σCCL depending on the cell current and the relative
humidity for 50◦C (a and c) and 80◦C (b and d). The black dots represent the
values determined from measurement with the help of a TLM and the surfaces
represent the model fit.

PEM and the CCL but cannot be properly determined from the data available in this
work. Furthermore, σ represents the field variable for the conductivity and σ0 the steady-
state conductivity depending on the current density and the relative humidity at given
temperature. The latter was parameterized by fitting a polynomial to the data as given
by

σ0(j, RH) = p00 + p01 · j + p10 ·RH + p20 · (RH)2 + p30 · (RH)3

+ p11 · j ·RH + p21 · j · (RH)2 ,
(5.10)

where σ0 is given in S/cm, j is in A/cm2 and RH is dimensionless between 0 and 1. The
parameters obtained from the equation fitting to the data are given in Table 5.1 and the
fitting results are shown in Fig. 5.2 for 50◦C and 80◦C. It can be seen that fitted surfaces
match the experimental data (black dots) well.

It can be seen in Fig. 5.3 that in addition to the results shown in the third paper
in section 4.3, the model is now able to capture low-humidity effects coming from the
slow ionomer hydration physics and matches the experiments quite well. As expected,
the spectra at low current densities are unspectacular as solely Rp is affected at high
frequencies and everything else seems to be similar to the wet conditions shown in the
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datamodela)

c)b)

d)

f)e)

Figure 5.3: Experimental (dots) and simulated (lines) EIS spectra at RH = 30 %, T = 80 ◦C
and xdry

O2
= 1 at different cell current densities. a) and d) Nyquist representations.

b), c), e) and f) Bode representations. All the data were gathered at RH = 30%
and the simulations were carried out considering oxygen mass transport through
GDL and CCL by Fick’s law of diffusion as well as ionomer humidification tran-
sients. The spectra were shifted on the real axis for the sake of clarity.

third publication. It is important to notice that the spectra have been shifted on the real
axis by their respective RΩ value so that they all have the same axis intercept of 0 Ω cm2 for
the sake of visibility. Moreover, the inductive loop does not seem to be affected by the low
humidity. At current densities above 0.1 A/cm2, however, the capacitive loop is strongly
affected by the decrease in relative humidity, which is due to the decreasing catalyst
utilization caused by the low proton conductivity. Also, the inductive loop which is now
composed of the PtOx relaxation as well as of the ionomer hydration features is larger
than at wet conditions. Figure 5.4 demonstrates the good match between experiment
and simulation for both Rct and |Rind| at dry (a) and at wet (b) conditions. It gets
clear that the model is now able to predict the size of the low-frequency inductive loop
properly and got better even at the wet conditions at high current density compared

Table 5.1: Fitted parameters of eq. (5.10) for the PEM and CCL at 50◦C and 80◦C.

T p00 p01 p10 p20 p30 p11 p21
◦C S/cm S·cm/A S/cm S/cm S/cm S·cm/A S·cm/A

σ0
PEM 50 -1.48e-2 3.27e-2 8.00e-2 1.82e-1 -1.91e-1 -8.93e-3 -3.55e-2

(S/cm) 80 1.53e-2 6.12e-3 -3.65e-2 2.74e-1 -1.58e-1 5.59e-3 -7.97e-3

σ0
CCL 50 2.16e-3 1.02e-2 1.34e-7 1.22e-7 4.86e-2 4.24e-7 7.75e-3

(S/cm) 80 -4.68e-2 2.29e-2 3.00e-1 -5.69e-1 3.80e-1 -1.04e-1 1.26e-1
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model model

T = 80°C, RH = 30% T = 80°C, RH = 80%

a) b)

Figure 5.4: Experimental (symbols) and simulated (lines) charge transfer resistance Rct and

inductive contribution |Rind| over the current density j at T = 80◦C and xdry
O2

= 1
for RH = 30% (a) and RH = 80% (b). The experimental Rct was obtained by
fitting EIS data to an ECM and |Rind| was obtained as described in section 4.3.

with the result given in section 4.3. Regardless of the relative humidity, the size of
the inductive loop changes linearly with the current density at low loads in the double
logarithmic representation. This behavior comes principally from the oxide kinetics. At
wet conditions, the curve remains linear even at higher currents and starts deviating from
this behavior only at current densities above 0.5 A/cm2. At low humidity, the ionomer
hydration effects are present starting from current densities above 0.1 A/cm2. As already
discussed in the publication, there is small offset of the inductive contribution between
dry and wet conditions even at the lowest current densities. Here, it gets obvious that
it can neither be tackled by the PtOx kinetics nor by the physics representing ionomer
hydration dynamics. This is not an issue however considering the small impact of this
offset on the performance and thus on the analyses performed in this work.

It is also worth mentioning that the model now predicts a growing inductive loop
with decreasing oxygen partial pressure as it was observed in the experiments (see below)
but could not be explained so far. Nevertheless, the accuracy of the model decreases
with decreasing partial pressure and temperature at high current density, which might
come from the strong coupling between all PDEs at such low CCL utilization. Under-
standing these effects and providing better parameterizations for such conditions would
need separate in-depth studies and would therefore go beyond the scope of this work.
Furthermore, as mentioned in the last paper, the time constants of the inductive loop
processes were only estimated as they could not be determined exactly based on the ex-
perimental methods used here. Determining them precisely would require special studies
which was not needed in this work to reach the targets of developing a model capable
of predicting steady-state performance as well as capacitive EIS precisely and quantify
low-frequency inductive contributions meaningfully. This model yields important insights
that are needed to understand the complex low-frequency behavior and therefore the
observed discrepancies between polarization-curve-based Tafel analysis and Tafel slopes
originating from the capacitive charge transfer resistance in EIS.

Based on this model, it is possible to carry out loss separation analyses based on
both steady-state overpotentials from polarization behavior and on differential resistances
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Figure 5.5: Loss separation based on the steady-state overpotentials for selected operation
points. The overpotentials ηORR, ηelectronic, ηPEM, ηH+

CCL, ∆UGDL
O2

and ∆UCCL
O2

were obtained by activating the mechanisms one by one in the model which was
parameterized in this work.
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Figure 5.6: Differential resistance separation based on EIS for selected operation points. The
resistances Rct, RΩ, Reff

p , RO2,MT, RPtOx
ind , Rionomer

ind and RO2
ind were obtained by

activating the mechanisms one by one in the model which was parameterized in
this work.
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from EIS spectra. An example of the first is depicted in Fig. 5.5 for important operating
conditions and an example of the second is given in Fig. 5.6. It is important to emphasize
that the loss separation was obtained by repeating each simulation at given conditions
multiple times and deactivating one physics at a time, i.e. by setting unphysically high
transport properties in order to reach a negligible impact on the cell behavior. This is
the simplest way to probe the effect of a single transport mechanism. Furthermore, the
anode contribution to the performance is not taken into account in this analysis as the
ACL operates in the linear regime with a resistance� 10 m Ω cm2, leading to a very small
potential drop even at high current density. The overpotentials shown in Fig. 5.5 confirm
the original postulate of this work saying that the cathode kinetics yield by far the most
important overpotential at any typical operating condition with state-of-the-art materials.
It can be seen however that this contribution increases only slowly with increasing current
density as compared to the other contributions. Voltage drop caused by oxygen transport
from the channel to the electrode seems to play a significant role only above 1 A/cm2 even
at low oxygen partial pressures and is highest at cold conditions. At dry conditions, the
effective protonic resistance of the CCL seems to be slightly higher at low temperature,
while the membrane resistance is much higher at warm than at cold conditions. The
relative humidity and oxygen partial pressure variations in Fig. 5.5 permit to quantify the
influence of those parameters, however they do not yield any surprising result.

Figure 5.6 depicts a similar analysis based on a decomposition of EIS spectra, i.e. from
the differential resistance point of view, which corresponds to the local slope of the steady-
state polarization curve. From the two first diagrams a and b, the strong coupling of the
effects within the catalyst layer gets clear: the oxygen concentration has a strong impact
on both Reff

p and RO2,MT in the capacitive part as well as on the low-frequency inductive
part. This demonstrates that it is challenging and probably not meaningful to consider
the effects separately. From the comparison of the two latter diagrams with the third
and fourth diagrams c and d it can be learned that oxygen transport is less important at
high humidity conditions, i.e. when the CCL utilization is still high. Then, the humidity
variations at 0.1 A/cm2 and 1 A/cm2 in e and f show similar behavior but on a different
scale and prove two facts: again, that oxygen mass transport contributions are higher
at low humidity conditions, and that low-frequency inductive signatures coming from
slow ionomer hydration are large only at high current densities and low humidity. The
oxygen partial pressure variation in the two last diagrams g and h confirms the previous
statements and strongly emphasizes the importance of the oxygen partial pressure on both
the capacitive and the inductive loop, which is higher the lower the relative humidity is.
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6 Conclusion and Outlook

In this doctoral thesis, characterization methods to determine macro-homogeneous mate-
rial properties were elucidated and performance models which reproduce steady-state as
well as EIS behavior were developed. The focus was set on understanding the role of the
main operating parameters which are the relative humidity, temperature, oxygen partial
pressure and current density. Especially the ORR kinetics occurring on the cathode side
was investigated in detail since it leads to the highest performance drop at most operating
conditions and is still subject to discussions in the literature. Therefore, special care was
taken to gather a comprehensive and consistent dataset where the operating parameters
were varied systematically in a full factorial manner whenever possible. This is one at-
tribute that particularly distinguishes this work from others in the literature, where the
quantity and quality of available data are sometimes lacking and thus authors fall back on
diverse other sources to feed their models with material parameters. In the experiments of
this work, long hold times for stabilization of each point and regular state-of-health checks
by reproducing polarization curves as well as cyclic voltammetry guaranteed high data
quality. To do so, a subscale test station from FuelCon was commissioned and fully auto-
mated in order to allow for proper and reproducible testing of the state-of-the-art MEA
materials which were mounted in a differential cell setup from Baltic FuelCells. The latter
was used to minimize the influence of design parameters and operate the cells as homo-
geneously as possible since the characterization of macro-homogeneous layer properties
requires a differential approach, i.e. no in-plane gradients. Thus, all the considerations in
this work were 0D or 1D through-plane. Since several loss mechanisms such as electrode
kinetics, proton and oxygen transport overlap during fuel cell operation, the ORR over-
potential is not directly accessible. Therefore, the performance needed to be investigated
integrally.

In the first publication, ionomer-related properties were characterized extensively by
voltammetry and EIS techniques. A study in H2/N2 configuration, i.e. with a blocked
working electrode, proves the equivalency of CV and LSV regarding the determination
of the transport-limited hydrogen crossover based on a statistical analysis for one-factor-
at-a-time variations of the hydrogen partial pressure on the anode side pH2 , the relative
humidity rH and the temperature T . This was completed by a small study with online
gas analysis of the cathode exhaust stream which also shows consistent results with the
LSV measurements. Furthermore, the absolute pressure variation and hydrogen partial
pressure variation by mixing H2 and N2 showed that crossover indeed obeys a simple per-
meation law in which the crossover flux increases linearly with increasing pH2 . Recording
several CVs in both H2/N2 and N2/H2 configurations allowed to determine the rough-
ness factors of the cathode and anode electrodes by integration of the hydrogen sorption
and desorption peaks and taking the average of both values for each electrode. Then, a
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second even larger measurement campaign with full factorial parameter variations in a
broad space served to measure the hydrogen crossover rates at all conditions and thus to
parameterize a model of the permeation coefficient which was used afterwards in model-
ing. This model consists of an Arrhenius-type prefactor and an exponential dependency
on RH and an activation energy of 20 kJ/mol was found. Even though the permeation
coefficient is in the same order of magnitude as typical literature parameterizations, the
RH-dependency is slightly different.

Subsequently this measurement campaign was also used to record EIS at each condition
and therewith extract the ohmic resistance RΩ = R0 and the protonic resistance of the
cathode electrode Rp at well-defined equilibrium conditions. This was done by fitting
the parameters of a blocking cathode TLM containing constant phase elements instead
of capacitances in order to compensate the increasing deviation from the ideal behavior
with decreasing humidity. To deconvolute Rω into the membrane resistance RPEM and the
electronic resistance Relectronic, measurements without a CCM, i.e. only with two GDLs
facing each other with the MPL side, were conducted to approximate the electronic contact
and bulk resistances to 15 mΩ cm2. Then, a model similar to the one for the permeation
coefficient was parameterized for both quantities and yields 7 and 9 kJ/mol for RPEM

and Rp, respectively. Again, these models point out differences with respect to previous
literature parameterizations even though the values lie in the same orders of magnitude
and thus show the necessity to properly characterize new materials instead of falling
back to outdated literature values. Through a third measurement campaign containing
EIS measurements under load in H2/O2 mode, the change of the ionomer resistances
due to water production was analyzed. This water production causes the resistances to
decrease with increasing current density and is most pronounced at cold and dry operating
conditions. The implication of this effect is that the correction of polarization curves by
the ohmic loss contributions based only on EIS measurements obtained in H2/N2 mode
should be considered carefully as this might lead to important deviations at dry conditions.
Again, a TLM-based approach was used to fit the EIS spectra; however, an iterative high
current density model was selected which is able to capture both uniform and non-uniform
electrode utilization. The latter is relevant at high Rp and low charge transfer resistance
Rct, i.e. mostly at dry conditions and high current density. This evaluation of the ionomer
resistances depending on the current points out the massive influence of RH and T on
the cell performance. At high cell temperatures, there is a slow decrease of the resistances
over the current density, while at low temperatures the resistances drop sharply since less
water can be uptaken by the gas phase and converge to one specific resistance which is
independent of RH. This effect was emphasized by tracking the current density at which
Rp reaches its saturation value (i.e. RH = 100%) in H2/N2 mode depending on RH and
T . This last H2/O2 measurement campaign represents the main dataset of this work and
contains also the measurements that were used in the next publications, thus it laid the
foundation for deeper investigations of the kinetics and oxygen mass transport losses.

In the second publication, the goal of complete parameterization of a meaningful model
for differential PEMFC behavior with a special focus on the ORR was pursued further.
The hydrogen and oxygen kinetics (HOR and ORR, respectively) as well as oxygen mass
transport contributions were investigated deeply based on polarization and EIS data. On
the one hand, a dataset containing variations of RH, T , pH2 and j in proton pump mode
(H2/H2) was used for the analysis of the anode contributions. On the other hand, the
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main H2/O2 dataset from the previous publication containing systematic variations of
RH, T , pO2 and j was used for the analyses of the ORR and the loss contribution sep-
aration. First, EIS in H2/H2 configuration allowed to visualize and quantify the proton
pump performance signatures. By employing DRT and by fitting the parameters of a
classical TLM, the strongly pH2- and RH-dependent high-frequency loop was assigned to
a combination of HOR kinetics and proton transport in the catalyst layer. This leads
to an effective exchange current density which actually depends on the conductivity of
the ionomer in the catalyst layer. Even though the low-frequency loop could not be un-
ambiguously assigned to a specific process, it was shown that it is strongly dependent
on both pH2 and RH as well. Moreover, it was noticed that in the absence of O2, CO
surface poisoning can strongly impede HOR kinetics and lead to erroneous characteriza-
tions when overlooked. The effect is small at 80◦C but severe at 50◦C. To counter this,
a fast and simple recovery procedure to oxidize parasitic CO almost simultaneously in
both electrodes based on voltammetry was implemented. This made a poison-free pa-
rameterization of the anode loss contribution possible based on linearized Butler-Volmer
kinetics which yields an activation energy of 18 kJ/mol. Depending on T and pH2 , the
effective exchange current density lies between 170 and 408 mA/cm2

Pt, meaning that the
effective resistance is always way below 10 mΩ cm2 and thus that the anode contributes
only marginally to the performance loss with the state-of-the-art materials used in this
study.

Then, a full factorial parameterization of the ORR kinetics based on a simple Tafel
law with an exchange current density depending on pO2 and T was conducted. For this
purpose, steady-state polarization curves obtained in fuel cell mode with {O2, N2} or {O2,
He} mixtures on the cathode side came into play. These curves were corrected by the
ionomer contributions characterized in the first publication. Additionally, the humidity
dependency of the ORR was investigated by the comparison of a pH2O-dependent with
a pH2O-independent model. The comparison shows that assuming a constant water ac-
tivity of 1 is justified for the characterization and modeling of the ORR based on Tafel
kinetics even under dry conditions. An activation energy of approximately 70 kJ/mol
and a reaction order of 0.5 were found, which are in accordance with previous literature
findings. Furthermore, oxygen mass transport contributions to the overall cell voltage
were quantified by steady-state and transient limiting current measurements. In combi-
nation with the previously developed models for the ohmic and kinetic losses, this permits
a quantitative loss separation and confirms that for the whole range of conditions cov-
ered by the dataset, the simple Tafel law with one intrinsic slope is sufficient to capture
the (steady-state) ORR kinetics down to half-cell potentials of 0.8 V. At lower half-cell
potentials, however, the analysis becomes limited by uncertainties in the accounting of
mass transport effects. This is the case because available methods are not able to probe
oxygen transport alone without affecting the internal state of the cell at the same time,
as demonstrated by the comparison of SLC and TLC measurements. Nevertheless, the
dataset reveals systematic trends on the capacitive EIS response of the ORR that are not
covered by the Tafel law even at low current densities. Further, discrepancies between
Tafel slopes from polarization-based data and EIS-based evaluations hint at more complex
electrode kinetics, which were addressed in the last publication.

In the third publication, the low-frequency inductive phenomena in differential PEMFCs
were investigated based on both numerical simulation and experimental techniques involv-
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ing the main H2/O2 dataset. First it was explained that the discrepancies between the
polarization curve slopes and the slopes obtained from Rct evaluation considering a Tafel
law are caused by the low-frequency inductive features (positive imaginary part) in EIS
of 30 to over 150 mV/dec depending on the operating conditions. An analysis of previ-
ous literature permitted to narrow down the possible origins of the inductive features to
more complex cathode kinetics involving platinum oxides and to slow water management
dynamics that influence the ionomer conductivity. Then, the absolute inductive contri-
butions were computed by subtracting the low-frequency real-axis-intercepts (f ≈ 1 Hz)
of capacitive EIS from the local slopes of the polarization curves which were obtained by
numerical derivation. Therewith, the influence of the operating conditions on the induc-
tive loop could be investigated in a full factorial fashion. This showed that the size of
the inductive loop is strongly dependent on RH and j; however, there is also a small but
non-negligible effect of T and pO2 . Thus, the inductive loop (in Ωcm2) is largest at low
load, even though its influence on the local slope is proportional to the current density and
thus increases with increasing j. Further, decreasing RH or pO2 increases the inductive
loop strongly at high currents. Based on the previous full factorial characterization of the
ionomer resistances, the inductive contributions originating from slow ionomer hydration
could be estimated and thus allowed a separation between these effects and kinetic contri-
butions. It could be shown that these ionomer contributions play almost no role at high
RH conditions and are only important starting from medium currents at dry conditions.
Hence, this is proof that the inductive effects at small current density originate almost
exclusively from ORR-linked effects within the CCL, even though a small additional pro-
cess of ≤ 10 mV/dec that is not proportional to j was observed at dry conditions. A
new approach to model the cathode kinetics was proposed following a single-step Tafel
law for the ORR and an additional equation for the slow platinum poisoning reaction by
surface oxides which results in an inductive loop. This model assumes that the poisoning
influences the effective exchange current density of the ORR and thus also its apparent
Tafel slope through the fraction of available platinum surface. This approach was then
integrated into a dynamic, isothermal, one-dimensional through-plane FEM model which
is able to simulate polarization curves as well as EIS by using the current-step method,
complemented by CV simulations obtained by switching off the ORR and imposing a
succession of voltage ramp up and ramp down. Based on this fast model, an extensive pa-
rameter study could be performed. The model for the kinetics was parameterized for high
RH conditions based on both polarization and EIS data. After adding Fickian diffusion
physics in the GDL and CCL, the final model shows an unprecedented match between
simulation and experiment for both polarization curves and EIS spectra. Hence, a new
simple model is proposed which presents a good compromise between complexity, param-
eterability and accuracy and at the same time brings the reconciliation of steady-state
performance and EIS signatures in differential PEMFCs one significant step forward.

In Chapter 5, aside from recapitulating the link between the publications of this work
and their significance in the current literature context, the model from the third pub-
lication which builds on all the previous results of this work was successfully extended
by physics representing the slow ionomer hydration dynamics. This was done to enable
accurate simulations at dry conditions, which were not possible until then. To do so,
functions representing the PEM and CCL conductivities depending on the relative hu-
midity and the current density were needed. This was obtained by fitting polynomials
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to the experimental data which were previously evaluated by TLM techniques. This re-
sulted in the final model of this work which demonstrates that dry conditions can also be
simulated meaningfully and even that the match between experimental and modeled in-
ductive contributions is better at high RH. Moreover, a pO2 dependency of the inductive
loop as it was observed in the experiments is now obtained in the model, caused by the
complex interplay of oxygen and proton transport as well as the oxidation state within
the CCL. Finally, the model was employed for a new comprehensive loss analysis based
on both steady-state overpotentials and differential resistances from EIS with a higher
degree of separation into individual contributions than known from literature. This study
permitted to elucidate the most important loss mechanisms in state-of-the-art PEMFCs
depending on the operating conditions. It can therefore be stated that in the end the
most important targets of this work are achieved. Beyond that, further interesting open
points were discussed, which can be given as an outlook of this work.

In future works, critical operating conditions at which the model accuracy decreases
compared with the baseline conditions and parameterization procedures tailored for such
conditions should be investigated in more detail, e.g. at low pO2 , low T or low RH. How-
ever, the catalyst utilization might be strongly inhomogeneous at such conditions. Thus,
it would be necessary to examine whether a model as proposed in this work can compute
such conditions accurately or if complete MEA models containing detailed water and en-
ergy management are needed. One point that needs to be analyzed is the representation
of anode drying effects caused by electroosmotic drag (EOD). Furthermore, experimental
techniques are needed to properly deconvolute the low-frequency inductive processes and
calibrate their time constants as they are not accessible based on the experiments of this
work and thus were estimated. For this purpose, so-called negative DRT represents a
promising approach, even though measuring EIS at frequencies below 1 Hz remains tech-
nically challenging. Finally, besides investigating MEA performance, the model of this
work can serve as a basis for physical aging modeling. Moreover, it can be integrated
into complete cell models for the sake of upscaling towards stack and system simulation
with the ultimate goal of improving efficiency, lifetime and costs. Hence, such models are
essential in fuel cell and fuel cell system engineering in the effort of reaching a large-scale
market entry.
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[106] A. M. Gómez-Maŕın and E. A. Ticianelli. A reviewed vision of the oxygen reduction
reaction mechanism on Pt-based catalysts. Current Opinion in Electrochemistry,
9:129–136, June 2018.
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a) b)

c) d)

j

j

Figure S2: a) to c) Thickness-normalized values of Figure 4a, Figure 4c and Figure 4d respectively. d) Plot of the
reproduction of the measurement jcrossover = f(pH2,anode). The data were acquired at rH = 70 % and T = 70 ◦C as
described in the experimental section of the paper.

2

138



Chapter A.1 Supplementary Information Publication I

b)a)

Figure S3: Measured permeation coefficients (in-house) for H2 at rH = 70 % over T of this work, compared with
measured permeation coefficients of Sakai et al. [1, 2] for NafionR© N117 and fitted models of Weber et al. [3]. a)
Values as chemical fluxes. b) Values as electrochemical fluxes corresponding to the values of a) that were converted
into electrochemical quantities by Faraday’s law (2F for H2 and 4F for O2). In b), the H2 and O2 values for NafionR©

correspond well, showing that the molar flux of Oxygen is approximately half the flux of hydrogen.

0.016

0.025

a) b)

T = 22 °C

1.3 MPa
0.9 MPa

1.3 MPa
0.9 MPa

1.3 MPa

Figure S4: Approximation of the contact and bulk resistances of the setup for getting RPEM out of R0 (also
called RΩ) by characterizing the system (anode flow field|anode GDL+MPL|cathode MPL+GDL|cathode flow field).
a) Potential drop measurement over the current density for two clamping pressures at ambient temperature. b)
Impedance measurements for different temperatures and clamping pressures.
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a) b)

T = 50 °C, rH = 50 % T = 80 °C, rH = 50 %

d)c)

Figure S5: Comparison of H2/N2, H2/H2 (”proton pump” mode at OCV) and H2/O2 (j = 20 mA/cm2) EIS at
T = 50 ◦C and T = 80 ◦C. a) and b) show the Nyquist representations and c) and d) the associated Bode plots.
This shows that there is a process in the H2/N2 and H2/H2 modes with a high activation energy (pronounced at cold
conditions and low at high temperatures) that seems to be absent in the H2/O2 mode. This process has to be taken
into account when fitting Rp from the H2/N2 EIS data.
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T = 50 °C T = 60 °C

T = 70 °C T = 80 °C

T = 60 °CT = 50 °C

T = 80 °CT = 70 °C

Figure S6: Detailed view of RPEM and Rp and their local fits to semi-empirical power laws. The values are listed in
Table 1. In all four Rp plots, ”TLM data” represent the initial fitting results to the ”blocking” TLM. The ”TLM+RQ
data” and ”TLM data 2” represent the values obtained from individual fits with initial guesses taken from the global
fit to all the spectra simultaneously as described in the results section of the paper. At low temperatures (T = 50 ◦C
and T = 60 ◦C), the RQ-element served to fit the additional process.
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Figure S7: EIS spectra of an rH variation under load at j = 1 A/cm2, T = 80 ◦C and ptotal = 1.5 bara

(V̇H2 = 1300 sccm, V̇O2 = 2000 sccm). Both the measured data (dots) and the individual fits (solid lines) are
shown. Here, the low-frequency shoulders were fitted with a Warburg term placed in series with our TLM model,
but they were discarded from the discussions in the results part of the paper.

a) b)

d)c)

T = 60 °C

T = 60 °C T = 70 °C

T = 70 °C

H2/N2

Figure S8: Representation of the ionomer resistances RPEM and Rp obtained under load for several gas stream
humidities (rH = 30 % to rH = 90 %). The values have been obtained by fitting EIS spectra under load to the ECM
shown in Figure 8a. For RPEM, we subtracted the 15 mΩcm2 caused by contact and bulk resistances of the setup
like in our H2/N2 study. The black diamonds represent the resistances from the H2/N2 operation and the black solid
lines the rH = 100 % conditions. a) Shows the membrane resistances at T = 60 ◦C, b) the membrane resistances at
T = 70 ◦C, c) the CCL proton resistance at T = 60 ◦C and d) the CCL proton resistance at T = 70 ◦C.
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Experimental: materials, techniques and measurement quality

Materials

Figure S1 shows typical cyclic voltammograms of the cathode and anode electrode of the 12 cm2 Gore R©

PRIMEA R© MEAs (W.L. Gore & Associates, Elkton, MD, USA) we used in this work (CVs are the same
as in Fig 2 in the body of this work). The platinum loadings are of 0.4 mgPt/cm2 in the cathode and
0.05 mgPt/cm2 in the anode.

a) b)

30
60

166
42

Figure S1: a) CV of the cathode and b) on the anode side. The conditions were rH = 100 %, T = 40 ◦C and
ptotal = 1.0 bara, recorded with a sweep rate of 100 mV/s from 70 mV to 900 mV.
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EIS and DRT

Figures S2a and S2b show some typical EIS spectra and their according DRTs, which are in accordance with
previous literature results [1] since four or five peaks are visible in the H2/O2 configuration depending on the
operating conditions. From the lowest frequency peak P1 to the highest frequency peak P5 we have: oxygen
mass transport (P1), ORR kinetics (P2) and proton transport in the catalyst layer (P3 to P5). Of course,
if the time constants of the processes are very close or even completely overlapping, this DRT technique is
also limited. However, it can be very helpful to get a better understanding of the influence of parameter
changes. The low-frequency inductive features were discarded in this study, though they will be the main
focus of our next publication. Figures S2c and S2d show the variation of the regularization parameter λ for
two current densities. Setting λ too low leads to non-deconvoluted processes, whereas a too high λ can lead
to misinterpretation due to erroneous peaks coming from the measurement noise [1]. For our analyses we
chose λ = 1 · 10−5.

c) d)

a)

b)

discarded here

1 A/cm20.24 A/cm2

λ = 1e-5

P1

P2

P3
P4 P5

Figure S2: a) EIS and b) according DRT of the capacitive part for a T -variation with pure O2 at rH = 30 %
and j = 1 A/cm2. c) Variation of the regularization parameter λ at j = 0.25 A/cm2 and d) j = 1 A/cm2. The
measurements in c) and d) were made in a 25 cm2 differential cell with pure O2 at rH = 70 % and T = 80 ◦C.
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Measurement quality and degradation tracking

To make sure that our samples did not degrade during the measurements, we built in several CV measure-
ments between the different relative humidity levels of our main DOE in fuel cell mode. These CVs were
recorded as described in the experimental subsection of this publication, but at ambient pressure conditions
(ptotal ≈ 1 bara), fully saturated gas (rH = 100 %) and T = 40 ◦C. The according diagrams are shown
in Fig S3a, were it is apparent that there is no degradation of the cathode catalyst layer as all the CVs
almost perfectly overlap. Figure S3b shows the detailed evaluation of the ECSA (= rfcathode/Pt loading)
along our experiments based on the integration of the hydrogen adsorption and desorption peaks. The active
surface area remains almost constant, only exhibiting a slight increase at the beginning (performance was
stable). Figure S3c shows that the double layer capacity and the hydrogen crossover also stayed approxi-
mately constant, proving that there was neither significant electrode nor membrane degradation (thinning
or pinholes). Additionally, we repeated some measurements (mainly the rH = 80 % condition) several times
on different samples to make sure that our polarization curves and EIS are reproducible, which was the
case for the current density range we are interested in (j ≤ 2 A/cm2). Above 2 A/cm2 and depending on
the operating parameters we observed some discrepancies that may have different origins: mass transport
issues due to variations in the GDL samples or their alignment, or water transport hysteresis effects that are
strongly dependent on the sample history. We show some EIS reproduction measurements (4 measurements
on 3 samples) in Figs S3e and S3f, where the lines are the average curves and the error bars represent the
minimal and maximal values of the 4 measurements. The spread is the largest for the highest current density
and the lowest oxygen concentration at low frequencies (in the mass transport dominated part), indicating
that the above assumption is correct. Furthermore, apart from our limiting current measurements, all the
other measurements were at least conducted twice and CVs were conducted before and after each test to
track the state-of-health of our samples and to ensure high data quality.

Finally, it is worth mentioning that all our EIS spectra passed the linear Kramers-Kronig test according
to Boukamp [2] as implemented by Schönleber et al. [3] to ensure linearity, causality and time-invariance of
our data. If these requirements are met by the EIS data, the real part of the impedance and the imaginary
part are linked by the following relations:

ZRe(ω) =
2

π
·
∫ ∞

0

ω′ · ZIm(ω′)
ω2 − ω′2 dω′ (1)

ZIm(ω) =
−2

π
·
∫ ∞

0

ω · ZRe(ω′)
ω2 − ω′2 dω′ (2)

The major criteria to evaluate the quality of the EIS data is then given by the residuals of the Kramers-
Kronik test. The residuals obtained from the linear K-K test for our test run under load (over 1400 spectra)
are shown in Fig S3d and were calculated by

∆Re(ω) =
ZRe,meas(ω)− ZRe,model(ω)

|Z(ω)| (3)

∆Im(ω) =
ZIm,meas(ω)− ZIm,model(ω)

|Z(ω)| (4)

for the real part and for the imaginary part, respectively.
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Residual Re(Z)
Residual Im(Z)

discarded

a) b)

c) d)

e) f)
rH = 80 %, T = 50 °C, αO2 = 1, j = 0.5 A/cm2  rH = 80 %, T = 80 °C, xO2 = 0.25, j = 1 A/cm2  

Figure S3: a) CV of the cathode in course of our H2/O2 DOE at rH = 100 %, T = 40 ◦C and ptotal = 1 bara,
recorded with a sweep rate of 100 mV/s from 70 mV to 900 mV. b) ECSA, c) H2 crossover and double layer capacity
extracted from the CV measurements in a). d) Kramers-Kronig residuals calculated for all our H2/O2 EIS spectra.
e) and f) Bode plots of H2/O2 EIS for two conditions. The error bars represent the maximal deviations of the four
spectra from the average spectrum.
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Ionomer properties: hydrogen crossover and proton conductivities

In our previous work, we focused on characterizing both the ionomer conductivities and the permeation
properties in situ on a real cell setup in a full factorial manner for the operating conditions (relative humidity
rH, temperature T and current density j) [4]. We validated the voltammetry techniques cyclic voltammetry
and linear sweep voltammetry (LSV) techniques against online gas analysis and then primarily used CV to
parameterize H2 permeation depending on the relative humidity and temperature as

ΨH2
=

(
21.33

A

cm2MPa

)
(rH)0.20 exp

(
−18.9 kJ/mol

RT

)
(5)

This expression can directly be implemented in a physical model and can be used to correct our polarization
curves and other measurements for the current shift. The crossover currents for the case of ptotal = 1.5 bara

are shown in Fig S4d for a grid of conditions defined by four temperatures and seven humidities. Even though
the crossover changes during operation under load (decreasing pH2

within the ACL due to H2 consumption
and changing membrane hydration due to product water), we do not take this effect into account. At small
currents, where the shift in the current affects mainly the fitting of the ORR exchange current density and
its Tafel slope, we consider that the constant crossover value is accurate enough for our purposes.

Then, we parameterized the membrane and cathode catalyst layer protonic resistances by fitting a
transmission line model (TLM) containing constant phase elements (CPE) instead of ideal capacities to our
H2/N2 EIS. The expression of this model is Z(ω) =

√
Rp/(Q(iω)n) coth

√
RpQ(iω)n. The CPEs were needed

since the low frequency part of the spectra deviates increasingly from the ideal behavior with decreasing
humidity (non-homogeneous distribution effects). Based on this, we calibrated the following model for Rp:

Rp = (2.20 mΩcm2)(rH)−1.53 exp

(
9.4 kJ/mol

RT

)
(6)

To parameterize RPEM we took the high frequency resistance R0 = RΩ and subtracted 15 mΩcm2 that
are due to the electronic resistance (bulk conductivity and contact resistance) of the GDLs and the setup.
Based on this we got

RPEM = (1.20 mΩcm2)(rH)−1.44 exp

(
7.0 kJ/mol

RT

)
(7)

These parameterizations are represented in Figs S4a to S4c along with the measurements (black dots)
and one can see that the global models match the datasets well. Through EIS measurements under load
(H2/O2), we also investigated the change in the ionomer resistances in operation due to reaction water.
Especially under cold and/or dry conditions this effect is very important and implies that a subtraction
of the proton resistances from the performance based on the H2/N2 resistances is generally not sufficient.
Therefore, all the j ·(RΩ +Reff

p )-free results shown in this paper are based on the effective protonic resistance

Reff
p under load obtained after fitting the according EIS spectra to the TLM model described in our previous

publication [4]. The EIS of two rH-variations under load (one at low and one at high current) are shown
exemplarily in Fig S5.
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c)

a)
b)

d)

j

Figure S4: a) Membrane resistance calculated by RPEM = RΩ − 15 mΩcm2 over rH and T (black dots) from EIS
and globally fitted model (surface). b) CCL proton resistance Rp over rH and T (black dots) from EIS and globally
fitted model (surface). c) Measured permeation coefficient over rH and T (black dots) from CV measurements and
globally fitted Arrhenius-like model (surface). d) Hydrogen crossover values calculated for correcting performance
data based on our parameterization of the permeation coefficient. The values are calculated for ptotal = 1.5 bara and
xdry

H2
= 1. All the plots show values obtained for our 18 µm-thick membrane.
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b)a)
xO2 = 0.25, T = 80 °C, j = 0.2 A/cm2 xO2 = 0.25, T = 80 °C, j = 1 A/cm2

d)c)

Figure S5: EIS spectra and according DRTs in H2/O2 mode recorded under load at j = 0.2 A/cm2 (a and c) and
j = 1 A/cm2 (b and d) for rH between 30 % and 90 %. All the spectra were recorded at ptotal = 1.5 bara, T = 80 ◦C
and xO2 = 0.25 according to the description in the experimental part.
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Anode characterization in H2/H2 mode: effect of CO poisoning

Preliminary remarks: The results presented in this section originate from test runs which were subject to
CO poisoning in course of very long stabilization times. The parameter dependencies are interesting to
investigate nonetheless. This dataset also enabled us to understand the influence of catalyst poisoning on
the performance signatures better and, therefore, to derive a CO recovery step of the anode and cathode
electrodes simultaneously that is useful for characterization in oxygen-free conditions.

First, the fact that the proton pump showed such bizarre behavior (high activation energy and partial
pressure dependency) only when using long stabilization times (> 2 h) prior to the measurements potentially
could hint at different effects: CL poisoning [5] only occuring in H2/N2 or H2/H2 configuration due to the
absence of O2 crossover which is helpful to oxidize the parasitic CO in the anode [6]; or a slow change in the
ionomer behavior caused by an activation/deactivation process in the presence/absence of current [7]. When
operating the cell under load, a stable performance was not obtained and the shape of the EIS was changed
reversibly, with the HF loop changing its size and a relaxing back to the original state at low frequencies.
Degradation mechanisms of the CLs could be excluded since the rf and jH2,crossover did not change along
the experiments and the performance in H2/O2 was not altered.

Then, the multiple CVs we carried out in between the H2/H2 measurements at different operating
conditions showed an additional peak between 0.6 V and 0.9 V and thus allowed us to confirm the hypothesis
of adsorbed CO that poisons the CL surface by blocking the active sites. The fact that CO poisoning is
strongly temperature dependent [8] could explain the activation energy (high resistance at low temperatures)
we measured. Also, the influence of time and CO concentration on the hydrogen kinetics in Pt electrodes and
in PEM fuel cells (steady-state performance and EIS response) was widely studied in the literature and was
in accordance with our observations [5,8–11]. Since the anode loading is lower than the cathode loading, the
effect of poisoning was worse on the anode side in our experiments. Furthermore, we only carried out CVs
on the cathode side during our test runs (which regularly oxidized the CO), meaning that CO accumulated
in the anode over time and was never oxidized. Thus, we had an explanation of the high Eact and the high
pH2

dependency of the kinetics loop.
The parameter variations in Figs S6 and S7 complete our analysis presented in the main part of this

paper. Figures S6a to S6b represent the EIS and DRT for a rH variation with a low pH,2,anode and confirms,
as discussed in the main part, that the HF loop effectively contains two processes: proton transport within
the CLs and HOR/HER kinetics, with only the proton transport being rH-dependent. Figures S6c and S6d
show the EIS and DRT of a temperature variation with pure H2 on both sides and point out the unexpectedly
high activation energy caused by the CO poisoning effect. In Fig S6e, the polarization curves at T = 80 ◦C
are perfectly linear and show resistances that are not unusual for the proton pumping mode despite the fact
that both electrodes were blocked by CO. To emphasize this effect we show a parameterization of the HF
loop of the EIS depending on rH, T and pH2,anode for the poisoned electrodes in Fig S6f and the expression
of RHF that was obtained is

RHF = (4.36 · 10−14 mΩcm2)

(
pH2

pref

)−1.60

exp

(
95 kJ/mol

RT

)
(8)

In Fig S7a we show a hydrogen partial pressure variation for both sides and in Fig S7b the according
DRT. There, one can observe that both processes seem to be partial pressure dependent, even though the
high-frequency process shows a higher dependency than the low-frequency process. The very high influence
of the partial pressure on the anode side confirms that the anode contribution dominates the impedance,
which is not surprising considering the loadings (see above). Figures S7c to S7d depict partial pressure
variations on the cathode side and Figs S7e to S7f on the anode side (Figs S7e and S7f) for T = 50 ◦C.
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a)

b)

c)

d)

0.012

0.013
HER
HER

e) f)

R
H
F

Figure S6: a) and b) rH-variation at OCV and T = 80 ◦C with xA = xC = 0.16. c) and d) EIS for a T -
variation at OCV with pure H2 on both sides. The spectra are shifted by −RΩ on the x-axis. b) and d) show the
corresponding DRT to a) and c) respectively. e) H2/H2 polarization curves at T = 80 ◦C and rH = 100 %. f) Global
parameterization (surfaces) of the high frequency loop of the H2/H2 EIS over rH, T and xA with pure hydrogen on
the cathode side.
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c)

d)

e)

f)

a)

b)

Figure S7: a) and b) Separate pH2 -variation on each side at OCV (Ucell = 0 V), rH = 80 % and T = 80 ◦C. xA

and xC represent the molar fraction of H2 in the {H2, N2, H2O} mixture on the anode and cathode side respectively.
The spectra are shifted by −RΩ on the x-axis. c) and d) pH2 -variation on the cathode side at rH = 70 %, T = 50 ◦C
and xA = 0.75. e) and f) pH2 -variation on the anode side at rH = 70 %, T = 50 ◦C and xC = 0.5. b), d) and f)
show the DRT corresponding to a), c) and e) respectively.
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Anode characterization by H2/H2 measurements: final test run containing recovery steps

T

T = 40 °C
T = 45-70 °C

y = 0.0028·x -0.77

Eact = 19.9 kJ/mol

y = 0.0028·x -0.79

T = 40 °C
T = 45-70 °C

Eact = 1.5 kJ/mol

Eact = 3.6 kJ/mol

y = 0.9529·x -1.03

T = 40 °C

a) b)

c)

Figure S8: a) Resistance of the high-frequency loop for a Hydrogen pressure variation in proton pump mode at OCV,
T = 40 ◦C and ptotal = 1.5 bara. The square symbols represent a temperature variation locally at pH2 = 0.04 bar and
the inset represents these points in an Arrhenius plot (19.9 kJ/mol). Even though the activation energy is similar as
for the micropolarization analysis at higher H2 pressures, the slope (-0.77) in the log-log plot showing the dependency
to pH2 is higher (0.77 against 0.3 to 0.5). b) Same as in a) but for the low-frequency loop of the EIS at OCV. The
order of magnitude of the resistances is the same as for the HF resistance and the partial pressure dependency (-0.79)
is comparable but the activation energy (1.5 kJ/mol) is very small. c) Same analysis as in a) and b) but for the
low-frequency inductive loop
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Cathode kinetics (ORR)

f)e)

d)

rH = 80 %, T = 80 °CrH = 40 %, T = 80 °C

rH = 80 %, T = 50 °CrH = 40 %, T = 50 °C

c)

a) b)

Heliox
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Figure S9: a) Measured cell potential at the current density j = 0.1 A/cm2 over the relative humidity rH for
xdry

O2
= 1 and xO2 = 0.5 and corresponding (j · (RΩ +Reff

p ))-corrected potential. The curves are averaged over the four
temperature levels to smoothen the trends. b) Local exchange current densities (symbols) and global model (lines) for
a pO2 variation at four different temperature and humidity levels for the {O2,He} case (heliox). The pH2O-dependent
model was used. c) to f) Polarization curves in H2/O2 mode corrected for the protonic and electronic resistance
contribution j · (RΩ +Reff

p ) (symbols) and corresponding model of the ORR kinetics (Tafel law) from our full factorial
parameterization (lines). c) rH = 30 %, T = 50 ◦C. d) rH = 80 %, T = 50 ◦C. e) rH = 30 %, T = 80 ◦C. f)
rH = 80 %, T = 80 ◦C.
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Table S1: Exchange current density parameters extracted from fitting each current density j separately. The
transfer coefficient αc was fixed to 1 in all the cases and the values marked with * were held constant during the
fitting.

Parameter\Current 0.02 A/cm2 0.03 A/cm2 0.05 A/cm2 0.1 A/cm2 0.2 A/cm2 0.3 A/cm2 0.5 A/cm2 1 A/cm2

pH2O-dependent model without the rH = 90 % conditions

j̃0c,ref · 108 (A/cm2
Pt) 2.14 2.17 2.15 2.06 1.81 1.75 1.81 1.95

γ (-) 0.50 0.50 0.49 0.49 0.48 0.54 0.64 0.82
n (-) 0.53 0.53 0.52 0.47 0.34 0.26 0.23 0.30

Eact (kJ/mol) 66.54 67.31 68.32 72.81 82.66 90.03 97.05 103.40

pH2O-dependent model without the rH = 90 % conditions and fixing the activation energy

j̃0c,ref · 108 (A/cm2
Pt) 2.06 2.12 2.14 2.22 2.32 2.55 2.98 3.63

γ (-) 0.50 0.50 0.50 0.49 0.48 0.54 0.64 0.82
n (-) 0.50 0.51 0.52 0.53 0.56 0.60 0.68 0.85

Eact (kJ/mol) 68.74* 68.74* 68.74* 68.74* 68.74* 68.74* 68.74* 68.74*

pH2O-independent model with all the rH conditions
j0c,ref · 108 (A/cm2

Pt) 2.00 2.03 2.05 2.12 2.23 2.40 2.58 2.52
γ (-) 0.50 0.51 0.50 0.50 0.50 0.56 0.66 0.85

Eact (kJ/mol) 68.22 68.68 69.56 71.64 75.74 79.61 85.12 95.12

pH2O-independent model only with rH = 80 % conditions
j0c,ref · 108 (A/cm2

Pt) 2.16 2.13 2.13 2.16 2.16 2.16 2.13 1.88
γ (-) 0.50 0.51 0.51 0.53 0.55 0.59 0.67 0.78

Eact (kJ/mol) 70.64 70.05 71.37 73.03 75.93 79.36 82.58 91.44

pH2O-independent model only with rH = 90 % conditions
j0c,ref · 108 (A/cm2

Pt) 1.75 1.75 1.83 1.91 2.02 2.15 2.25 2.27
γ (-) 0.53 0.53 0.54 0.56 0.58 0.66 0.75 1.05

Eact (kJ/mol) 70.03 69.42 71.34 72.70 75.86 79.66 84.47 96.87
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Table S2: Exchange current density parameters extracted from fitting j ≤ 0.1 A/cm2 for each gas channel relative
humidity rH separately or for each oxygen mole fraction xO2 separately. The transfer coefficient αc was fixed to 1 in
all the cases.

Parameter \ rH 30 % 40 % 50 % 60 % 70 % 80 % 90 %

pH2O-dependent model for each rH level

j̃0c,ref · 108 (A/cm2
Pt) 0.75 0.89 1.07 1.13 1.20 1.32 1.18

γ (-) 0.43 0.48 0.51 0.50 0.55 0.51 0.54
Eact (kJ/mol) 91.88 90.60 91.47 91.06 88.60 93.07 92.69

pH2O-independent model for each rH level
j0c,ref · 108 (A/cm2

Pt) 1.99 2.05 2.19 2.12 2.08 2.15 1.81

γ (-) 0.43 0.48 0.51 0.50 0.55 0.51 0.54
Eact (kJ/mol) 70.09 68.80 69.68 69.25 66.81 71.27 70.88

pH2O-dependent model for the heliox conditions

j̃0c,ref · 108 (A/cm2
Pt) 1.17 1.51

γ (-) 0.56 0.62
Eact (kJ/mol) 89.30 90.43

pH2O-independent model for the heliox conditions
j0c,ref · 108 (A/cm2

Pt) 3.10 2.45

γ (-) 0.56 0.62
Eact (kJ/mol) 67.49 68.62

Parameter \ O2 mole fraction xdry
O2

= 1 xO2
= 0.5 xO2

= 0.25 xO2
= 0.16

pH2O-dependent model for each O2 concentration

j̃0c,ref · 108 (A/cm2
Pt) 2.20 1.65 1.07 0.82

n (-) 0.44 0.44 0.38 0.34
Eact (kJ/mol) 70.31 72.99 75.13 75.03

pH2O-dependent model for each O2 concentration w/o rH = 90 %

j̃0c,ref · 108 (A/cm2
Pt) 2.63 1.92 1.25 0.96

n (-) 0.55 0.54 0.48 0.44
Eact (kJ/mol) 65.28 68.37 70.46 70.74

pH2O-independent model for each O2 concentration
j0c,ref · 108 (A/cm2

Pt) 2.38 1.78 1.25 1.02

Eact (kJ/mol) 67.71 70.39 69.76 68.07
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RH = 30 %, T = 80 °C
j = 1 A/cm2

a)

b)

c)

Figure S1: a) Nyquist plot of an EIS spectrum recorded at j = 1 A/cm2, RH = 30 % and T = 80 ◦C (dry
conditions) from 100 kHz to 10 mHz. Some frequencies are highlighted by the filled symbols and the steady-state
differential resistance is shown by the black ellipse with red contour. b) According Bode plot of the real part of the
impedance. c) According Bode plot of the imaginary part of the impedance.
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T = 50 °C, αO2=1 

g)

RH = 30 %, T = 50 °C RH = 30 %, T = 80 °C

RH = 80 %, T = 50 °C RH = 80 %, T = 80 °C

RH = 30 %, T = 50 °C RH = 80 %, T = 80 °C

b)

c) d)

e) f)

a)

Figure S2: a) Local slope of the polarization curve over the current density at RH = 30 %, T = 50 ◦C and xdry
O2

= 1
based on the numerical derivative of the polarization curve and on the low-frequency x-axis intercept of the EIS
spectra (f ≈ 1 Hz). b) Same as in a) for RH = 30 % and T = 80 ◦C. c) Same as in a) for RH = 80 % and
T = 50 ◦C. d) Same as in a) for RH = 80 % and T = 80 ◦C. e) Size of the low-frequency inductive contribution
(= −Rind) depending on the current density j at RH = 30 % and T = 50 ◦C, calculated based on the difference
of the polarization curve derivatives and the low-frequency x-axis intercepts. f) Same as in e) for RH = 80 % and
T = 80 ◦C. g) Inductive contribution −Rind over the current density at T = 50 ◦C and xdry

O2
= 1 for a variation of

RH.
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T = 50 °C, αO2 = 1

d) T = 80 °C, xO2 = 0.25

b) T = 50 °C, xO2 = 0.25

c) T = 80 °C, αO2 = 1
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Figure S3: 3D representations of the inductive contribution in mV/dec depending on the current density j and on
the relative humidity RH for different temperatures and oxygen concentrations. This was computed based on the
difference between the numerical derivative of the polarization curve and the low-frequency polarization resistance
(low-frequency x-axis intercept in the Nyquist plot at approximately 1 Hz).
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Figure S4: High-frequency resistance RΩ and effective CCL proton resistance Reff
p depending on the cell current

density for xdry
O2

= 1 and RH from 30% to 90%.
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30 mV/dec T = 50 °C

30 mV/dec

a) b)

T = 50 °C

Figure S5: a) Low-frequency contribution of the membrane humidification dynamics over the current density for
varying gas channel humidity levels at T = 50 ◦C. b) Same as in a) for the CCL humidification contribution.

Parameter variation with the FEM model
The Figures S6 to S29 show a variation of the most important parameters of the presented FEM model.
The baseline parameterization is given in Table S1 and deviates only if specifically mentioned in the caption
of the concerned figure. From Figure S6 to S21, Fickean diffusion contributions were eliminated by setting
unphysically high effective diffusion coefficients in both the cathode catalyst layer (CCL) and the gas diffusion
layer (GDL). Furthermore, the ionomer conductivities were set unphysically high unless mentioned otherwise.

Table S1: Baseline model parameters.

Design
LPEM (µm) 18

LCCL (µm), εp (-) 13, 0.4
LGDL (µm), εp (-) 180, 0.8
rf (m2

Pt/m2
geo) 166

Cdl (mF/cm2
geo) 30

Operating conditions
rH (%) 80
T ( ◦C) 80

xdry
O2

(-) 1

P (bara) 1.5

Diffusion properties (at T = 80 ◦C)
DO2GDL (cm2/s) 3.0 · 10−2

DO2CCL (cm2/s) 3.4 · 10−4

Kinetic properties
nO2

(-) 0.5
n (-) 2
nPt (-) 2.5
n� (-) 1
β (-) 0.66

Γ (mol/cm2
geo) 1.44 · 10−7

∆Ueq (V) 0.42
j0c,ref (A/cm2

Pt) 1.92 · 10−6

k2,ref (A/cm2
geo) 7.07 · 10−7

γ (-) 0.54
m (-) 0.50

Eact,1 (kJ/mol) 60.5
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a)

b) c)

d) e)

f) g)

Figure S6: Variation of the current density j in our FEM model with otherwise baseline parameterization. a)
Nyquist plot. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rct and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S7: Variation of RPEM in our FEM model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S8: Variation of Rp in our FEM model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S9: Variation of Rp in our FEM model with otherwise baseline parameterization. a) Nyquist plot at
j = 1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S10: Variation of nPt in our FEM model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2, b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S11: Variation of Γ in our model with otherwise baseline parameterization. a) Nyquist plot at j = 0.1 A/cm2.
b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic
voltammetry. g) Rcapacitive and |Rind|.

11

170



Chapter A.3 Supplementary Information Publication III

a)

b) c)

d) e)

f) g)

Figure S12: Variation of n in our model with otherwise baseline parameterization. a) Nyquist plot at j = 0.1 A/cm2.
b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic
voltammetry. g) Rcapacitive and |Rind|.

12

171



Chapter A Supplementary Material

a)

b) c)

d) e)

f) g)

Figure S13: Variation of n� in our model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S14: Variation of β in our model with otherwise baseline parameterization. a) Nyquist plot at j = 0.1 A/cm2.
b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic
voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S15: Variation of ∆Ueq in our model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S16: Variation of j0
c,ref in our model with otherwise baseline parameterization. a) Nyquist plot at

j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S17: Variation of k2 in our model with otherwise baseline parameterization. a) Nyquist plot at j =
0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage. f)
Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S18: Variation of T in our model with otherwise baseline parameterization. a) Nyquist plot at j = 0.1 A/cm2.
b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic
voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S19: Variation of xdry
O2

in our model with otherwise baseline parameterization. a) Nyquist plot at

j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S20: Variation of RH in our model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S21: Variation of Cdl in our model with otherwise baseline parameterization. a) Nyquist plot at
j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum oxide coverage.
f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S22: Variation of DO2,CCL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. GDL

diffusivity was set unphysically high. a) Nyquist plot at j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.

22

181



Chapter A Supplementary Material

a)

b) c)

d) e)

f) g)

Figure S23: Variation of DO2,CCL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. GDL

diffusivity was set to its baseline value. a) Nyquist plot at j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S24: Variation of DO2,CCL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. GDL

diffusivity was set unphysically high. a) Nyquist plot at j = 0.5 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S25: Variation of DO2,GDL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. CCL

diffusivity was set unphysically high. a) Nyquist plot at j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S26: Variation of DO2,GDL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. CCL

diffusivity was set to its baseline value. a) Nyquist plot at j = 0.1 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S27: Variation of DO2,GDL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. CCL

diffusivity was set unphysically high. a) Nyquist plot at j = 0.5 A/cm2. b) and c) Corresponding Bode plots. d)
Polarization curve (Tafel plot). e) Platinum oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S28: Variation of εp of the CCL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. a)

Nyquist plot at j = 1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum
oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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a)

b) c)

d) e)

f) g)

Figure S29: Variation of εp of the GDL in our model for xdry
O2

= 0.25 with otherwise baseline parameterization. a)

Nyquist plot at j = 1 A/cm2. b) and c) Corresponding Bode plots. d) Polarization curve (Tafel plot). e) Platinum
oxide coverage. f) Cyclic voltammetry. g) Rcapacitive and |Rind|.
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