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Zusammenfassung

Im ersten Teil dieser Arbeit betrachten wir das Klein-Gordon-Zakharov-System
(ein Modell in der Plasmaphysik) sowie verwandte Systeme in Abhängigkeit von
einem kleinen Störungsparameter 0 < ε � 1. Im singulären Grenzfall ε → 0
leiten wir weitere Systeme her. Mit Hilfe von Energieabschätzungen und Nor-
malformtheorie beweisen wir erstmals Approximationsresultate zwischen Lösungen
der ursprünglichen Systeme und Lösungen der Grenzwertsysteme im Falle räum-
lich periodischer Randbedingungen. Die wesentlichen Schwierigkeiten ergeben sich
aus den Abschätzungen für das Residuum, der Konstruktion von Approximatio-
nen höherer Ordnung und der Tatsache, dass die Nichtresonanzbedingungen zum
Anwenden der Normalformtheorie nicht immer erfüllt sind. Für den Fall, dass
die Normalformtransformation an Regularität verliert, verwenden wir eine modi-
fizierte Energie wie sie bei der Approximationstheorie für quasilineare Systeme
ihre Anwendung hat.
Im zweiten Teil rechtfertigen wir die Derivative NLS-Approximation im Falle
quadratischer Nichtlinearitäten. Die DNLS-Gleichung taucht im Wasserwellen-
problem als Modulationsgleichung auf. Die Rechtfertigung ist eine nichttriviale
Aufgabe, da Lösungen der OrdnungO(ε1/2) auf einerO(ε−2)-Zeitskala für 0 < ε�
1 kontrolliert werden müssen. Wir leiten die DNLS-Gleichung mittels Multiskalen-
analysis her und zeigen ein Approximationsresultat, indem wir Energieabschätzun-
gen beweisen und mehrere Normalformtransformationen verwenden. Hierbei treten
komplexere Resonanzstrukturen wie totale Resonanzen, Resonanzen zweiter Ord-
nung und zusätzliche Resonanzen erster Ordnung auf. Bei quadratischer Nicht-
linearität können diese Resonanzen stabil oder instabil werden. Für den stabilen
Fall beweisen wir ein Approximationsresultat, für den instabilen Fall ein Nicht-
Approximationsresultat.
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Abstract

In the first part of this thesis, we consider the Klein-Gordon-Zakharov system (a
model in plasma physics) and related systems depending on a small perturbation
parameter 0 < ε � 1. In the singular limit ε → 0, we derive further systems.
By using energy estimates and normal form theory, for the first time we prove
approximation results between solutions of the original systems and solutions of
the limit systems in the case of spatially periodic boundary conditions. The main
difficulties arise in the estimates for the residual, the construction of higher order
approximations and the fact that the non-resonance conditions for applying the
normal form theory are not always satisfied. In case that the normal form trans-
form loses regularity, we use a modified energy that is reminiscent of applications
in approximation theory for quasilinear systems.
In the second part, we justify the Derivative NLS approximation in the case of
quadratic nonlinearities. The DNLS equation appears in the water wave problem
as a modulation equation. The justification is a non-trivial task since solutions
of order O(ε1/2) have to be controlled on an O(ε−2) time scale for 0 < ε � 1.
We derive the DNLS equation via multiple scaling analysis and show an approxi-
mation result by using energy estimates and applying several normal form trans-
formations. In doing so, more complex resonance structures such as total reso-
nances, second order resonances, and additional first order resonances appear. For
a quadratic nonlinearity, these resonances can become stable or unstable. For the
stable case, we prove an approximation result; for the unstable case, we prove a
non-approximation result.
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Chapter 1

Introduction

Modulation theory refers to a concept that has applications in various fields of
science and technology, cf. [SU17, §10-12]. The underlying mathematical idea is to
use knowledge of the behaviour of solutions of so-called modulation equations to
get a better understanding of the dynamics of solutions of more complex physical
systems, such as pattern forming systems, the water wave problem, systems from
nonlinear optics, etc. For this purpose, we need to provide approximation results
for these systems. This thesis deals with modulation theory and is divided into
two parts.
The aim of the first part in Chapter 2 is to improve and to extend the existing
literature on the approximation theory of the Klein-Gordon-Zakharov (KGZ) sys-
tem and related systems describing so-called Langmuir waves in plasma. These
systems have many applications in both astrophysical situations and laboratory
experiments, cf. [SS99] for more details. The KGZ system

∂2
t u = ∂2

xu− u− uv, ∂2
t v = ∂2

xv + ∂2
x(|u|2),

with x, t ∈ R, u(x, t) ∈ C, and v(x, t) ∈ R, describes the interaction between
Langmuir waves and ion sound waves in plasma. Here, v(x, t) is proportional
to the ion density fluctuation from a constant equilibrium density and u(x, t) is
proportional to the electric field. The Zakharov system

2i∂tu = ∂2
xu− uv, ∂2

t v = ∂2
xv + ∂2

x(|u|2),

with x, t ∈ R, u(x, t) ∈ C, and v(x, t) ∈ R, describes the propagation of Langmuir
waves in an ionized plasma via the envelope u(x, t) of the electric field and the
deviation v(x, t) of the ion density from the equilibrium density. By rescaling
the terms in these systems by a small perturbation parameter 0 < ε � 1 and
by considering the limit case ε → 0, effective systems for the slow dynamics are
obtained. For small values of the parameter 0 < ε� 1, our goal is to estimate the
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CHAPTER 1. INTRODUCTION

distance between solutions of the regular limit system and true solutions of the
original singular system by means of energy estimates and normal form theory. We
improve the existing literature by showing convergence rates and by considering
these systems for the first time on the torus where the methods from the literature,
such as dispersive decay estimates, no longer apply. Moreover, our studies include
estimates for the residual and the construction of higher order approximations.
At the beginning of Chapter 2, we present all limits we consider, the problems we
encounter, and the methods we use to solve these.
In the second part of this thesis, in Chapter 3, we extend the approximation theory
of the Derivative Nonlinear Schrödinger (DNLS) equation

i∂TA = ν1∂
2
XA+ ν2A|A|2 + iν3|A|2∂XA+ iν4A

2∂XA+ ν5A|A|4,

with T ≥ 0, X ∈ R, A(X,T ) ∈ C, and coefficients νj ∈ R for j = 1, . . . , 5. Via
multiple scaling perturbation analysis, the DNLS equation can be derived from
dispersive wave equations, such as nonlinear Klein-Gordon equations of the form

∂2
t u = ∂2

xu− u+ f(∂x, u).

This is done to describe slow modulations in time and space of the envelope of a
spatially and temporarily oscillating wave packet of the form

u(x, t) ≈ ε1/2ψ(x, t) = ε1/2A(ε(x− cgt), ε2t)ei(k0x−ω0t),

see Figure 1.1. Hereby, cg ∈ R is the linear group velocity, k0 ∈ R the basic spatial
wave number, ω0 ∈ R the basic temporal wave number, and 0 < ε � 1 a small
perturbation parameter.

cg

cp

O(ε1/2)

O(ε−1)

Figure 1.1: The envelope (in orange) of a wave packet that advances with group
velocity cg and modulates the underlying oscillatory wave (in blue) advancing with
phase velocity cp.
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The DNLS equation occurs when the cubic coefficient for the associated NLS equa-
tion vanishes for the basic spatial wave number of the underlying slowly modulated
wave packet. In [HS22a, HS22b], the DNLS approximation was already justified
for a cubic Klein-Gordon equation. In Chapter 3, we extend the theory of the
DNLS approximation by giving a first proof of the DNLS approximation for a
quadratic Klein-Gordon equation. This is a highly non-trivial problem since the
approximation is of order O(ε1/2) and solutions have to be controlled on an O(ε−2)
time scale. We show the approximation result by using energy estimates and nor-
mal form theory where additional resonance structures occur in comparison to the
cubic case. Further, we give a first proof of the failure of the DNLS approximation
for a particular Klein-Gordon equation in the case of spatially periodic boundary
conditions.

Notation. Throughout the thesis, we use the following notation which will be
supplemented in the individual sections. The Fourier transform of a function
u ∈ L2(R,K) with K = R or K = C is defined by

F(u)(k) = û(k) =
1

2π

∫
R
u(x)e−ikx dx.

The inverse Fourier transform of a function û : R→ K is given by

F−1(û)(x) = u(x) =

∫
R
û(k)eikx dk.

The multiplication (uv)(x) = u(x)v(x) in physical space corresponds, in Fourier
space, to the convolution

(û ∗ v̂)(k) =

∫
R
û(k − l)v̂(l) dl.

The Sobolev space Hs(R,K), s ≥ 0, is the space of functions from R into K, for
which the norm

‖u‖Hs(R,K) =

(∫
R
|û(k)|2(1 + |k|2)s dk

)1/2

is finite. Many possibly different constants are denoted by the same symbol C, if
they can be chosen independently of the small perturbation parameter 0 < ε� 1.
With c.c., we denote the complex conjugate of an expression.

3





Chapter 2

KGZ and related systems

We consider singular limits of the Klein-Gordon-Zakharov (KGZ) and related sys-
tems which depend on a small perturbation parameter 0 < ε � 1. We are in-
terested in these systems due to their relevance in plasma physics. Moreover, the
resonance structures for these systems in the singular limit also appear for other
relevant systems. The aim of this chapter is to prove approximation results for
the KGZ and related systems by estimating the distance between their solutions
and solutions of the regular systems obtained by taking the singular limit ε→ 0.
Consider, for example, the KGZ system

∂2
t u = ∂2

xu− u− uv, ε2∂2
t v = ∂2

xv + ∂2
x(|u|2).

In the singular limit ε→ 0, we first obtain v = −|u|2 and finally the Klein-Gordon
equation

∂2
t u = ∂2

xu− u+ u|u|2.

This limit has already been studied in [DSS16] for higher dimensions. In [DSS16],
an approximation result was shown for Rd with d ≥ 3. It turned out that, on
a n-dimensional torus, the approximation result only holds for a modified Klein-
Gordon equation. In this chapter, we consider additional limits of related systems:

(i) In Section 2.1, we consider the Zakharov system

2i∂tu = ∂2
xu− uv, ε2∂2

t v = ∂2
xv + ∂2

x|u|2.

By letting ε→ 0, we first obtain v = −|u|2 and finally the NLS equation

2i∂tu = ∂2
xu+ |u|2u.

This limit is the most straightforward one and has already been studied in
[AA88, SW86]. However, these studies focus on convergence and not on error

5



CHAPTER 2. KGZ AND RELATED SYSTEMS

bounds. In Section 2.1, for the first time, we show an approximation result
for the Zakharov system in case of periodic boundary conditions by means
of energy estimates. It turns out that we need a smallness condition for
solutions of the NLS equation, which was not considered in the corresponding
literature. Moreover, we provide estimates for the residual and construct a
higher order approximation in order to make the residual arbitrarily small.
We remark that the estimates for the residual on the real line are different
from the estimates in case of periodic boundary conditions.

(ii) In Section 2.2, we consider the KGZ system

ε2∂2
t u = ∂2

xu− ε−2u− uv, ∂2
t v = ∂2

xv + ∂2
x(|u|2).

In the singular limit ε→ 0 with the ansatz u(x, t) = w(x, t)eiε
−2t, we obtain

the Zakharov system

2i∂tw = ∂2
xw − wv, ∂2

t v = ∂2
xv + ∂2

x(|w|2).

In [BBC96, CEGT04], the same ansatz has been considered but with a focus
on convergence and not on error bounds. In [Sch19], the Zakharov approxi-
mation of the Klein-Gordon-Zakharov system was already justified under the
assumption that the solutions of the Zakharov system are analytic within a
strip in the complex plane. In Section 2.2, we show an approximation result
on the real line by using energy estimates. Before that, we have to perform a
normal form transformation to eliminate problematic terms. Here, no reso-
nances occur. In addition to that, we provide estimates for the residual and
construct a higher order approximation.

(iii) In Section 2.3, we consider the KGZ system in the form

ε2∂2
t u = ∂2

xu− ε−2u− uv, γ2ε2∂2
t v = ∂2

xv + ∂2
x(|u|2),

with a parameter γ ∈ R. In the singular limit ε → 0 with the ansatz
u(x, t) = w(x, t)eiε

−2t, we obtain the NLS equation

2i∂tw = ∂2
xw + w|w|2.

We show an approximation result for |γ| ≥ 1 in case of periodic boundary
conditions by means of energy estimates and normal form transformations.
Here, we have to distinguish between the following two cases. For |γ| > 1,
the normal form transformations are bounded, while, for |γ| = 1, they lose
regularity. We can solve this problem by including the normal form trans-
formations into the energy as it has been done in the justification of the

6



NLS approximation for quasilinear dispersive systems, cf. [Due17, HITW15].
The case |γ| > 1 has already been considered in [MN05]1 but with a com-
pletely different method of proof. In [MN05], dispersive decay estimates were
used which are not applicable in our setting due to the periodic boundary
conditions. In contrast to [MN05], we provide estimates for the residual and
construct a higher order approximation. To the author’s knowledge, the case
|γ| = 1 has not been considered in any of the existing literature so far.

We emphasize that the limits, which are considered in (i), (ii) and (iii), build
on each other. To be more precise, in Section 2.1, we use energy estimates to
prove the main result. In Section 2.2, we use similar energy estimates with the
additional difficulty that problematic terms have to be eliminated by a normal
form transformation. In Section 2.3, we proceed analogously, whereby the normal
form transformation is more complex due to the scaling of the original system.

(iv) In Section 2.4, we consider the KGZ system

ε2∂2
t u = ∂2

xu− ε−2u− uv, γ2

4
ε4∂2

t v = ∂2
xv + ∂2

x(|u|2),

with a parameter γ ∈ R. In the singular limit ε→ 0 with the ansatz

u(x, t) = w(x, t)eiε
−2t + c.c,

v(x, t) = v0(x, t) + v0,+(x, t)e2iε−2t + v0,−(x, t)e−2iε−2t,

we obtain the singular NLS equation

2i∂tw = ∂2
xw + 2w|w|2 − wAγ(w2),

where Aγ = −∂2
x(γ

2 + ∂2
x)
−1. This limit has already been studied in [MN10].

In Section 2.4, we provide estimates for the residual under spatially periodic
boundary conditions. In this context, we choose the period so that the
operator Aγ is well-defined in Fourier space. Further, we construct a higher
order approximation in order to make the residual arbitrarily small. However,
the estimates for the error using our method of proof remain open since in
the normal form transformation we lose too much powers of ε.

1Note that the paramater γ here corresponds to the parameter 1/γ in [MN05].
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CHAPTER 2. KGZ AND RELATED SYSTEMS

2.1 From the Zakharov system to the NLS equa-

tion on the torus

2.1.1 Introduction

In this section, we consider the singular limit of the Zakharov system in which
the NLS equation is obtained as regular limit system. Our goal is to estimate
the distance between the solutions obtained through the regular limit system and
the true solutions of the Zakharov system for small values of the perturbation
parameter 0 < ε� 1. In detail, we consider the Zakharov system in the form

2i∂tu = ∂2
xu− uv, (2.1)

ε2∂2
t v = ∂2

xv + ∂2
x|u|2, (2.2)

for u = u(x, t) ∈ C, v = v(x, t), x, t ∈ R with spatially 2π-periodic boundary
conditions, where 0 < ε � 1 is a small perturbation parameter. In the singular
limit ε→ 0, we first obtain v = −|u|2 and finally the NLS equation

2i∂tu = ∂2
xu+ |u|2u (2.3)

with spatially 2π-periodic boundary conditions. This corresponds to the spectral
situation in Figure 2.1. It is a goal of this section to give a proof of

Theorem 2.1.1. There is a Cmax > 0 such that for all Cu ∈ [0, Cmax) the following
holds. Let u0 ∈ C([0, T0], H6) be a solution of the NLS equation (2.3) with spatially
2π-periodic boundary conditions and

sup
t∈[0,T0]

‖u0(·, t)‖H6 = Cu <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solu-
tions (u, v) of the Zakharov system (2.1)–(2.2) with spatially 2π-periodic boundary
conditions satisfying

sup
t∈[0,T0]

‖(u, v)(·, t)− (u0,−|u0|2)(·, t)‖H1×L2 ≤ Cε2.

Remark 2.1.2. Such estimates have been shown in [AA88, SW86] for x ∈ Rd with
d ∈ {1, 2, 3} with the help of energy estimates in order to study the asymptotic
behaviour of the solutions of the Zakharov system (2.1)-(2.2) when ε goes to zero.
The approximation only holds, if the nonlinear part on the right-hand side of (2.1)
has a negative sign. For a positive sign, there exists a counterexample which shows
that the NLS approximation fails to make correct predictions about the dynamics

8



2.1. FROM ZAKHAROV TO NLS

ω2

ω−2

ω1

k

Figure 2.1: The linearized Zakharov system is solved by u(x, t) = eikx+iω1(k)t and
v(x, t) = eikx+iω±2(k)t where ω1(k) = 1

2
k2 and ω±2(k) = ±ε−1k for k ∈ R. The

figure shows the curves of eigenvalues ω1 and ω±2. The intersection point is at
k = O(ε−1).

of the Zakharov system, cf. [BSSZ20]. In this section, we consider the Zakharov
system (2.1)-(2.2) on the one-dimensional torus T = R/(2πZ) and improve the
approximation rate by constructing a higher order approximation with vanishing
mean value, cf. Section 2.1.3. Although our energy estimates are very similar to
the ones of [AA88], the higher order approximation allows us to reduce the number
of necessary energy estimates slightly.

Remark 2.1.3. The Zakharov system was introduced by Zakharov ([Zak72]) to
describe the propagation of Langmuir waves in an ionized plasma via the electric
field u and the deviation v of the ions’ equilibrium density. It can be derived
directly from and justified for Maxwell’s equation coupled with Euler’s equation,
cf. [Tex07].

Remark 2.1.4. The Zakharov system can be rewritten as a semilinear evolu-
tionary system for which local existence and uniqueness of solutions in Sobolev
spaces can be established using semigroup theory, cf. [OT92]. Going back to the
original variables for the Zakharov system (2.1)-(2.2), there is local existence and
uniqueness for (u, v, ∂tv) ∈ Hs+2 ×Hs+1 ×Hs, s ≥ 0.

Remark 2.1.5. The local existence and uniqueness of solutions u ∈ Hs, s ≥ 1, of
the NLS equation (2.3) is well known. It follows by using semigroup theory and a
standard fixed point argument applied to the variation of constants formula.

The approximation theorem is proved by using energy estimates and Gronwall’s
inequality. In the next section, we bound the residual terms appearing for the
Zakharov system.

9



CHAPTER 2. KGZ AND RELATED SYSTEMS

Notation. We use the notation from Chapter 1. Further, we write
∫

for
∫
T and

Hs for Hs(T,K), unless otherwise specified.

2.1.2 Estimates for the residual

The residual of (2.1)–(2.2) is given by

Resu(u, v) = −2i∂tu+ ∂2
xu− uv,

Resv(u, v) = −ε2∂2
t v + ∂2

xv + ∂2
x|u|2

and contains all terms which do not cancel after inserting the approximation into
the Zakharov system. If we directly choose v = −|u|2 and u to satisfy the NLS
equation, the residual will be of order O(ε2), which is not sufficient for our proof of
the approximation theorem, Theorem 2.1.1. Therefore, we introduce an improved
approximation which brings the residual Resv from O(ε2) to O(ε4). Inserting the
extended ansatz

ψu(x, t) = u0(x, t), ψv(x, t) = v0(x, t) + ε2v2(x, t) (2.4)

into the Zakharov system gives at ε0 that

2i∂tu0 = ∂2
xu0 − u0v0, 0 = ∂2

xv0 + ∂2
x(|u0|2),

and at ε2 that
∂2
t v0 = ∂2

xv2.

We choose v0 = −|u0|2 and then u0 to satisfy the NLS equation

2i∂tu0 = ∂2
xu0 + u0|u0|2. (2.5)

Next, we set
v̂2(k, t) = −k−2∂2

t v̂0(k, 0) (2.6)

for k ∈ Z \ {0}. In order to have v2 well-defined, due to the periodic boundary
conditions, it is sufficient to show that the mean value of v0 is conserved. This
holds due to

∂t

∫
v0 dx = −∂t

∫
|u0|2 dx = 0,

which is the conservation of the L2-norm for the solutions of the NLS equation.
Therefore, we define v̂2(0, t) = v̂2(0, 0). Since then, by construction all ∂−nx ∂mt v2

for m ∈ N, n ∈ N0 are well-defined and have a vanishing mean value.

10



2.1. FROM ZAKHAROV TO NLS

Remark 2.1.6. The function v2 can also be well-defined, if x ∈ T is replaced with
x ∈ R since

∂2
t v0 =

1

4

(
∂4
x(|u0|2)− 4∂2

x(∂xu0∂xu0) + ∂2
x(|u0|4)

)
,

as well as

v2 =
1

4

(
∂2
x(|u0|2)− 4|∂xu0|2 + |u0|4

)
= v∗2(u0).

If ψu and ψv are defined as in (2.4), we find for the residual that

Resu(ψu, ψv) = −ε2u0v2, Resv(ψu, ψv) = −ε4∂2
t v2.

Thus, we directly obtain the following lemma.

Lemma 2.1.7. Let s ≥ 0 and let u0 ∈ C([0, T0], Hs+6) be a solution of the NLS
equation (2.3) with spatially 2π-periodic boundary conditions. Then, there exist
ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) we have

sup
t∈[0,T0]

‖Resu(ψu, ψv)‖Hs+4 ≤ Cresε
2, sup

t∈[0,T0]

‖Resv(ψu, ψv)‖Hs ≤ Cresε
4.

Proof. In order to estimate ∂2
t v2 in Hs, we can use the representation of v2 in terms

of u0, which can be found in Remark 2.1.6, and the NLS equation to express time
derivatives of v0 by space derivatives of v0. Thus, the function has to be in Hs+6.
The rest of the proof is straightforward.

In the equations for the error, not only the residual appears but also ∂−1
x Resv.

Hence, we have to estimate the term ε4∂−1
x ∂2

t v2, too. As above, due to the periodic
boundary conditions, it would be sufficient to prove that the mean value of v2 is
conserved in order to have the term ∂−1

x ∂2
t v2 bounded in some function space on

the torus T, but we already proved this above. Therefore, we have

Lemma 2.1.8. Let u0 ∈ C([0, T0], H6) be a solution of the NLS equation (2.3) with
spatially 2π-periodic boundary conditions. Then, there exist ε0 > 0 and Cres > 0
such that for all ε ∈ (0, ε0) we have

sup
t∈[0,T0]

‖∂−1
x Resv(ψu, ψv)‖L2 = sup

t∈[0,T0]

ε4‖∂−1
x ∂2

t v2‖L2 ≤ Cresε
4.

Remark 2.1.9. For x ∈ R a serious difficulty occurs at that point. In this case,
we have to choose v2 = v∗2(u0) from Remark 2.1.6 for which however we find

∂t

∫
R
v2 dx =

1

2

∫
R
∂xv0 Im(u0∂xu0) dx 6= 0

after a straightforward calculation.
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2.1.3 Higher order approximation

For computing higher order approximations, in case x ∈ T, we make the ansatz

ψu,n(x, t) =
n∑
k=0

ε2ku2k(x, t), ψv,n(x, t) =
n∑
k=0

ε2kv2k(x, t) (2.7)

with the goal to make the residual even smaller. Then, as before v0 = −|u0|2
and u0 solves the NLS equation (2.5). For k ∈ {1, . . . , n}, the functions u2k solve
inhomogeneous linear Schrödinger equations of the form

2i∂tu2k = ∂2
xu2k − u0v2k − u2kv0 − F2k(u0, . . . , u2(k−1)),

and the functions v2k satisfy

∂2
t v2(k−1) = ∂2

xv2k + ∂2
xG2k(u0, . . . , u2k), (2.8)

where F2k and G2k are quadratic mappings. Suppose that v2(k−1) has a vanishing
mean value. We look for v2k having a vanishing mean value. Since G2k, in general,
will not have a vanishing mean value, we add a constant β2k ∈ C to v2k to get rid
of the non-vanishing mean value of G2k. We can do this since the constant will
cancel in (2.8). Then, we set

v2k = ∂−2
x ∂2

t v2(k−1) −G2k(u0, . . . , u2k) +
1

2π

∫
G2k(u0, . . . , u2k)(x) dx (2.9)

and

β2k =
1

2π

∫
G2k(u0, . . . , u2k)(x) dx.

Remark 2.1.10. It is unclear how to solve this problem for x ∈ R. In space
dimensions d ≥ 3, one may use that ∆−1 : L2 ∩ L1 → L2 is a bounded operator,
and that nonlinear terms will be in L1 due to Cauchy-Schwarz inequality, if the
u2k and v2k are in some Sobolev space.

We formulate the following lemma.

Lemma 2.1.11. Let n ∈ N and s ≥ 0. Further, let u0 ∈ C([0, T0], Hs+2n+5) be a
solution of the NLS equation (2.3) with spatially 2π-periodic boundary conditions.
Then, there exist ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) there is an
approximation (ψu,n, ψv,n) of the form (2.7) with

sup
t∈[0,T0]

‖Resu(ψu,n, ψv,n)‖Hs+1 ≤ Cresε
2n+2, sup

t∈[0,T0]

‖Resv(ψu,n, ψv,n)‖Hs ≤ Cresε
2n+2,

and
sup

t∈[0,T0]

‖∂−1
x Resv(ψu,n, ψv,n)‖Hs ≤ Cresε

2n+2.

12



2.1. FROM ZAKHAROV TO NLS

Proof. The term which contains the most derivatives in the residual is ∂2
t v2n. After

repeatedly replacing v2n with the right-hand side of (2.9), inductively the term
∂−2n
x ∂2n+2

t v0 appears. We remark that v0 = −|u0|2 and that u0 solves the NLS
equation (2.3), i.e., each time derivative of v0 generates two spatial derivatives
of u0. Therefore, in order to estimate Resu in Hs+1, we have to assume that
u0 ∈ Hs+2n+5. The estimates for Resv in Hs are straightforward. We note that
each term in Resv has either a spatial derivative in front or has a vanishing mean
value by construction.

2.1.4 Estimates for the error

Proof of Theorem 2.1.1. We introduce the error ε2(Ru, Rv) made by the improved
approximation (ψu, ψv) by

(u, v)(x, t) = (ψu, ψv)(x, t) + ε2(Ru, Rv)(x, t).

The error functions Ru and Rv satisfy

2i∂tRu = ∂2
xRu − ψuRv − ψvRu − ε2RuRv + ε−2Resu, (2.10)

ε2∂2
tRv = ∂2

xRv + ∂2
x(ψuRu) + ∂2

x(ψuRu) + ε2∂2
x|Ru|2 + ε−2Resv. (2.11)

Next, we follow [AA88] and multiply the first equation with −iRu and integrate
this equation w.r.t. x. Since ψv and Rv are real-valued, we have

Re

∫
iRuψvRu dx = 0, Re

∫
iRuRuRv dx = 0.

Therefore, adding the complex conjugate yields

d

dt
‖Ru‖2

L2 = Re

∫
iRuψuRv dx− Re

∫
iRuε

−2Resu dx.

Further, we multiply the first equation with ∂tRu and integrate this equation w.r.t.
x. By adding its complex conjugate, we find

d

dt
‖∂xRu‖2

L2 = −
∫

(ψuRv∂tRu + ψuRv∂tRu) dx

−
∫

(ψvRu∂tRu + ψvRu∂tRu) dx

−ε2

∫
(RvRu∂tRu +RvRu∂tRu) dx

+2Re

∫
∂tRuε

−2Resu dx.

13
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Multiplying the second equation with ∂−2
x ∂tRv and integrating w.r.t. x yields

1

2

d

dt
‖Rv‖2

L2 +
1

2
ε2 d

dt
‖∂−1

x ∂tRv‖2
L2

= −
∫

(∂tRv)ψuRu dx−
∫

(∂tRv)ψuRu dx− ε2

∫
|Ru|2∂tRv dx

+

∫
(∂−1
x ∂tRv)∂

−1
x (ε−2Resv) dx.

Adding these resulting equations gives

d

dt

(
‖Ru‖2

L2 + ‖∂xRu‖2
L2 +

1

2
‖Rv‖2

L2 +
1

2
ε2‖∂−1

x ∂tRv‖2
L2

)
= Re

∫
iRuψuRv dx− Re

∫
iRuε

−2Resu dx+ 2Re

∫
∂tRuε

−2Resu dx

−
∫

(ψuRv∂tRu + ψuRv∂tRu) dx−
∫

(ψvRu∂tRu + ψvRu∂tRu) dx

−ε2

∫
(RvRu∂tRu +RvRu∂tRu) dx−

∫
(∂tRv)ψuRu dx−

∫
(∂tRv)ψuRu dx

−ε2

∫
|Ru|2∂tRv dx+

∫
(∂−1
x ∂tRv)(ε

−2Resv) dx

= Re

∫
iRuψuRv dx− Re

∫
iRuε

−2Resu dx+ 2Re

∫
∂tRuε

−2Resu dx

+

∫
(∂−1
x ∂tRv)∂

−1
x (ε−2Resv) dx− ε2 d

dt

∫
Rv|Ru|2 dx

− d

dt

∫
ψv|Ru|2 dx+

∫
(∂tψv)|Ru|2 dx− d

dt

∫
ψuRvRu dx+

∫
(∂tψu)RvRu dx

− d

dt

∫
ψuRvRu dx+

∫
(∂tψu)RvRu dx.

As a consequence,

E = ‖Ru‖2
L2 + ‖∂xRu‖2

L2 + ‖Rv‖2
L2 + ε2‖∂−1

x ∂tRv‖2
L2 +

∫
ψv|Ru|2 dx

+

∫
ψuRvRu dx+

∫
ψuRvRu dx+ ε2

∫
Rv|Ru|2 dx

satisfies the estimate

d

dt
E ≤ ‖ψu‖L∞‖Ru‖L2‖Rv‖L2 + ε−2‖Ru‖L2‖Resu‖L2

+2Re

∣∣∣∣∫ ∂tRuε
−2Resu dx

∣∣∣∣+ ‖∂−1
x ∂tRv‖L2‖∂−1

x (ε−2Resv)‖L2

+2‖∂tψu‖L∞‖Rv‖L2‖Ru‖L2 + ‖∂tψv‖L∞‖Ru‖2
L2 .
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2.1. FROM ZAKHAROV TO NLS

In order to estimate the expression Re

∣∣∣∣∫ ∂tRuε
−2Resu dx

∣∣∣∣, we replace ∂tRu with

the right-hand side of (2.10). Integration by parts finally gives

Re

∣∣∣∣∫ ∂tRuε
−2Resu dx

∣∣∣∣
= Re

∣∣∣∣∫ (∂2
xRu − ψuRv − ψvRu − ε2RuRv + ε−2Resu)ε

−2Resu dx

∣∣∣∣
≤ ε−2‖Ru‖H1‖Resu‖H1 + ε−2‖ψu‖L∞‖Rv‖L2‖Resu‖L2

+ ε−2‖ψv‖L∞‖Ru‖L2‖Resu‖L2 + ‖Ru‖H1‖Rv‖L2‖Resu‖L2 + ε−4‖Resu‖2
L2

≤ C0E
1/2 + Cresε

2E + C2
res.

Hence, by using E1/2 ≤ 1 + E and Lemma 2.1.8, we obtain

d

dt
E ≤ C0 + C1E + ε2‖∂−1

x ∂tRv‖2
L2 + ε−2‖∂−1

x (ε−2Resv)‖2
L2

≤ C2E + C3.

Consequently, with Gronwall’s inequality, we have E(t) ≤ M for all t ∈ [0, T0] for
a constant M = O(1). For u0 sufficiently small but O(1), the square root of the
energy on the left-hand side is equivalent to the H1 × L2-norm of (Ru, Rv) .

2.1.5 Higher regularity

The aim of this section is to give a proof of the following approximation result,
which gives estimates for the error in Sobolev spaces with higher regularity.

Theorem 2.1.12. Let s ∈ N0. There is a Cmax > 0 such that for all Cu ∈ [0, Cmax)
the following holds. Let u0 ∈ C([0, T0], Hs+6) be a solution of the NLS equation
(2.3) with spatially 2π-periodic boundary conditions and

sup
t∈[0,T0]

‖u0(·, t)‖Hs+6 = Cu <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solu-
tions (u, v) of the Zakharov system (2.1)–(2.2) with spatially 2π-periodic boundary
conditions satisfying

sup
t∈[0,T0]

‖(u, v)(·, t)− (u0,−|u0|2)(·, t)‖Hs+1×Hs ≤ Cε2.

Proof. First, we apply the operator ∂sx to the system (2.10)–(2.11). Then, we
multiply the first equation with ∂t∂

s
xRu, integrate w.r.t. x, and add its complex
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conjugate. Further, we multiply the second equation with ∂s−2
x ∂tRv and integrate

w.r.t. x. Adding the resulting equations together yields

d

dt
‖∂s+1

x Ru‖2
L2 +

1

2

d

dt
‖∂sxRv‖2

L2 +
1

2
ε2 d

dt
‖∂s−1

x ∂tRv‖2
L2

= −
∫

(∂sx(ψuRv)∂t∂
s
xRu + ∂sx(ψuRu)∂t∂

s
xRv) dx

−
∫

(∂sx(ψuRv)∂t∂
s
xRu + ∂sx(ψuRu)∂t∂

s
xRv) dx

−
∫

(∂sx(ψvRu)∂t∂
s
xRu + ∂sx(ψvRu)∂t∂

s
xRu) dx

−ε2

∫
(∂sx(RvRu)∂t∂

s
xRu + ∂sx(RvRu)∂t∂

s
xRu + ∂sx(|Ru|2)∂t∂

s
xRv) dx

+2Re

∫
∂t∂

s
xRuε

−2∂sxResu dx+

∫
(∂s−1
x ∂tRv)∂

s−1
x (ε−2Resv) dx.

In contrast to the proof of Theorem 2.1.1, the problematic terms on the right-hand
side cannot directly be written as a time derivative. Therefore, we have to rewrite
some terms on the right-hand side. For the first two integrals, we use the Leibniz
rule in order to get∫

(∂sx(ψuRv)∂t∂
s
xRu + ∂sx(ψuRu)∂t∂

s
xRv) dx

=

∫
(ψu∂

s
xRv∂t∂

s
xRu + ψu∂

s
xRu∂t∂

s
xRv) dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Rv∂t∂

s
xRu dx+

s∑
k=1

(
s

k

)∫
∂kxψu∂

s−k
x Ru∂t∂

s
xRv dx

=
d

dt

∫
ψu∂

s
xRv∂

s
xRu dx−

∫
∂tψu∂

s
xRv∂

s
xRu dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Rv∂t∂

s
xRu dx

+
d

dt

s∑
k=1

(
s

k

)∫
(∂kxψu∂

s−k
x Ru∂

s
xRv) dx−

s∑
k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x Ru)∂

s
xRv dx

=
d

dt

∫
∂sx(ψuRu)∂

s
xRv dx−

∫
∂tψu∂

s
xRv∂

s
xRu dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Rv∂t∂

s
xRu dx−

s∑
k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x Ru)∂

s
xRv dx.

The third integral will be estimated subsequently. For the fourth integral on the
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right-hand side, we again apply the Leibniz rule and obtain∫
(∂sx(RvRu)∂t∂

s
xRu + ∂sx(RvRu)∂t∂

s
xRu + ∂sx(|Ru|2)∂t∂

s
xRv) dx

=

∫
(Ru∂

s
xRv∂t∂

s
xRu + ∂sxRvRu∂t∂

s
xRu + ∂sxRuRu∂t∂

s
xRv + ∂sxRuRu∂t∂

s
xRv) dx

+
s∑

k=1

(
s

k

)∫
(∂kxRu∂

s−k
x Rv∂t∂

s
xRu + ∂kxRu∂

s−k
x Rv∂t∂

s
xRu) dx

+
s−1∑
k=1

(
s

k

)∫
∂kxRu∂

s−k
x Ru∂t∂

s
xRv dx

=
d

dt

∫
(Ru∂

s
xRv∂

s
xRu + ∂sxRvRu∂

s
xRu) dx−

∫
(∂tRu∂

s
xRv∂

s
xRu + ∂sxRv∂tRu∂

s
xRu) dx

+ 2Re
s∑

k=1

(
s

k

)∫
∂kxRu∂

s−k
x Rv∂t∂

s
xRu dx+

s−1∑
k=1

(
s

k

)∫
∂kxRu∂

s−k
x Ru∂t∂

s
xRv dx.

Besides, we define the energy E = E + Ẽ, where

Ẽ = ‖∂s+1
x Ru‖2

L2 +
1

2
‖∂sxRv‖2

L2 +
1

2
ε2‖∂s−1

x ∂tRv‖2
L2

+

∫
(∂sx(ψuRu)∂

s
xRv + ∂sx(ψuRu)∂

s
xRv) dx

+ ε2

∫
(Ru∂

s
xRv∂

s
xRu + ∂sxRvRu∂

s
xRu) dx.

Then, for u0 sufficiently small but O(1), E is equivalent to the Hs+1 × Hs-norm
of (Ru, Rv). We remark that the term ∂t∂

s
xRu cannot be estimated directly by

the energy E since the term ∂s+2
x Ru occurs after replacing the time derivative by

the right-hand side of (2.10). However, via integration by parts, we can shift the

derivatives away from these terms. Thus, the energy Ẽ satisfies

d

dt
Ẽ =

9∑
j=1

Ij,
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where

|I1| = 2

∣∣∣∣Re

∫
∂tψu∂

s
xRv∂

s
xRu dx

∣∣∣∣ ≤ C‖∂tψu‖L∞‖Rv‖Hs‖Ru‖Hs ,

|I2| = 2

∣∣∣∣∣Re
s∑

k=1

(
s

k

)∫
∂x(∂

k
xψu∂

s−k
x Rv)∂t∂

s−1
x Ru dx

∣∣∣∣∣ ≤ C‖ψu‖Hs+1‖Rv‖Hs‖∂tRu‖Hs−1 ,

|I3| = 2

∣∣∣∣∣Re
s∑

k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x Ru)∂

s
xRv dx

∣∣∣∣∣
≤ C(‖∂tψu‖Hs‖Ru‖Hs−1 + ‖ψu‖Hs‖∂tRu‖Hs−1)‖Rv‖Hs ,

|I4| = 2

∣∣∣∣Re

∫
∂s+1
x (ψvRu)∂t∂

s−1
x Ru dx

∣∣∣∣ ≤ C‖ψu‖Hs+1‖Ru‖Hs+1‖∂tRu‖Hs−1 ,

|I5| = 2ε2

∣∣∣∣Re

∫
∂tRu∂

s
xRv∂

s
xRu dx

∣∣∣∣ ≤ Cε2‖∂tRu‖L2‖Rv‖Hs‖Ru‖Hs+1 ,

|I6| = 2ε2

∣∣∣∣∣Re
s∑

k=1

(
s

k

)∫
∂x(∂

k
xRu∂

s−k
x Rv)∂t∂

s−1
x Ru dx

∣∣∣∣∣ ≤ Cε2‖Ru‖Hs+1‖Rv‖Hs‖∂tRu‖Hs−1 ,

|I7| = ε2

∣∣∣∣∣
s−1∑
k=1

(
s

k

)∫
∂x(∂

k
xRu∂

s−k
x Ru)∂t∂

s−1
x Rv dx

∣∣∣∣∣ ≤ Cε2‖Ru‖Hs+1‖Ru‖Hs+1‖∂t∂s−1
x Rv‖L2 ,

|I8| = 2

∣∣∣∣Re

∫
∂t∂

s−1
x Ruε

−2∂s+1
x Resu dx

∣∣∣∣ ≤ Cε−2‖∂tRu‖Hs−1‖Resu‖Hs+1 ,

|I9| =
∣∣∣∣∫ (∂s−1

x ∂tRv)∂
s−1
x (ε−2Resv) dx

∣∣∣∣ ≤ Cε−2‖∂t∂s−1
x Rv‖L2‖Resv‖Hs−1 .

We note that E1/2 ≤ 1 + E . Since Ru satisfies (2.10), it follows that

‖∂tRu‖Hs−1 ≤ C + CE1/2 + CεE .

Using Lemma 2.1.7 and the calculations from the previous section, we can conclude

d

dt
E ≤ CE + C

for εE3/2 ≤ 1. With Gronwall’s inequality, we have E(t) ≤M for all t ∈ [0, T0] for
a constant M = O(1). Finally, the result follows from choosing ε0 > 0 sufficiently
small such that ε0M

3/2 ≤ 1.

Remark 2.1.13. For u0 in a Sobolev space with sufficiently high regularity, the
approximation rate can be significantly increased in both Theorem 2.1.1 and The-
orem 2.1.12. In the following, we outline how to achieve this. Unlike in Section
2.1.4, for the error we make the ansatz

(u, v)(x, t) = (ψu,n, ψv,n)(x, t) + εβ(Ru, Rv)(x, t)

18
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where β ≥ 2 and (ψu,n, ψv,n) is the higher order approximation (2.7). Then, the
error functions Ru and Rv satisfy

2i∂tRu = ∂2
xRu − ψuRv − ψvRu − εβRuRv + ε−βResu(ψu,n, ψv,n),

ε2∂2
tRv = ∂2

xRv + ∂2
x(ψuRu) + ∂2

x(ψuRu) + εβ∂2
x|Ru|2 + ε−βResv(ψu,n, ψv,n).

The energy estimates are analogous to those in Section 2.1.4 and Section 2.1.5. In
the time derivative of the energy E , the term which loses most powers of ε is given
by ∫

(∂s−1
x ∂tRv)∂

s−1
x (ε−βResv) dx.

With Lemma 2.1.11, we can choose β = 2n+ 1 in order to obtain∣∣∣∣∫ (∂s−1
x ∂tRv)∂

s−1
x (ε−βResv) dx

∣∣∣∣ ≤ Cε−β−1‖Resv‖Hs−1E1/2 = CE1/2.

In total, we have the following theorem.

Theorem 2.1.14. Let n ∈ N and s ∈ N0. There is a Cmax > 0 such that for all
Cu ∈ [0, Cmax) the following holds. Let u0 ∈ C([0, T0], Hs+2n+5) be a solution of
the NLS equation (2.3) with spatially 2π-periodic boundary conditions and

sup
t∈[0,T0]

‖u0(·, t)‖Hs+2n+5 = Cu <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solu-
tions (u, v) of the Zakharov system (2.1)–(2.2) with spatially 2π-periodic boundary
conditions satisfying

sup
t∈[0,T0]

‖(u, v)(·, t)− (ψu,n, ψv,n)(·, t)‖Hs+1×Hs ≤ Cε2n+1.
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2.2 From KGZ to Zakharov

2.2.1 Introduction

In this section, we consider a KGZ system on the real line with a small parameter
ε > 0 such that we obtain a Zakharov system in the limit ε→ 0. The proof of the
corresponding approximation result is similar to the one in Section 2.1, where we
have considered the limit from the Zakharov system to the NLS equation. However,
in the limit from the KGZ to the Zakharov system, an additional difficulty is the
elimination of oscillating terms by applying a normal form transform.

Remark 2.2.1. The KGZ system is a model from plasma physics which is used to
describe the interaction between so-called Langmuir waves and ion sound waves in
plasma. Here, v(x, t) is proportional to the ion density fluctuation from a constant
equilibrium density and u(x, t) is proportional to the electric field. It is derived
from a coupled system that consists of the Euler equation for the electrons and ions
and the Maxwell equation for the electric field. For details, we refer to [Tex07].

We consider the KGZ system in the form

ε2∂2
t u = ∂2

xu− ε−2u− uv, ∂2
t v = ∂2

xv + ∂2
x(|u|2) (2.12)

with u(x, t) ∈ C, v(x, t), x, t ∈ R, and 0 < ε� 1. This corresponds to the spectral
situation in Figure 2.2.

ω2
ω1

ε−1k

ε−2

k

Figure 2.2: The spectral situation corresponding to the linearized KGZ system
with k ∈ R. It is solved by u(x, t) = eikx+iω±1(k)t and v(x, t) = eikx+iω±2(k)t where
ω±1(k) = ±ε−2

√
1 + (εk)2 and ω±2(k) = ±k. We emphasize that ω1 asymptoti-

cally scales like ε−1|k|.
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In the singular limit ε→ 0 with the ansatz

u(x, t) = Ψu(x, t) = ψu(x, t)e
iε−2t, v(x, t) = ψv(x, t), (2.13)

the Zakharov system

2i∂tψu = ∂2
xψu − ψuψv, ∂2

t ψv = ∂2
xψv + ∂2

x(|ψu|2) (2.14)

can be derived from the KGZ system (2.12). Our goal is to prove that the Zakharov
system (2.14) correctly predicts the dynamics of the KGZ system (2.12) for small
values of ε > 0. Specifically, we have the following approximation result.

Theorem 2.2.2. Let s ∈ N. There is a Cmax > 0 such that for all Cu, Cv ∈
[0, Cmax) the following holds. Let (ψu, ψv) ∈ C([0, T0], Hs+5 ×Hs+4) be a solution
of the Zakharov system (2.14) with

sup
t∈[0,T0]

‖ψu‖Hs+5 =: Cu <∞, sup
t∈[0,T0]

‖ψv‖Hs+4 =: Cv <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solutions
(u, v) of the KGZ system (2.12) satisfying

sup
t∈[0,T0]

‖(u, v)− (ψue
iε−2t, ψv)‖Hs+1×Hs ≤ Cε2.

Remark 2.2.3. The KGZ system (2.12) can be written as a semilinear evolution-
ary system. The local existence and uniqueness of solutions (u, v) ∈ Hs+1 × Hs,
s ≥ 1, of the KGZ system follows with a standard fixed point argument applied
to the variation of constants formula, cf. [DSS16].

Remark 2.2.4. The Zakharov system can be written as a semilinear evolutionary
system [Sch19] for which we have local existence and uniqueness inHs−1 ×Hs ×Hs,
s ≥ 1, using semigroup theory [Paz83]. Reverting to the original variables of
the Zakharov system (2.14), we then have local existence and uniqueness for
(ψu, ψv, ∂tψv) ∈ Hs+1 ×Hs ×Hs−1, cf. [OT92].

Remark 2.2.5. The Zakharov system can be used for a robust numerical descrip-
tion of the KGZ system (2.12) for small values of ε. Resolving the highly oscillatory
behavior of the solutions in this regime is numerically very delicate. Severe time
step restrictions have to be imposed, which results in high computational costs.
However, this can be avoided by passing to the regular limit system, cf. [BSS20].
This also applies to all other limits that are considered in Section 2.

Remark 2.2.6. This approximation question has been addressed in a number of
papers, cf. [BBC96, CEGT04, Sch19]. In [Tex07], the Zakharov approximation has
been justified for the original Euler-Maxwell system.
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Remark 2.2.7. For the KGZ system, many different singular limits have been
considered and a number of approximation results have been established in the
literature, cf. [BBC96, MN02, MN05, MN08, MN10]. In particular, the same
ansatz (2.13) has been considered in [BBC96]. However, the focus of [BBC96] is
on convergence and not on error bounds.

Remark 2.2.8. The proof of the approximation theorem given in this section
only holds, if the nonlinear part on the right-hand side of the u-equation of (2.12)
has a negative sign. In [Sch19], the Zakharov approximation of the KGZ system
is justified under the assumption that the solutions of the Zakharov system are
analytic in a strip in the complex plane. There, the proof holds in both cases.

Notation. We use the notation from Chapter 1. We write
∫

for
∫
R and Hs for

Hs(R,K), unless otherwise specified.

2.2.2 Estimates for the residual

First, we want to estimate the residual that contains all terms which do not cancel
after inserting the approximation into the original system (2.12). Inserting the
ansatz (2.13) into the u- and v-equation yields

ε2∂2
t ψu + 2i∂tψu = ∂2

xψu − ψuψv, ∂2
t ψv = ∂2

xψv + ∂2
x(|ψu|2).

We choose (ψu, ψv) to satisfy the Zakharov system (2.14). The remaining terms
are collected in the residual, namely,

Resu(Ψu, ψv) = −ε2∂2
t ψu, Resv(Ψu, ψv) = 0.

In order to estimate the residual, we substitute ε2∂2
t ψu by the right-hand side of

the first equation of (2.14). More precisely, we have

‖∂2
t ψu‖Hs+1 = C‖∂t

(
∂2
xψu − ψuψv

)
‖Hs+1

= C‖∂2
x(∂tψu)− ∂tψuψv − ψu∂tψv‖Hs+1

≤ C‖∂2
x(∂

2
xψu − ψuψv)‖Hs+1 + C‖(∂2

xψu − ψuψv)ψv‖Hs+1

+ C‖ψu∂tψv‖Hs+1

≤ C‖ψu‖Hs+5 + C‖ψu‖Hs+3‖ψv‖Hs+3

+ C‖ψv‖Hs+1(‖ψu‖Hs+3 + ‖ψu‖Hs+1‖ψv‖Hs+1)

+ C‖ψu‖Hs+1‖∂tψv‖Hs+1 .

Here, we can bound ∂tψv in Hs+1 since ∂tψv ∈ Hs+3 as a consequence of Remark
2.2.4 and the assumptions on (ψu, ψv) given in Theorem 2.2.2. Thus, we have
shown the following lemma.
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Lemma 2.2.9. Let s ≥ 0 and let (ψu, ψv) ∈ C([0, T0], Hs+5 ×Hs+4) be a solution
of the Zakharov system (2.14). Then, there exist ε0 > 0 and Cres > 0 such that for
all ε ∈ (0, ε0) we have

sup
t∈[0,T0]

‖Resu(Ψu, ψv)‖Hs+1 ≤ Cresε
2, sup

t∈[0,T0]

‖Resv(Ψu, ψv)‖Hs = 0.

2.2.3 Higher order approximation

We can make the residual arbitrarily small by constructing a higher order approx-
imation. Consider the system

ε2∂2
tw + 2i∂tw = ∂2

xw − wv, ∂2
t v = ∂2

xv + ∂2
x(|w|2).

For n ∈ N, we make the improved ansatz

w = ψu,n =
n∑
k=0

ε2kw2k, v = ψv,n =
n∑
k=0

ε2kv2k. (2.15)

Then, (w0, v0) = (ψu, ψv) solves the Zakharov system (2.14) and (w2k, v2k), k ∈
{1, . . . , n}, solve linear inhomogeneous Zakharov systems of the form

2i∂tw2k = ∂2
xw2k − w2kv0 − w0v2k − ∂2

tw2(k−1)

− F2k(w0, . . . , w2(k−1), v0, . . . , v2(k−1)),

∂2
t v2k = ∂2

xv2k + ∂2
x(w2kw0 + w2kw0) + ∂2

x(G2k(w0, . . . , w2(k−1))),

(2.16)

where F2k, G2k are quadratic mappings. Hence, all terms up to order O(ε2n) cancel
and only terms of at least order O(ε2n+2) remain. The term which contains the
most derivatives in both Resu and Resv is ∂2

tw2n. We replace the time derivative
with the right-hand side of the first equation of (2.16). Then, the term ∂3

tw2(k−1)

appears. After repeating this process n times, the term ∂n+2
t w0 appears. Further,

we repeatedly replace the time derivatives of w0 with the right-hand side of the
first equation of the Zakharov system (2.14). Then, the terms ∂2n+4

x w0 and ∂2n+2
x v0

appear. Therefore, in order to estimate Resu in Hs+1, we have to assume that
w0 ∈ Hs+2n+5 and v0 ∈ Hs+2n+3. The estimates for Resv in Hs are straightforward.
We note that, by the choice (2.16), each term in Resv has a spatial derivative in
front. Thus, we can conclude the following lemma.

Lemma 2.2.10. Let n ∈ N and s ≥ 0. Further, let (ψu, ψv) ∈ C([0, T0], Hs+2n+5×
Hs+2n+3) be a solution of the Zakharov system (2.14). Then, there exist ε0 > 0
and Cres > 0 such that for all ε ∈ (0, ε0) there is an approximation (Ψu,n, ψv,n),
where Ψu,n = ψu,ne

iε−2t and where (ψu,n, ψv,n) is of the form (2.15), with

sup
t∈[0,T0]

‖Resu(Ψu,n, ψv,n)‖Hs+1 ≤ Cresε
2n+2, sup

t∈[0,T0]

‖Resv(Ψu,n, ψv,n)‖Hs ≤ Cresε
2n+2,
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and
sup

t∈[0,T0]

‖∂−1
x Resv(Ψu,n, ψv,n)‖Hs ≤ Cresε

2n+2.

2.2.4 Error equation and normal form transform

We write the KGZ system (2.12) as

∂2
t u = −ω2

1u− ε−2uv, ∂2
t v = −ω2

2v − ω2
2(|u|2),

where, in Fourier space,

ω2
1(k) = ε−2(k2 + ε−2) = ε−4(1 + (εk)2), ω2

2(k) = k2.

We define the error ε2(Ru, Rv) of the approximation (Ψu, ψv) by

(u, v)(x, t) = (Ψu, ψv)(x, t) + ε2(Ru, Rv)(x, t). (2.17)

The error functions Ru and Rv satisfy

∂2
tRu = −ω2

1Ru − ε−2(ΨuRv + ψvRu + ε2RuRv) + ε−4Resu,

∂2
tRv = −ω2

2Rv − ω2
2(ΨuRu + ΨuRu + ε2|Ru|2) + ε−2Resv.

We rewrite this system as the first order system

∂tRu = iω1R̃u,

∂tR̃u = iω1Ru − ε−2(iω1)−1(ΨuRv + ψvRu + ε2RuRv) + ε−4(iω1)−1Resu,

∂tRv = iω2R̃v,

∂tR̃v = iω2Rv + iω2(ΨuRu + ΨuRu + ε2|Ru|2) + ε−2(iω2)−1Resv.

By introducing

Ru = R1 +R−1, R̃u = R1 −R−1 resp. 2R1 = Ru + R̃u, 2R−1 = Ru − R̃u,

Rv = R2 +R−2, R̃v = R2 −R−2 resp. 2R2 = Rv + R̃v, 2R−2 = Rv − R̃v,

we diagonalize this system and find for R±1 and R±2

∂tR±1 = ±iω1R±1 ∓ ε−2(2iω1)−1
(
Ψu(R2 +R−2) + ψv(R1 +R−1)

+ ε2(R1 +R−1)(R2 +R−2)
)
± ε−4(2iω1)−1Resu,

∂tR±2 = ±iω2R±2 ±
1

2
iω2

(
Ψu(R1 +R−1) + Ψu(R1 +R−1)

+ ε2|R1 +R−1|2
)
± ε−2(2iω2)−1Resv.

(2.18)
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In order to estimate the solutions of this system, we split the right-hand side into
terms which can be handled by energy estimates, collected in B1, terms which
can be handled by normal form transformations, collected in B2, and terms with
sufficiently high order in ε, collected in G. Thus, we can write the system as

∂tR = ΛR+ B1(Ψ,R) + B2(Ψ,R) + G(Ψ,R) + ε−4RES(Ψ),

where
R = (R1, R−1, R2, R−2)T , Λ = diag(iω1,−iω1, iω2,−iω2),

Ψ = (ψ1, ψ−1, ψ2, ψ−2)T = (Ψu,Ψu, ψv,−ψv)T ,
and

B1(Ψ,R) =


−ε−2(2iω1)−1(Ψu(R2 +R−2) + ψvR1 + ε2R1(R2 +R−2))

ε−2(2iω1)−1(ψvR−1 + ε2R−1(R2 +R−2))
1
2
iω2(ΨuR1 + ΨuR1 + ε2(|R1|2 + |R−1|2))
−1

2
iω2(ΨuR1 + ΨuR1 + ε2(|R1|2 + |R−1|2))

 ,

B2(Ψ,R) =


−ε−2(2iω1)−1(ψvR−1)

ε−2(2iω1)−1(Ψu(R2 +R−2) + ψvR1)
1
2
iω2(ΨuR−1 + ΨuR−1)
−1

2
iω2(ΨuR−1 + ΨuR−1)

 ,

G(Ψ,R) = (g1(Ψ,R), g−1(Ψ,R), g2(Ψ,R), g−2(Ψ,R))T

=


−(2iω1)−1(R−1(R2 +R−2))

(2iω1)−1(R1(R2 +R−2))
1
2
ε2iω2(R1R−1 +R1R−1)
−1

2
ε2iω2(R1R−1 +R1R−1)

 ,

RES(Ψ) =


(2iω1)−1Resu(Ψu, ψv)
−(2iω1)−1Resu(Ψu, ψv)
ε2(2iω2)−1Resv(Ψu, ψv)
−ε2(2iω2)−1Resv(Ψu, ψv)

 .

(i) G(Ψ,R) contains all terms which provide high enough orders w.r.t. ε and
cause no difficulties in arriving at the O(1) time scale. More precisely, by
using

ε2ω1(k) =
√

1 + (εk)2 ≥ 1 for all k ∈ R,
and assuming (ψu, ψv) ∈ Hs+5 ×Hs+4, we have

‖g1‖Hs ≤ ‖ε2ω1g1‖Hs ≤ Cε2‖R−1‖Hs+1‖R2 +R−2‖Hs ,

‖g−1‖Hs ≤ ‖ε2ω1g−1‖Hs ≤ Cε2‖R1‖Hs+1‖R2 +R−2‖Hs ,

‖g2‖Hs ≤ Cε2‖R1‖Hs+1‖R−1‖Hs+1 ,

‖g−2‖Hs ≤ Cε2‖R1‖Hs+1‖R−1‖Hs+1 .

(2.19)
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(ii) In order to get rid of the O(ε−2) terms in B2, we use normal form transforma-
tions. We aim to eliminate B2 with the near identity change of coordinates

R̃ = R+Q(Ψ,R),

where R̃ = (R̃1, R̃−1, R̃2, R̃−2)T . Here, Q = (Q1,Q−1,Q2,Q−2)T consists of
bilinear mappings Qj, j ∈ {±1,±2}, which, in Fourier space, have the form

Q̂j(Ψ̂, R̂) =
∑

j1,j2∈{±1,±2}

Q̂j,j1,j2(ψ̂j1 , R̂j2)

with

Q̂j,j1,j2(ψ̂j1 , R̂j2) =

∫
qj,j1,j2(k)ψ̂j1(k − l)R̂j2(l) dl, j ∈ {±1},

and

Q̂j,j1,j2(ψ̂j1 , R̂j2) =

∫
qj,j1,j2(k)ψ̂j1(k − l)R̂j2(l) dl

+

∫
q′j,j1,j2(k)ψ̂j1(k − l)R̂j2(l) dl, j ∈ {±2}.

We also write
Q(Ψ,R) =

∑
j1,j2∈{±1,±2}

Qj1,j2(ψj1 , Rj2),

where Qj,j1,j2 are the components of Qj1,j2 . Using the bilinearity of Q, we
obtain

∂tR̃ = ∂tR+Q(∂tΨ,R) +Q(Ψ, ∂tR)

= ΛR̃ − ΛQ(Ψ,R) +Q(Λ(0)Ψ,R) +
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2)

+ B1(Ψ,R) + B2(Ψ,R) + G(Ψ,R) + ε−4RES(Ψ)

+Q(∂tΨ− Λ(0)Ψ,R) +Q(Ψ, ∂tR− ΛR)

+Q(Ψ,ΛR)−
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2).

(2.20)

In order to eliminate the problematic B2-terms, we want to choose Q in such
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a way that the underlined terms cancel. Hence, Q has to satisfy

B2(Ψ,R) = ΛQ(Ψ,R)−Q(Λ(0)Ψ,R)−
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2)

=
∑
j1,j2

ΛQj1,j2(ψj1 , Rj2)−
∑
j1,j2

iωj1(0)Qj1,j2(ψj1 , Rj2)

−
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2)

=
∑
j1,j2

(Λ− iωj1(0)I − iωj2I)Qj1,j2(ψj1 , Rj2),

where I denotes the unit matrix. In Fourier space, this leads to

q±1,2,∓1(k) = ε−2 1

2ω1(k)
(ω1(k)∓ ω2(0) + ω1(k))−1,

q−1,1,±2(k) = ε−2 1

2ω1(k)
(ω1(k) + ω1(0)± ω2(k))−1,

q2,1,−1(k) = q′−2,1,−1(k) =
1

2
ω2(k)(ω2(k) + ω1(0) + ω1(k))−1,

q−2,1,−1(k) = q′2,1,−1(k) =
1

2
ω2(k)(ω2(k)− ω1(0)− ω1(k))−1.

The remaining coefficients are set to 0. In order to show the boundedness of
the mapping Q, we need the following lemma.

Lemma 2.2.11. Let s ≥ 0 and let h ∈ (Hs(R,C))4. The mappings R 7→
Q±1(h,R) are continuous from (Hs(R,C))4 into Hs+1(R,C) and the mappings
R 7→ Q±2(h,R) are continuous from (Hs(R,C))4 into Hs(R,C). In particular,
there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have

‖Q±1(h,R)‖Hs ≤ Cε2‖h‖(Hs)4‖R‖(Hs)4 ,

‖Q±1(h,R)‖Hs+1 ≤ Cε‖h‖(Hs)4‖R‖(Hs)4 ,

‖Q±2(h,R)‖Hs ≤ Cε‖h‖(Hs)4‖R‖(Hs)4 .

(2.21)

Proof. Let k ∈ R. We recall that ω1(k) = ε−2
√

1 + (εk)2 and ω2(k) = k. In order
to prove (2.21), we have to bound the functions (1 + | · |)q±1,j1,j2 and q±2,j1,j2 for
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j1, j2 ∈ {±1,±2}. By using
√

1 + (εk)2 ≥ ε|k| ≥ ±ε2k, we obtain

|q±1,2,∓1(k)| = 1

2
√

1 + (εk)2

ε2√
1 + (εk)2 ∓ 0 +

√
1 + (εk)2

=
1

4

ε2

1 + (εk)2
≤ 1

4
ε2,

|k||q±1,2,∓1(k)| = 1

4
ε2 |k|

1 + (εk)2
=

1

4
ε

ε|k|
1 + (εk)2

≤ 1

4
ε,

|q−1,1,±2(k)| = 1

2
√

1 + (εk)2

ε2√
1 + (εk)2 + 1± ε2k

≤ 1

2
ε2,

|k||q−1,1,±2(k)| = 1

2
ε

ε|k|√
1 + (εk)2

1√
1 + (εk)2 + 1± ε2k

≤ 1

2
ε.

Thus, it directly follows that

sup
j1,j2∈{±1,±2}, k∈R

|q±1,j1,j2(k)| = O(ε2), sup
j1,j2∈{±1,±2}, k∈R

|(1+|k|)q±1,j1,j2(k)| = O(ε).

Further, the function

q2,1,−1(k) =
1

2

k

k + ε−2 + ε−2
√

1 + (εk)2
=

1

2
ε2 k√

1 + (εk)2 + 1 + ε2k

is strictly increasing as

d

dk
q2,1,−1(k) =

1

2
ε2 1√

1 + (εk)2

1 +
√

1 + (εk)2

(
√

1 + (εk)2 + 1 + ε2k)2
> 0.

Thus, q2,1,−1 is O(ε) bounded since

lim
k→∞

q2,1,−1(k) =
1

2
ε2 lim

k→∞

1√
k−2 + ε2 + k−1 + ε2

=
ε

2(1 + ε)
= O(ε),

lim
k→−∞

q2,1,−1(k) =
1

2
ε2 lim

k→∞

−1√
k−2 + ε2 + k−1 − ε2

=
ε

2(ε− 1)
= O(ε).

By analogous calculations, the remaining function q−2,1,−1 is strictly decreasing
and O(ε) bounded. Thus, we get

sup
j1,j2∈{±1,±2}, k∈R

|q±2,j1,j2(k)| = O(ε).

The assertation now follows from the multiplicativity of the Hs-norm.

With Lemma 2.2.11, we conclude that R̃ is a small perturbation of R. In partic-
ular, we have that

‖R̃±2 −R±2‖Hs ≤ Cε‖R‖(Hs)4 ,

‖R̃±1 −R±1‖Hs+1 ≤ Cε‖R‖(Hs)4 .
(2.22)
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Thus, the normal form transformation is invertible for ε > 0 sufficiently small.
After the elimination, according to the calculations in (2.20), we are left with

∂tR̃ = ΛR̃+ B1(Ψ, R̃) +H(Ψ,R) + ε−4RES(Ψ),

where

H(Ψ,R) = (h1(Ψ,R), h−1(Ψ,R), h2(Ψ,R), h−2(Ψ,R))T

= s1 + s2 + s3 + s4 + s5

(2.23)

with

s1 = Q(∂tΨ− Λ(0)Ψ,R),

s2 = Q(Ψ, ∂tR− ΛR),

s3 = B1(Ψ,R)− B1(Ψ, R̃),

s4 = G(Ψ,R),

s5 = Q(Ψ,ΛR)−
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2).

With the help of Lemma 2.2.11, we can boundH(Ψ,R) in (Hs)4 given the assump-
tion that (ψu, ψv) ∈ Hs+5×Hs+4 and (R1, R−1, R2, R−2) ∈ Hs+1×Hs+1×Hs×Hs.

Bound for s1: Via (2.21), we get

‖s1‖(Hs)4 = ‖Q(∂tΨ− Λ(0)Ψ,R)‖(Hs)4 ≤ Cε‖∂tΨ− Λ(0)Ψ‖(Hs)4‖R‖(Hs)4 .

It is to note that ω1(0) = ε−2 and ω2(0) = 0. Therefore, we estimate

‖∂tΨ− Λ(0)Ψ‖(Hs)4 ≤ C‖∂t(ψueiε
−2t)− iω1(0)ψue

iε−2t‖Hs + C‖∂tψv − iω2(0)ψv‖Hs

= C‖∂tψu‖Hs + C‖∂tψv‖Hs .

By exploiting that (ψu, ψv) solves the Zakharov system (2.14), we obtain

‖∂tψu‖Hs ≤ C‖∂2
xψu‖Hs + C‖ψuψv‖Hs ≤ C‖ψu‖Hs+2 + C‖ψv‖Hs‖ψu‖Hs .

With Remark 2.2.4, we have ‖∂tψv‖Hs ≤ C. Thus, we conclude

‖s1‖(Hs)4 ≤ Cε‖R‖(Hs)4 .
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Bound for s2: With (2.21), we first get

‖s2‖(Hs)4 ≤ Cε‖∂tR− ΛR‖(Hs)4 .

Further, we estimate

‖∂tR− ΛR‖(Hs)4 ≤ C(‖∂tR1 − iω1R1‖Hs + ‖∂tR2 − iω2R2‖Hs)

by replacing the time derivatives ∂tR1 and ∂tR2 with the right-hand side of the
error equation (2.18). With Lemma 2.2.9 and Sobolev’s embedding theorem, we
directly obtain

‖∂tR− ΛR‖(Hs)4 ≤ C(1 + ‖R‖(Hs)4 + ‖R1‖Hs+1 + ‖R−1‖Hs+1

+ ε2(‖R1‖Hs+1 + ‖R−1‖Hs+1)‖R‖(Hs)4),

which gives us a bound for s2.

Bound for s3: We divide the term s3 into a linear and a nonlinear part, i.e.,
s3 = slin3 + snonlin3 . By linearity, we can express slin3 as a function of the difference

R̃ − R, which we can replace with Q(Ψ,R). Thus, with Lemma 2.2.11, we can
estimate the linear part of s3 in (Hs)4 by∥∥slin3

∥∥
(Hs)4

≤ Cε‖R‖(Hs)4 .

Using (2.22), the nonlinear part in s3 can be estimated by∥∥snonlin3

∥∥
(Hs)4

≤ Cε2(‖R1‖Hs+1 + ‖R−1‖Hs+1)‖R2 +R−2‖Hs

+ Cε2(‖R1‖2
Hs+1 + ‖R−1‖2

Hs+1) +O(ε3).

Bounds for s4: With (2.19), we have

‖s4‖(Hs)4 ≤ Cε2(‖R1‖Hs+1 + ‖R−1‖Hs+1)(‖R‖(Hs)4 + ‖R1‖Hs+1 + ‖R−1‖Hs+1).

Bounds for s5: Subsequently, w.l.o.g., let j ∈ {±1}. With the triangle inequal-
ity, we obtain∣∣∣∣∣(Q̂j(Ψ̂, Λ̂R̂)−

∑
j1,j2

iωj2Q̂j,j1,j2(ψ̂j1 , R̂j2)
)
(k)

∣∣∣∣∣
=

∣∣∣∣∣∑
j1,j2

∫
(iωj2(k)− iωj2(l))qj,j1,j2(k)ψ̂j1(k − l)R̂j2(l) dl

∣∣∣∣∣
≤ sup

j∈{±1},j1,j2∈{±1,±2},k∈R
|qj,j1,j2(k)| ·

∑
j1,j2

∫
|ωj2(k)− ωj2(l)||ψ̂j1(k − l)||R̂j2(l)| dl.
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Next, we use the relation

|ω1(k)− ω1(l)| ≤ 1

2
|k − l||k + l| ≤ 1

2

(
|k − l|2 + 2|l||k − l|

)
,

which follows from a Taylor expansion, in order to obtain∥∥∥∥∫ |ω1(·)− ω1(l)|ψ̂j1(· − l)R̂±1(l) dl

∥∥∥∥
Hs

≤
∥∥∥∥∫ 1

2
| · −l|2ψ̂j1(· − l)R̂±1(l) dl

∥∥∥∥
Hs

+

∥∥∥∥∫ | · −l|ψ̂j1(· − l)|l|R̂±1(l) dl

∥∥∥∥
Hs

≤ 1

2
‖∂2

xψj1‖Hs‖R±1‖Hs + ‖∂xψj1‖Hs‖∂xR±1‖Hs

≤ C‖ψj1‖Hs+2‖R±1‖Hs+1 .

By using |ω2(k)− ω2(l)| = |k − l|, we find∥∥∥∥∫ |ω2(·)− ω2(l)|ψ̂j1(· − l)R̂±2(l) dl

∥∥∥∥
Hs

=

∥∥∥∥∫ | · −l|ψ̂j1(· − l)R̂±2(l) dl

∥∥∥∥
Hs

≤ ‖ψj1‖Hs+1‖R±2‖Hs

Thus, we only generate terms of order O(1) when replacing ωj2(l) with ωj2(k).
Moreover, since

sup
j,j1,j2∈{±1,±2},k∈R

|qj,j1,j2(k)| = O(ε),

we conclude∥∥Q(Ψ,ΛR)−
∑
j1,j2

iωj2Qj1,j2(ψj1 , Rj2)
∥∥

(Hs)4
≤ Cε(‖R‖(Hs)4+‖R1‖Hs+1+‖R−1‖Hs+1).

2.2.5 Estimates for the error

In this section, we want to prove Theorem 2.2.2. The proof is a non-trivial task
since we have ∂2

t u = O(ε−2), while solutions have to be bounded on an O(1) time
scale. The idea is to derive an energy E with d

dt
E = O(1) in order to control

the O(ε−2) terms. We consider the system resulting from the elimination in the
previous section

∂tR̃ = ΛR̃+ B1(Ψ, R̃) +H(Ψ,R) + ε−4RES(Ψ).

In the following, we make the ansatz R̃±1 = W±1e
±iε−2t. The idea behind this

ansatz is to shift the linear operator ω1 of the KGZ system (2.12) by −ε−2 such
that, in Fourier space, the resulting operator ω̃1 = ω1 − ε−2 touches the origin.
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Then, the spectral situation corresponding to the linearized KGZ system for the
new variables W±1 is similar to the one of the Zakharov system from Section 2.1,
cf. Figure 2.1 and Figure 2.2. The reason for this is that, in Fourier space, the
linear operator from the Zakharov system is the second order Taylor expansion of
ω̃1 at the wave number k = 0. Hence, we can adapt the proof of the approximation
result in Section 2.1 to the situation here. The ansatz yields

∂tW1 = iω̃1W1 − ε−2(2iω1)−1
(
ψu(R̃2 + R̃−2) + ψvW1 + ε2W1(R̃2 + R̃−2)

)
+ h1(Ψ,R) + ε−4(2iω1)−1Resu,

∂tW−1 = −iω̃1W−1 + ε−2(2iω1)−1
(
ψvW−1 + ε2W−1(R̃2 + R̃−2)

)
+ h−1(Ψ,R)− ε−4(2iω1)−1Resu,

∂tR̃±2 = ±iω2R̃±2 ±
1

2
iω2

(
ψuW1 + ψuW1 + ε2|W1|2 + ε2|W−1|2

)
+ h±2(Ψ,R)± ε−2(2iω2)−1Resv.

Defining the variables

Wv = R̃2 + R̃−2, Wq = R̃2 − R̃−2

allows us to write the error equation as

∂tW1 = iω̃1W1 − ε−2(2iω1)−1
(
ψuWv + ψvW1 + ε2W1Wv

)
+ h1(Ψ,R) + ε−4(2iω1)−1Resu,

∂tW−1 = −iω̃1W−1 + ε−2(2iω1)−1
(
ψvW−1 + ε2W−1Wv

)
+ h−1(Ψ,R)− ε−4(2iω1)−1Resu,

∂tWv = ∂xWq + h2(Ψ,R) + h−2(Ψ,R),

∂tWq = ∂xWv + ∂x
(
ψuW1 + ψuW1 + ε2|W1|2 + ε2|W−1|2

)
+ h2(Ψ,R)− h−2(Ψ,R) + ε−2∂−1

x Resv.

(2.24)

We observe that there are no more terms with a factor e±iε
−2t as all oscillatory

terms have already been eliminated by a normal form transformation. This is
necessary for the following energy estimates since we will rewrite some problematic
terms as time derivatives. The next step is now to derive an energy. For this, we
first apply the operator ∂lx, with l ∈ {0, s}, to the error system (2.24). Multiplying
the resulting W±1-equation with ∂lxW±1, integrating this equation w.r.t. x, and
adding the complex conjugate yields

d

dt
‖∂lxW1‖2

L2 = Im

∫
(ε2ω1)−1∂lx(ψuWv + ψvW1 + ε2W1Wv)∂

l
xW1 dx

+ 2Re

∫
∂lxh1(Ψ,R)∂lxW1 dx+ Im

∫
ε−4(ω1)−1∂lxResu∂

l
xW1 dx
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and

d

dt
‖∂lxW−1‖2

L2 = −Im

∫
(ε2ω1)−1∂lx(ψvW−1 + ε2W−1Wv)∂

l
xW−1 dx

+ 2Re

∫
∂lxh−1(Ψ,R)∂lxW−1 dx− Im

∫
ε−4(ω1)−1∂lxResu∂

l
xW−1 dx.

Multiplying the W±1-equation with 2iε2ω1∂
l
x∂tW±1, integrating this equation w.r.t.

x, and adding the complex conjugate yields

2ε2 d

dt

∫
ω̃1∂

l
xW1ω1∂

l
xW1 dx

= −
∫

(∂lx(ψvW1)∂t∂
l
xW1 + ∂lx(ψuWv)∂t∂

l
xW1 + ε2∂lx(WvW1)∂t∂

l
xW1) dx

−
∫

(∂lx(ψvW1)∂t∂
l
xW1 + ∂lx(ψuWv)∂t∂

l
xW1 + ε2∂lx(WvW1)∂t∂

l
xW1) dx

− 4Im

∫
∂lxh1(Ψ,R)ε2ω1∂

l
x∂tW1 dx

+ 2ε−2Re

∫
∂lxResu∂

l
x∂tW1 dx

and

2ε2 d

dt

∫
ω̃1∂

l
xW−1ω1∂

l
xW−1 dx

= −
∫

(∂lx(ψvW−1)∂t∂
l
xW−1 + ε2∂lx(WvW−1)∂t∂

l
xW−1) dx

−
∫

(∂lx(ψvW−1)∂t∂
l
xW−1 + ε2∂lx(WvW−1)∂t∂

l
xW−1) dx

+ 4Im

∫
∂lxh−1(Ψ,R)ε2ω1∂

l
x∂tW−1 dx

+ 2ε−2Re

∫
∂lxResu∂

l
x∂tW−1 dx.

Here, we can write

2ε2 d

dt

∫
ω̃1∂

l
xW±1ω1∂

l
xW±1 dx =

d

dt

(
‖εω̃1∂

l
xW±1‖2

L2 + ‖∂l+1
x W±1‖2

L2

)
due to the relation

2ε2ω1(·)ω̃1(·) = (εω̃1(·))2 + (·)2.
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We multiply the Wv-equation with ∂t∂
l−1
x Wq and the Wq-equation with ∂t∂

l−1
x Wv

and integrate the equations w.r.t. x. Summing the resulting equations yields

1

2

d

dt

(
‖∂lxWq‖2

L2 + ‖∂lxWv‖2
L2

)
= −

∫
(∂lx(ψuW1)∂t∂

l
xWv + ∂lx(ψuW1)∂t∂

l
xWv) dx

−
∫

(ε2∂lx(|W1|2)∂t∂
l
xWv + ε2∂lx(|W−1|2)∂t∂

l
xWv) dx

+

∫
∂lx(h2(Ψ,R) + h−2(Ψ,R))∂t∂

l−1
x Wq dx

+

∫
∂lx(h2(Ψ,R)− h−2(Ψ,R))∂t∂

l−1
x Wv dx

+ ε−2

∫
∂l−1
x Resv∂t∂

l−1
x Wv dx.

Then, we define the energy E by E = E0 + Es + E∗ with

El = ‖∂lxW1‖2
L2 + ‖∂lxW−1‖2

L2 +
1

2
‖∂lxWq‖2

L2 +
1

2
‖∂lxWv‖2

L2

+ ‖εω̃1∂
l
xW1‖2

L2 + ‖εω̃1∂
l
xW−1‖2

L2 + ‖∂l+1
x W1‖2

L2 + ‖∂l+1
x W−1‖2

L2

and

E∗ =

∫ (
ψuW1Wv + ψuW1Wv + (|W1|2 + |W−1|2)(ψv + ε2Wv)

)
dx

+

∫
(∂sx(ψuW1)∂sxWv + ∂sx(ψuW1)∂sxWv) dx

+ ε2

∫
(W1∂

s
xWv∂

s
xW1 +W1∂

s
xWv∂

s
xW1) dx

+ ε2

∫
(W−1∂

s
xWv∂

s
xW−1 +W−1∂

s
xWv∂

s
xW−1) dx.

In Section 2.2.6, we will explain in detail where the part E∗ of the energy E comes
from. There, we also find some auxiliary calculations in order to understand the
following representation of the time derivative of the energy E . With the results
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from Section 2.2.6, we obtain

d

dt
E =

d

dt
E∗ −

∑
l∈{0,s}

(∫
(∂lx(ψvW1)∂t∂

l
xW1 + ∂lx(ψvW1)∂t∂

l
xW1) dx

+

∫
(∂lx(ψvW−1)∂t∂

l
xW−1 + ∂lx(ψvW−1)∂t∂

l
xW−1) dx

+

∫
(∂lx(ψuWv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xWv) dx

+

∫
(∂lx(ψuWv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xWv) dx

+ ε2

∫
(∂lx(WvW1)∂t∂

l
xW1 + ∂lx(WvW1)∂t∂

l
xW1 + ∂lx(|W1|2)∂t∂

l
xWv) dx

+ ε2

∫
(∂lx(WvW−1)∂t∂

l
xW−1 + ∂lx(WvW−1)∂t∂

l
xW−1 + ∂lx(|W−1|2)∂t∂

l
xWv) dx

)
+
∑
l∈{0,s}

11∑
i=1

rl,i

=
8∑
i=1

ti +
∑
l∈{0,s}

11∑
i=1

rl,i.
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Here, t1, . . . , t8 are given by (2.26) and

rl,1 = Im

∫
(ε2ω1)−1∂lx(ψuWv + ψvW1 + ε2W1Wv)∂

l
xW1 dx,

rl,2 = −Im

∫
(ε2ω1)−1∂lx(ψvW−1 + ε2W−1Wv)∂

l
xW−1 dx,

rl,3 = −4Im

∫
∂lxh1(Ψ,R)ε2ω1∂

l
x∂tW1 dx,

rl,4 = 4Im

∫
∂lxh−1(Ψ,R)ε2ω1∂

l
x∂tW−1 dx,

rl,5 = 2ε−2Re

∫
∂lxResu∂

l
x∂tW1 dx,

rl,6 = 2ε−2Re

∫
∂lxResu∂

l
x∂tW−1 dx,

rl,7 = 2Re

∫
∂lxh1(Ψ,R)∂lxW1 dx,

rl,8 = 2Re

∫
∂lxh−1(Ψ,R)∂lxW−1 dx,

rl,9 = Im

∫
ε−4(ω1)−1∂lxResu∂

l
xW1 dx,

rl,10 = −Im

∫
ε−4(ω1)−1∂lxResu∂

l
xW−1 dx,

rl,11 =

∫
∂lx(h2(Ψ,R) + h−2(Ψ,R))∂t∂

l−1
x Wq dx

+

∫
∂lx(h2(Ψ,R)− h−2(Ψ,R))∂t∂

l−1
x Wv dx

+ ε−2

∫
∂l−1
x Resv∂t∂

l−1
x Wv dx.

Energy equivalence: The following lemma shows that the square root of the
energy E is equivalent to the Hs+1 ×Hs+1 ×Hs ×Hs-norm of the error functions
(R1, R−1, R2, R−2) for sufficiently small ε > 0 and under additional assumptions
on the functions ψu and ψv.

Lemma 2.2.12. Let s ≥ 0. There is a Cmax > 0 such that for all Cu, Cv ∈
[0, Cmax) the following holds. Let (ψu, ψv) ∈ C([0, T0], Hs+5 ×Hs+4) be a solution
of the Zakharov system (2.14) with

sup
t∈[0,T0]

‖ψu‖Hs+5 =: Cu <∞, sup
t∈[0,T0]

‖ψv‖Hs+4 =: Cv <∞.
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Then, there exist ε0 > 0, C1 > 0 and C2 > 0 such that for all ε ∈ (0, ε0) we have(
‖R1‖Hs+1 + ‖R−1‖Hs+1 + ‖R2‖Hs + ‖R−2‖Hs

)2

≤ C1E ≤ C2

(
‖R1‖Hs+1 + ‖R−1‖Hs+1 + ‖R2‖Hs + ‖R−2‖Hs

)2
.

Proof. We note that R̃ is a small perturbation of R according to Lemma 2.2.11,
see also (2.22). Further, we have

‖R̃±1‖Hs+1 = ‖W±1‖Hs+1 ∼ ‖W±1‖Hs + ‖∂xW±1‖Hs .

Making use of the fact that Wv and Wq are linear combinations of R̃2 and R̃−2, the
square root of the energy E0 +Es allows to estimate the Hs+1×Hs+1×Hs×Hs-
norm of (R1, R−1, R2, R−2), if ε > 0 is sufficiently small. It remains to show that
E∗ is a small perturbation of E0 + Es. Obviously, it is

|E∗| ≤ 6Cmax(E0 + Es) + 4ε2(E0 + Es)
3/2.

Thus, the result follows, if we choose Cmax > 0 and ε0 > 0 sufficiently small.

According to Lemma 2.2.12, it is sufficient to find an O(1) bound for E in order
to prove Theorem 2.2.2. This is achieved by estimating rs,1, . . . , rs,11 in terms of
E and applying Gronwall’s inequality. The terms r0,1, . . . , r0,11 can be estimated
in the same way. Estimates for the terms t1, . . . , t8 can be found in Section 2.2.6.
We will use the inequality E1/2 ≤ 1 + E in several places.

Bound for H: For the subsequent estimates, we need a precise bound for H,
which is defined in (2.23). We note that each term in the first two components of
Q, B1 and G contains a factor (ε2ω1)−1. Thus, with the estimates for s1, . . . , s5,
we have

‖h1‖Hs ≤ ‖ε2ω1h1‖Hs ≤ Cε+ CεE ,
‖h−1‖Hs ≤ ‖ε2ω1h−1‖Hs ≤ Cε+ CεE ,
‖h2‖Hs ≤ Cε+ CεE ,
‖h−2‖Hs ≤ Cε+ CεE .

(2.25)

Trivial bounds: We use the Cauchy-Schwarz inequality, Sobolev’s embedding
theorem, Lemma 2.2.9, (2.25), and the relation

‖(ε2ω1)−1‖L∞ = sup
k∈R

1√
1 + (εk)2

≤ 1.

37



CHAPTER 2. KGZ AND RELATED SYSTEMS

Then, a pure counting of ε-powers directly yields

|rs,1| ≤ CE1/2 + Cε2E3/2,

|rs,2| ≤ CE1/2 + Cε2E3/2,

|rs,7| ≤ CεE1/2 + CεE3/2,

|rs,8| ≤ CεE1/2 + CεE3/2,

|rs,9| ≤ CE1/2,

|rs,10| ≤ CE1/2.

Bounds for rs,3 and rs,4: In the definition of rs,3, we replace ∂tW1 with the
right-hand side of the error equation (2.24). Then, we obtain∫
∂sxh1(Ψ,R)ε2ω1∂

s
x∂tW1 dx =

∫
∂sxh1(Ψ,R)ε2ω1iω̃1∂

s
xW1 dx

−
∫
∂sxh1(Ψ,R)

1

2i
∂sx
(
ψuWv + ψvW1 + ε2W1Wv

)
dx

+

∫
∂sxh1(Ψ,R)ε2ω1∂

s
xh1(Ψ,R) dx

+

∫
∂sxh1(Ψ,R)ε−2 1

2i
∂sxResu dx

= Is,1 + Is,2 + Is,3 + Is,4.

With the Cauchy-Schwarz inequality and (2.25), we find

|Is,1| ≤ Cε−1‖ε2ω1h1(Ψ,R)‖Hs‖εω̃1W1‖Hs ≤ C + CE + Cε2E2,

|Is,2| ≤ ‖h1(Ψ,R)‖Hs

(
‖ψu‖Hs‖Wv‖Hs + ‖ψv‖Hs‖W1‖Hs + ε2‖W1‖Hs‖Wv‖Hs

)
≤ Cε+ CεE + Cε2E2,

|Is,3| ≤ C‖h1(Ψ,R)‖Hs‖ε2ω1h1(Ψ,R)‖Hs ≤ Cε+ CεE + Cε2E2,

|Is,4| ≤ ε−2‖h1(Ψ,R)‖Hs‖Resu‖Hs ≤ Cε+ CεE .

This yields
|rs,3| ≤ C + CE + Cε2E2.

Analogously, we obtain
|rs,4| ≤ C + CE + Cε2E2.
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Bounds for rs,5 and rs,6: In the definition of rs,5, we replace ∂tW1 with the
right-hand side of the error equation (2.24). This yields

ε−2

∫
∂sxResu∂t∂

s
xW1 dx

= ε−2

∫
iω̃1∂

s
xW1∂

s
xResu dx

− ε−4

∫
(2iω1)−1∂sx(ψuWv + ψvW1 + ε2W1Wv)∂

s
xResu dx

+ ε−2

∫
∂sxh1(Ψ,R)∂sxResu dx+ ε−6

∫
(2iω1)−1∂sxResu∂

s
xResu dx

= Is,5 + Is,6 + Is,7 + Is,8.

Since |ω̃1(k)| = |ω1(k)− ε−2| ≤ 1
2
k2, we can use integration by parts to obtain

|Is,5| ≤ Cε−2‖W1‖Hs+1‖Resu‖Hs+1 ≤ CE1/2.

With Sobolev’s embedding theorem, Lemma 2.2.9, and (2.25), we have

|Is,6| ≤ Cε−2‖Resu‖Hs(‖W1‖Hs + ‖Wv‖Hs + ‖W1‖Hs+1‖Wv‖Hs) ≤ C + CE ,
|Is,7| ≤ ε−2‖h1(Ψ,R)‖Hs‖Resu‖Hs ≤ Cε+ CεE ,
|Is,8| ≤ ε−4‖Resu‖2

Hs ≤ C.

This yields
|rs,5| ≤ C + CE

and, analogously,
|rs,6| ≤ C + CE .

Bound for rs,11: In rs,11, we replace the time derivatives with the right-hand
side of the last two equations of the error equation (2.24). Then, we obtain

rs,11 =

∫
∂sx(h2(Ψ,R) + h−2(Ψ,R))∂sx(Wv + ψuW1 + ψuW1 + ε2|W1|2 + ε2|W−1|2) dx

+

∫
∂sx(h2(Ψ,R)− h−2(Ψ,R))∂sxWq dx+ ε−2

∫
∂s−1
x Resv∂

s
xWq dx

+

∫
∂s−1
x (h2(Ψ,R) + h−2(Ψ,R))ε−2∂s−1

x Resv(Ψ) dx

+

∫
∂sx(h2(Ψ,R) + h−2(Ψ,R))ε−2∂s−2

x Resv(Ψ) dx

+

∫
∂s−1
x (h2(Ψ,R) + h−2(Ψ,R))∂sx(h2(Ψ,R)− h−2(Ψ,R)) dx

+

∫
∂s−1
x (h2(Ψ,R)− h−2(Ψ,R))∂sx(h2(Ψ,R) + h−2(Ψ,R)) dx.
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The last four lines vanish after integration by parts. Thus, with (2.25), the term
rs,11 can be estimated by

|rs,11| ≤ Cε+ CεE + Cε2E2.

Final estimates: Finally, after using E1/2 ≤ 1 +E and εE2 ≤ 1, we are left with

d

dt
E ≤ C + CE .

With Gronwall’s inequality, we have E(t) ≤ M for all t ∈ [0, T0] for a constant
M = O(1). We choose ε0 > 0 such that ε0M

2 ≤ 1. This concludes the proof of
Theorem 2.2.2.

Remark 2.2.13. Analogous to Remark 2.1.13, the approximation rate can be
increased in Theorem 2.2.2. Instead of making the ansatz (2.17), we can introduce
the error by

(u, v)(x, t) = (ψu,ne
iε−2t, ψv,n)(x, t) + εβ(Ru, Rv)(x, t),

where (ψu,n, ψv,n) is the higher order ansatz from Section 2.2.3. Then, the error
estimates are analogous to those that have just been made. In order to find anO(1)
bound of the Hs+1 ×Hs-norm of (Ru, Rv), we can choose β = 2n+ 2. Therefore,
we have the following theorem.

Theorem 2.2.14. Let n ∈ N and s ∈ N. There is a Cmax > 0 such that for all
Cu, Cv ∈ [0, Cmax) the following holds. Let (ψu, ψv) ∈ C([0, T0], Hs+2n+5×Hs+2n+4)
be a solution of the Zakharov system (2.14) with

sup
t∈[0,T0]

‖ψu‖Hs+2n+5 =: Cu <∞, sup
t∈[0,T0]

‖ψv‖Hs+2n+4 =: Cv <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solutions
(u, v) of the KGZ system (2.12) satisfying

sup
t∈[0,T0]

‖(u, v)− (ψu,ne
iε−2t, ψv,n)‖Hs+1×Hs ≤ Cε2n+2.

2.2.6 Auxiliary calculations and estimates

In the following, we show some calculations and estimates which are necessary to
understand the energy estimates from Section 2.2.5. For this purpose, we consider
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the terms

tl,1 =

∫
(∂lx(ψvW1)∂t∂

l
xW1 + ∂lx(ψvW1)∂t∂

l
xW1) dx,

tl,2 =

∫
(∂lx(ψvW−1)∂t∂

l
xW−1 + ∂lx(ψvW−1)∂t∂

l
xW−1) dx,

tl,3 =

∫
(∂lx(ψuWv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xWv) dx,

tl,4 =

∫
(∂lx(ψuWv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xWv) dx,

tl,5 = ε2

∫
(∂lx(WvW1)∂t∂

l
xW1 + ∂lx(WvW1)∂t∂

l
xW1 + ∂lx(|W1|2)∂t∂

l
xWv) dx,

tl,6 = ε2

∫
(∂lx(WvW−1)∂t∂

l
xW−1 + ∂lx(WvW−1)∂t∂

l
xW−1 + ∂lx(|W−1|2)∂t∂

l
xWv) dx,

which appear in the time derivative of El. The problem with these terms is the
occurence of the term iω̃1∂

s
xW±1 in the time derivate of ∂sxW±1. Since |ω̃1(k)| ≤ 1

2
k2,

the Hs-norm of the term iω̃1W±1 can only be estimated by the Hs+2-norm of W±1,
which is not contained in the energy E . Analogously, the Hs-norm of the time
derivate of Wv can only be estimated by the Hs+1-norm of Wq, which is also not
contained in the energy E . However, we can rewrite the terms tl,i such that the
terms containing the highest possible derivative of W±1 and Wv will be written as
a time derivative and all other terms can be estimated in terms of the energy E .
In the following, we proceed as in Section 2.1.5. For l = 0, we obtain

6∑
i=1

t0,i =
d

dt

∫
(ψuW1Wv + ψuW1Wv + (|W1|2 + |W−1|2)(ψv + ε2Wv)) dx

−
∫

(∂tψv|W1|2 + ∂tψv|W−1|2 + ∂tψuWvW1 + ∂tψuWvW1) dx.

For l = s ∈ N, the terms cannot be written as a time derivative directly. Thus, we
have to proceed separately. The terms ts,1 and ts,2 do not have to be written as a
time derivative since, subsequently, they will be estimated directly. For the term
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ts,3 and, analogously, for the term ts,4, we use the Leibniz rule and obtain∫
(∂sx(ψuWv)∂t∂

s
xW1 + ∂sx(ψuW1)∂t∂

s
xWv) dx

=

∫
(ψu∂

s
xWv∂t∂

s
xW1 + ψu∂

s
xW1∂t∂

s
xWv) dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Wv∂t∂

s
xW1 dx+

s∑
k=1

(
s

k

)∫
∂kxψu∂

s−k
x W1∂t∂

s
xWv dx

=
d

dt

∫
ψu∂

s
xWv∂

s
xW1 dx−

∫
∂tψu∂

s
xWv∂

s
xW1 dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Wv∂t∂

s
xW1 dx

+
d

dt

s∑
k=1

(
s

k

)∫
∂kxψu∂

s−k
x W1∂

s
xWv dx−

s∑
k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x W1)∂sxWv dx

=
d

dt

∫
∂sx(ψuW1)∂sxWv dx−

∫
∂tψu∂

s
xWv∂

s
xW1 dx

+
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Wv∂t∂

s
xW1 dx−

s∑
k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x W1)∂sxWv dx.

For ts,5 and, analogously, for the term ts,6, we again use the Leibniz rule and find∫
(∂sx(WvW1)∂t∂

s
xW1 + ∂sx(WvW1)∂t∂

s
xW1 + ∂sx(|W1|2)∂t∂

s
xWv) dx

=

∫
(W1∂

s
xWv∂t∂

s
xW1 + ∂sxWvW1∂t∂

s
xW1 + ∂sxW1W1∂t∂

s
xWv + ∂sxW1W1∂t∂

s
xWv) dx

+
s∑

k=1

(
s

k

)∫
(∂kxW1∂

s−k
x Wv∂t∂

s
xW1 + ∂kxW1∂

s−k
x Wv∂t∂

s
xW1) dx

+
s−1∑
k=1

(
s

k

)∫
∂kxW1∂

s−k
x W1∂t∂

s
xWv dx

=
d

dt

∫
(W1∂

s
xWv∂

s
xW1 + ∂sxWvW1∂

s
xW1) dx−

∫
(∂tW1∂

s
xWv∂

s
xW1 + ∂sxWv∂tW1∂

s
xW1) dx

+ 2Re
s∑

k=1

(
s

k

)∫
∂kxW1∂

s−k
x Wv∂t∂

s
xW1 dx+

s−1∑
k=1

(
s

k

)∫
∂kxW1∂

s−k
x W1∂t∂

s
xWv dx.

The terms, that we have written as a time derivative in these calculations, will
be collected in the energy E∗ which is a part of the full energy E . The remaining
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terms ti will be estimated subsequently. They are given by

t1 =

∫
(∂tψv|W1|2 + ∂tψv|W−1|2 + ∂tψuWvW1 + ∂tψuWvW1) dx,

t2 = −
∑

j∈{±1}

∫
(∂sx(ψvWj)∂t∂

s
xWj + ∂sx(ψvWj)∂t∂

s
xWj) dx,

t3 = 2Re

∫
∂tψu∂

s
xWv∂

s
xW1 dx,

t4 = −2Re
s∑

k=1

(
s

k

)∫
∂kxψu∂

s−k
x Wv∂t∂

s
xW1 dx,

t5 = 2Re
s∑

k=1

(
s

k

)∫
∂t(∂

k
xψu∂

s−k
x W1)∂sxWv dx,

t6 = ε2
∑

j∈{±1}

∫
(∂tWj∂

s
xWv∂

s
xWj + ∂sxWv∂tWj∂

s
xWj) dx,

t7 = −ε2
∑

j∈{±1}

2Re
s∑

k=1

(
s

k

)∫
∂kxWj∂

s−k
x Wv∂t∂

s
xWj dx,

t8 = −ε2
∑

j∈{±1}

s−1∑
k=1

(
s

k

)∫
∂kxWj∂

s−k
x Wj∂t∂

s
xWv dx.

(2.26)

Bounds for t1, t3, t5 and t6: We use the Cauchy-Schwarz inequality to obtain

|t1| ≤ C‖W1‖2
L2 + C‖W−1‖2

L2 + C‖Wv‖L2‖W1‖L2 ≤ CE ,
|t3| ≤ C‖Wv‖Hs‖W1‖Hs ≤ CE ,
|t5| ≤ C(‖∂tψu‖Hs‖W1‖Hs−1 + ‖ψu‖Hs‖∂tW1‖Hs−1)‖Wv‖Hs ≤ C + CE + CεE3/2,

|t6| ≤ ε2
∑

j∈{±1}

‖∂tWj‖L2‖Wv‖Hs‖Wj‖Hs+1 ≤ Cε2E3/2.

Bounds for t2, t4, t7 and t8: As described above, the Hs-norm of ∂tW±1 and
∂tWv cannot be estimated by the energy E . However, in the Hs−1-norm, we have

‖∂tWj‖Hs−1 ≤ C + CE1/2 + CεE ,
‖∂tWv‖Hs−1 ≤ C + CE1/2 + CεE ,
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where we have used the estimate |ω̃1(k)| ≤ 1
2
k2. Thus, we use integration by parts

in order to shift one derivative away from the problematic terms. This yields

t2 =
∑

j∈{±1}

∫
(∂s+1
x (ψvWj)∂t∂

s−1
x Wj + ∂s+1

x (ψvWj)∂t∂
s−1
x Wj) dx,

t4 = 2Re
s∑

k=1

(
s

k

)∫
∂x(∂

k
xψu∂

s−k
x Wv)∂t∂

s−1
x W1 dx,

t7 = ε2
∑

j∈{±1}

2Re
s∑

k=1

(
s

k

)∫
∂x(∂

k
xWj∂

s−k
x Wv)∂t∂

s−1
x Wj dx,

t8 = ε2
∑

j∈{±1}

s−1∑
k=1

(
s

k

)∫
∂x(∂

k
xWj∂

s−k
x Wj)∂t∂

s−1
x Wv dx.

Finally, we obtain

|t2| ≤ C
∑

j∈{±1}

‖ψv‖Hs+1‖Wj‖Hs+1‖∂t∂s−1
x Wj‖Hs−1 ≤ C + CE + CεE3/2,

|t4| ≤ C‖ψu‖Hs+1‖Wv‖Hs‖∂t∂s−1
x W1‖Hs−1 ≤ C + CE + CεE3/2,

|t7| ≤ Cε2
∑

j∈{±1}

‖Wj‖Hs+1‖Wv‖Hs‖∂tWj‖Hs−1 ≤ Cε2E + Cε3E2,

|t8| ≤ Cε2
∑

j∈{±1}

‖Wj‖2
Hs‖∂tWv‖Hs−1 ≤ Cε2E + Cε3E2.
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2.3 From KGZ to NLS on the torus

We consider the singular limit from the KGZ system to the NLS equation, where
the v-equation of the KGZ system depends on a parameter γ ∈ R, |γ| ≥ 1. In order
to prove an approximation result, we distinguish the cases |γ| = 1 and |γ| > 1 as
for each case different difficulties occur.

2.3.1 Introduction

We consider the Klein-Gordon-Zakharov system

ε2∂2
t u = ∂2

xu− ε−2u− uv, γ2ε2∂2
t v = ∂2

xv + ∂2
x(|u|2) (2.27)

on the one-dimensional torus T = R/(2πZ) with a parameter γ ∈ R \ (−1, 1),
where u(x, t) ∈ C, v(x, t), x, t ∈ R, and 0 < ε � 1. This corresponds to the
spectral situation in Figure 2.3. The spectral situation depends on the choice of
the parameter γ.

ω2
ω1

ε−2

k

(a) The case |γ| > 1.

ω2
ω1

ε−2

k

(b) The case |γ| = 1.
ω2

ω1

ε−2

k

(c) The case |γ| < 1.

Figure 2.3: Spectral situation corresponding to the linearized KGZ system with
k ∈ R. The system is solved by u(x, t) = eikx+iω±1(k)t and v(x, t) = eikx+iω±2(k)t

where ω±1(k) = ±ε−2
√

1 + (εk)2 and ω±2(k) = ±(γε)−1k. We note that ω±1

asymptotically behaves like ±|ω2| for |γ| = 1. The case (c) is not considered here,
but we show it anyway for illustration purposes.
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In the singular limit ε→ 0, the NLS equation

2i∂tψu = ∂2
xψu + ψu|ψu|2 (2.28)

with spatially 2π-periodic boundary conditions can be derived with the ansatz

u(x, t) = ψu(x, t)e
iε−2t, v(x, t) = ψv(x, t), (2.29)

where ψu and ψv are spatially 2π-periodic. Our goal is to prove that the NLS
equation (2.28) with spatially 2π-periodic boundary conditions makes correct pre-
dictions about the dynamics of the KGZ system (2.27), with |γ| ≥ 1, on the
one-dimensional torus T for small values of ε > 0. We have the following approxi-
mation result.

Theorem 2.3.1. Let s ∈ N and γ ∈ R with |γ| ≥ 1. There is a Cmax > 0 such that
for all Cu ∈ [0, Cmax) the following holds. Let ψu ∈ C([0, T0], Hs+5) be a solution
of the NLS equation (2.28) with spatially 2π-periodic boundary conditions and

sup
t∈[0,T0]

‖ψu‖Hs+5 =: Cu <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) there are solutions
(u, v) of the KGZ system (2.27) with spatially 2π-periodic boundary conditions
satisfying

sup
t∈[0,T0]

‖(u, v)− (ψue
iε−2t,−|ψu|2)‖Hs+1×Hs ≤ Cε2.

In Section 2.3.5, we prove Theorem 2.3.1 by using energy estimates and Gronwall’s
inequality. Ahead of that, in Section 2.3.2 and Section 2.3.3, we use periodic
boundary conditions in order to estimate the residual and construct a higher order
approximation. In Section 2.3.4, we use normal form transformations to eliminate
problematic terms. It turns out that the normal form transformations are bounded
for |γ| > 1, while they lose regularity for |γ| = 1. Hence, instead of carrying out
the normal form transformations directly, we only use them to define an energy,
cf. [Due17, HITW15].

Remark 2.3.2. We have local existence and uniqueness of solutions (u, v) ∈
Hs+1 × Hs, s ≥ 1, of the KGZ system (2.27), cf. Remark 2.2.3, and local ex-
istence and uniqueness of solutions ψu ∈ Hs, s ≥ 1, of the NLS equation (2.28),
cf. Remark 2.1.5.

Remark 2.3.3. If we consider spatially L-periodic boundary conditions for L > 0,
with our methods it is also possible to prove an approximation result for |γ| < 1. In
this case, resonances occur which can be handled by using the periodic boundary
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conditions such that each k ∈ (2π/L)Z is bounded away from the resonances.
However, since the resonances are of order O(ε−1), the period L should be of order
O(ε). Since this corresponds to spatially constant functions, the statement of such
a theorem would be empty.

Remark 2.3.4. The same ansatz as in equation (2.29) has been considered in
[MN05] with a parameter γ ∈ R, |γ| > 1. However, our proof differs significantly
from that in [MN05] since dispersive decay estimates are used there, which are
not applicable in the case of periodic boundary conditions. Moreover, our work
involves residual estimates and the construction of a higher order approximation.
The case |γ| = 1 is not discussed in the literature.

Remark 2.3.5. The proof of the approximation theorem given in Section 2.3.5
only holds, if the nonlinear part on the right-hand side of the u-equation of (2.27)
has a negative sign.

Notation. We use the notation from Chapter 1. We write
∫

for
∫
T and Hs for

Hs(T,K), unless otherwise specified.

2.3.2 Estimates for the residual

The residual of the original system (2.27) contains all terms which do not cancel
after inserting the approximation into this system. In this section, we want to
estimate the residual for x ∈ T and construct an approximation such that the
residual becomes sufficiently small. Inserting the ansatz (2.29) into the u- and
v-equation yields

ε2∂2
t ψu + 2i∂tψu = ∂2

xψu − ψuψv, γ2ε2∂2
t ψv = ∂2

xψv + ∂2
x(|ψu|2). (2.30)

We can choose ψu to satisfy the NLS equation (2.28) and ψv = −|ψu|2. However,
this would result in a residual of order O(ε2), which is not sufficient to prove
Theorem 2.3.1. In order to make the residual smaller, we make the improved
ansatz

u(x, t) = Ψu(x, t) = ψu(x, t)e
iε−2t, v(x, t) = Ψv(x, t) = ψv(x, t) + ε2ψv,2(x, t).

After inserting this ansatz into the KGZ system (2.27), a comparison of coefficients
yields

2i∂tψu = ∂2
xψu − ψuψv, 0 = ∂2

xψv + ∂2
x(|ψu|2)

at order ε0 and
γ2∂2

t ψv = ∂2
xψv,2
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at order ε2. We choose ψv = −|ψu|2 and ψu to satisfy the NLS equation (2.28).
Further, we set

ψ̂v,2(k, t) = γ2k−2∂2
t ψ̂v(k, 0) (2.31)

for k ∈ Z \ {0}. We remark that, up to some constants, the functions ψu, ψv and
ψv,2 are defined in the same way as the functions u0, v0 and v2 in Section 2.1.2,
where the limit from the Zakharov system to the NLS equation is considered. In
fact, we can proceed analogously here. As the mean value of v0 is conserved for
spatially 2π-periodic boundary conditions, we can set ψ̂v,2(0, t) = ψ̂v,2(0, 0). Thus,
the functions ∂−nx ∂nt ψv,2 for m ∈ N, n ∈ N0 are well-defined and have a vanishing
mean value. With the choices (2.28) and (2.31), the residual of (2.27) is given by

Resu(Ψu,Ψv) = −ε2(∂2
t ψu + ψuψv,2), Resv(Ψu,Ψv) = −γ2ε4∂2

t ψv,2.

Thus, we can formulate the following lemma.

Lemma 2.3.6. Let s ≥ 0 and γ ∈ R \ {0}. Let ψu ∈ C([0, T0], Hs+6) be a solution
of the NLS equation (2.28) with spatially 2π-periodic boundary conditions. Then,
there exist ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) we have

sup
t∈[0,T0]

‖Resu(Ψu,Ψv)‖Hs+2 ≤ Cresε
2, sup

t∈[0,T0]

‖Resv(Ψu,Ψv)‖Hs ≤ Cresε
4.

Proof. We can estimate ‖∂2
t ψv,2‖Hs in terms of ‖ψu‖Hs+6 due to

ψv,2 =
1

4
γ2
(
∂2
x(|u0|2)− 4|∂xu0|2 + |u0|4

)
and the fact that ψu solves the NLS equation. For the same reason, we can
estimate ‖∂2

t ψu‖Hs in terms of ‖ψu‖Hs+4 . Thus, we directly get an estimate for
‖Resu(Ψu,Ψv)‖Hs+2 when assuming ψu ∈ C([0, T0], Hs+6).

For the subsequent error estimates, it is sufficient to find a bound for ∂−1
x Resv. We

note that Resv has no derivative in front but it has a vanishing mean value since it
contains the term ψv,2. Therefore, we can directly conclude the following lemma.

Lemma 2.3.7. Let γ ∈ R \ {0}. Let ψu ∈ C([0, T0], H6) be a solution of the NLS
equation (2.28) with spatially 2π-periodic boundary conditions. Then, there exist
ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) we have

sup
t∈[0,T0]

‖∂−1
x Resv(Ψu,Ψv)‖L2 = sup

t∈[0,T0]

γ2ε4‖∂−1
x ∂2

t v2‖L2 ≤ Cresε
4.
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2.3.3 Higher order approximation

In order to make the residual arbitrarily small, we insert the ansatz

ψu,n =
n∑
k=0

ε2ku2k, ψv,n =
n∑
k=0

ε2kv2k (2.32)

into (2.30). Then, v0 = −|u0|2 and u0 = ψu solves the NLS equation (2.28). For
k ≥ 1, the functions u2k solve inhomogeneous linear Schrödinger equations of the
form

2i∂tu2k = ∂2
xu2k − u2kv0 − u0v2k − ∂2

t u2(k−1) − F2k(u0, . . . , u2(k−1))

and the functions v2k satisfy

γ2∂2
t v2(k−1) = ∂2

xv2k + ∂2
xG2k(u0, . . . , u2k), (2.33)

where F2k and G2k are quadratic mappings. Analogous to Section 2.1.3, we set

v2k = γ2∂−2
x ∂2

t v2(k−1) −G2k(u0, . . . , u2k) +
1

2π

∫
G2k(u0, . . . , u2k)(x) dx

in order to achieve that, on the one hand, (2.33) is satisfied, and, on the other hand,
the v2k have a vanishing mean value. The following lemma is a direct consequence
of Lemma 2.1.11 and Lemma 2.2.10.

Lemma 2.3.8. Let n ∈ N and s ≥ 0. Further, let ψu ∈ C([0, T0], Hs+2n+5) be a
solution of the NLS equation (2.28) with spatially 2π-periodic boundary conditions.
Then, there exist ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) there is an
approximation (Ψu,n, ψv,n), where Ψu,n = ψu,ne

iε−2t and where (ψu,n, ψv,n) is of the
form (2.32), with

sup
t∈[0,T0]

‖Resu(Ψu,n, ψv,n)‖Hs+1 ≤ Cresε
2n+2, sup

t∈[0,T0]

‖Resv(Ψu,n, ψv,n)‖Hs ≤ Cresε
2n+2,

and
sup

t∈[0,T0]

‖∂−1
x Resv(Ψu,n, ψv,n)‖Hs ≤ Cresε

2n+2.

2.3.4 Error equation and normal form transform

In this section, we derive an equation for the error which is made by the approxi-
mation (Ψu,Ψv). Since there are some oscillating terms left in the error equation,
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we use normal form transformations to eliminate them. First, we write the KGZ
system (2.27) as

∂2
t u = −ω2

1u− ε−2uv, ∂2
t v = −ω2

2v − ω2
2(|u|2),

where, in Fourier space,

ω2
1(k) = ε−2(k2 + ε−2) = ε−4(1 + (εk)2), ω2

2(k) = γ−2ε−2k2.

We introduce the error ε2(Ru, Rv) made by the improved approximation (Ψu,Ψv)
by

(u, v)(x, t) = (Ψu,Ψv)(x, t) + ε2(Ru, Rv)(x, t).

The error functions Ru and Rv satisfy

∂2
tRu = −ω2

1Ru − ε−2(ΨuRv + ΨvRu + ε2RuRv) + ε−4Resu,

∂2
tRv = −ω2

2Rv − ω2
2(ΨuRu + ΨuRu + ε2|Ru|2) + ε−4Resv.

We rewrite this system as the first order system

∂tRu = iω1R̃u,

∂tR̃u = iω1Ru − ε−2(iω1)−1(ΨuRv + ΨvRu + ε2RuRv) + ε−4(iω1)−1Resu,

∂tRv = iω2Rq,

∂tRq = iω2Rv + iω2(ΨuRu + ΨuRu + ε2|Ru|2) + ε−4(iω2)−1Resv.

By introducing

Ru = R1 +R−1, R̃u = R1 −R−1 resp. 2R1 = Ru + R̃u, 2R−1 = Ru − R̃u,

Rv = R2 +R−2, Rq = R2 −R−2 resp. 2R2 = Rv +Rq, 2R−2 = Rv −Rq,

we diagonalize this system and find for R±1 and R±2

∂tR±1 = ±iω1R±1 ∓ ε−2(2iω1)−1
(
Ψu(R2 +R−2) + Ψv(R1 +R−1)

+ ε2(R1 +R−1)(R2 +R−2)
)
± ε−4(2iω1)−1Resu,

∂tR±2 = ±iω2R±2 ±
1

2
iω2

(
Ψu(R1 +R−1) + Ψu(R1 +R−1)

+ ε2|R1 +R−1|2
)
± ε−4(2iω2)−1Resv.

(2.34)

In the energy estimates, cf. Section 2.3.5, we will work with the system (2.34).
However, in order to understand the subsequent normal form transformation, we
divide the right-hand side of (2.34) into non-oscillating terms that will be collected
in B1 and oscillating terms that will be collected in B2 and B3. Therefore, we write

∂tR = ΛR+ B1(Ψu,R) + B2(Ψu,R) + B3(ψv,R) + G(Ψu,R) + ε−4RES(Ψ),
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where

R = (R1, R−1, R2, R−2)T , Λ = diag(iω1,−iω1, iω2,−iω2), Ψ = (Ψu,Ψv),

and

B1(Ψu,R) =


−ε−2(2iω1)−1(Ψu(R2 +R−2) + ψvR1 + ε2R1(R2 +R−2))

ε−2(2iω1)−1(ψvR−1 + ε2R−1(R2 +R−2))
1
2
iω2(ΨuR1 + ΨuR1 + ε2(|R1|2 + |R−1|2))
−1

2
iω2(ΨuR1 + ΨuR1 + ε2(|R1|2 + |R−1|2))

 ,

B2(Ψu,R) =


0

ε−2(2iω1)−1(Ψu(R2 +R−2))
1
2
iω2(ΨuR−1 + ΨuR−1)
−1

2
iω2(ΨuR−1 + ΨuR−1)

 ,

B3(ψv,R) =


−ε−2(2iω1)−1(ψvR−1)
ε−2(2iω1)−1(ψvR1)

0
0

 ,

G(Ψu,R) =


−(2iω1)−1(R−1(R2 +R−2) + ψv,2(R1 +R−1))

(2iω1)−1(R1(R2 +R−2) + ψv,2(R1 +R−1))
1
2
ε2iω2(R1R−1 +R1R−1)
−1

2
ε2iω2(R1R−1 +R1R−1)

 ,

RES(Ψ) =


(2iω1)−1Resu(Ψ)
−(2iω1)−1Resu(Ψ)
(2iω2)−1Resv(Ψ)
−(2iω2)−1Resv(Ψ)

 .

G(Ψu,R) contains all terms with sufficiently high order in ε such that they cause no
difficulties when passing to the O(1) time scale. In order to get rid of the O(ε−2)
terms, we use energy estimates to control B1 and normal form transformations
to control B2 and B3. Specifically, we try to eliminate B2 and B3 with the near
identity change of coordinates

R̃ = R+Q(Ψu,R) + P(ψv,R).

We have R̃ = (R̃1, R̃−1, R̃2, R̃−2)T . The mapping Q = (Q1,Q−1,Q2,Q−2)T con-
sists of bilinear mappings Qj of the form

Q̂j(Ψ̂u, R̂) =
∑

j1∈{±1,±2}

Q̂j,j1(Ψ̂u, R̂j1),
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in Fourier space, with

Q̂j,j1(Ψ̂u, R̂j1) =

∫
qj,j1(k)Ψ̂u(k − l)R̂j1(l) dl, j ∈ {±1},

and

Q̂j,j1(Ψ̂u, R̂j1) =

∫
qj,j1(k)Ψ̂u(k − l)R̂j1(l) dl

+

∫
q′j,j1(k)Ψ̂u(k − l)R̂j1(l) dl, j ∈ {±2}.

Further, P = (P1,P−1, 0, 0)T consists of bilinear mappings Pj which have the form

P̂j(ψ̂v, R̂) =
∑

j1∈{±1,±2}

P̂j,j1(ψ̂v, R̂j1),

in Fourier space, with

P̂j,j1(ψ̂v, R̂j1) =

∫
pj,j1(k)ψ̂v(k − l)R̂j1(l) dl, j ∈ {±1}.

In the following, we also write

Q̂(Ψ̂u, R̂) =
∑

j1∈{±1,±2}

Q̂j1(Ψ̂u, R̂j1), P̂(ψ̂v, R̂) =
∑

j1∈{±1,±2}

P̂j1(ψ̂v, R̂j1).

We understand Qj(Ψu,R) as the components of Q(Ψu,R) and Qj1(Ψu, Rj1) as the
vector with components Qj,j1(Ψu, Rj1). The same holds for P . By the linearity of
the mappings Q and P , we obtain

∂tR̃ = ∂tR+Q(∂tΨu,R) +Q(Ψu, ∂tR) + P(∂tψv,R) + P(ψv, ∂tR)

= ΛR̃ − ΛQ(Ψu,R)− ΛP(ψv,R)

+ B1(Ψu,R) + B2(Ψu,R) + B3(ψv,R) + G(Ψu,R) + ε−4RES(Ψ)

+Q(iω1(0)Ψu,R) +Q(∂tΨu − iω1(0)Ψu,R)

+
∑

j1∈{±1,±2}

iωj1Qj1(Ψu, Rj1) +Q(Ψu, ∂tR− ΛR)

+Q(Ψu,ΛR)−
∑

j1∈{±1,±2}

iωj1Qj1(Ψu, Rj1)

+ P(∂tψv,R) +
∑

j1∈{±1,±2}

iωj1Pj1(ψv, Rj1) + P(ψv, ∂tR− ΛR)

+ P(ψv,ΛR)−
∑

j1∈{±1,±2}

iωj1Pj1(ψv, Rj1).
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In order to eliminate the problematic B2- and B3-terms, we set the equally under-
lined terms to zero. Thus, Q and P have to satisfy

B2(Ψu,R) = ΛQ(Ψu,R)−Q(iω1(0)Ψu,R)−
∑

j1∈{±1,±2}

iωj1Qj1(Ψu, Rj1),

B3(ψv,R) = ΛP(ψv,R)−
∑

j1∈{±1,±2}

iωj1Pj1(ψv, Rj1).
(2.35)

In Fourier space, this leads to

p±1,∓1(k) = ε−2 1

2ω1(k)
(ω1(k) + ω1(k))−1,

q−1,±2(k) = ε−2 1

2ω1(k)
(ω1(k) + ω1(0)± ω2(k))−1,

q2,−1(k) = q′−2,−1(k) =
1

2
ω2(k)(ω2(k) + ω1(0) + ω1(k))−1,

q−2,−1(k) = q′2,−1(k) =
1

2
ω2(k)(ω2(k)− ω1(0)− ω1(k))−1.

Since no further terms have to be eliminated, the remaining kernels are set equal
to 0. In the following two lemmas, depending on the value of the parameter γ, we
will analyze the properties of the mappings R 7→ Qj(Ψu,R) and R 7→ Pj(ψv,R)
for j ∈ {±1,±2}.

Lemma 2.3.9. Let s ≥ 0 and γ ∈ R with |γ| > 1. Fix h ∈ Hs(R,C). Then, R 7→
Q±1(h,R) and R 7→ P±1(h,R) define continuous mappings from (Hs(R,C))4 into
Hs+1(R,C) and R 7→ Q±2(h,R) define continuous mappings from (Hs(R,C))4

into Hs(R,C). More precisely, there exist ε0 > 0 and C > 0 such that for all
ε ∈ (0, ε0) we have

‖Q±1(h,R)‖Hs ≤ Cε2‖h‖Hs(‖R2‖Hs + ‖R−2‖Hs),

‖Q±1(h,R)‖Hs+1 ≤ Cε‖h‖Hs(‖R2‖Hs + ‖R−2‖Hs),

‖Q±2(h,R)‖Hs ≤ C‖h‖Hs(‖R1‖Hs + ‖R−1‖Hs),

‖P±1(h,R)‖Hs ≤ Cε2‖h‖Hs(‖R1‖Hs + ‖R−1‖Hs),

‖P±1(h,R)‖Hs+1 ≤ Cε‖h‖Hs(‖R1‖Hs + ‖R−1‖Hs).

(2.36)

Additionally, for h ∈ Hs+1(R,C), it holds

‖Q±2(h,R)‖Hs ≤ Cε‖h‖Hs+1(‖R1‖Hs+1 + ‖R−1‖Hs+1). (2.37)

Proof. Let k ∈ R. We recall that ω1(k) = ε−2
√

1 + (εk)2 and ω2(k) = γ−1ε−1k.
We show that the functions (1 + | · |)q−1,±2, (1 + | · |)p±1,∓1 and q±2,−1 are bounded
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for |γ| > 1. By using
√

1 + (εk)2 > ε|k| ≥ ±εk ≥ ±γ−1εk, we obtain

sup
k∈R
|p±1,∓1(k)| = ε2 · sup

k∈R

∣∣∣∣∣ 1

2
√

1 + (εk)2

1√
1 + (εk)2 +

√
1 + (εk)2

∣∣∣∣∣
=

1

4
ε2 · sup

k∈R

∣∣∣∣ 1

1 + (εk)2

∣∣∣∣ ≤ 1

4
ε2,

sup
k∈R
|k · p±1,∓1(k)| = 1

4
ε · sup

k∈R

∣∣∣∣ εk

1 + (εk)2

∣∣∣∣ ≤ 1

4
ε,

sup
k∈R
|q−1,±2(k)| = 1

2
ε2 · sup

k∈R

∣∣∣∣∣ 1√
1 + (εk)2

1√
1 + (εk)2 + 1± γ−1εk

∣∣∣∣∣ ≤ 1

2
ε2,

sup
k∈R
|k · q−1,±2(k)| = 1

2
ε · sup

k∈R

∣∣∣∣∣ εk√
1 + (εk)2

1√
1 + (εk)2 + 1± γ−1εk

∣∣∣∣∣ ≤ 1

2
ε.

The function q2,−1 is strictly increasing due to the relation

d

dk
q2,−1(k) =

1

2
εγ

1 +
√

1 + (εk)2√
1 + (εk)2(γ

√
1 + (εk)2 + γ + εk)2

> 0.

Thus, q2,−1 is O(1) bounded as we have

lim
k→∞

q2,−1(k) = lim
k→∞

1

2

γ−1εk

γ−1εk + 1 +
√

1 + (εk)2
=

1

2(1 + γ)
,

lim
k→−∞

q2,−1(k) = lim
k→∞

1

2

−γ−1εk

−γ−1εk + 1 +
√

1 + (εk)2
=

1

2(1− γ)
.

Analogously, one can show that q−2,−1 is strictly decreasing and O(1) bounded.
Thus, we get

sup
k∈R
|q±2,−1(k)| ≤ C.

With Sobolev’s embedding theorem, we now directly obtain (2.36). The estimate
(2.37) follows from Sobolev’s embedding theorem and

|q2,−1(k)| ≤ 1

2
|k| · sup

k∈R

∣∣∣∣∣ γ−1ε

γ−1εk + 1 +
√

1 + (εk)2

∣∣∣∣∣ ≤ Cε|k|,

|q−2,−1(k)| = 1

2
|k| · sup

k∈R

∣∣∣∣∣ γ−1ε

γ−1εk − 1−
√

1 + (εk)2

∣∣∣∣∣ ≤ Cε|k|.
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Lemma 2.3.10. Let s ≥ 0 and γ ∈ R with |γ| = 1. Fix h ∈ Hs+1(R,C).
Then, R 7→ Q±1(h,R) and R 7→ P±1(h,R) define continuous mappings from
(Hs(R,C))4 into Hs+1(R,C) and R 7→ Q±2(h,R) define continuous mappings
from (Hs+1(R,C))2×(Hs(R,C))2 into Hs(R,C). More precisely, there exist ε0 > 0
and C > 0 such that for all ε ∈ (0, ε0) we have

‖Q±1(h,R)‖Hs ≤ Cε2‖h‖Hs(‖R2‖Hs + ‖R−2‖Hs),

‖Q±1(h,R)‖Hs+1 ≤ Cε‖h‖Hs(‖R2‖Hs + ‖R−2‖Hs),

‖Q±2(h,R)‖Hs ≤ Cε‖h‖Hs+1(‖R1‖Hs+1 + ‖R−1‖Hs+1),

‖P±1(h,R)‖Hs ≤ Cε2‖h‖Hs(‖R1‖Hs + ‖R−1‖Hs),

‖P±1(h,R)‖Hs+1 ≤ Cε‖h‖Hs(‖R1‖Hs + ‖R−1‖Hs).

(2.38)

Proof. We want to show that the functions (1 + | · |)q−1,±2 and (1 + | · |)p±1,∓1

are bounded and that the functions q±2,−1 are asymptotically linear. By using√
1 + (εk)2 > ε|k| ≥ ±εk, analogous to the proof of Lemma 2.3.9, we can conclude

sup
k∈R
|p±1,∓1(k)| = 1

4
ε2 · sup

k∈R

∣∣∣∣ 1

1 + (εk)2

∣∣∣∣ ≤ 1

4
ε2,

sup
k∈R
|k · p±1,∓1(k)| = 1

4
ε · sup

k∈R

∣∣∣∣ εk

1 + (εk)2

∣∣∣∣ ≤ 1

4
ε,

sup
k∈R
|q−1,±2(k)| = 1

2
ε2 · sup

k∈R

∣∣∣∣∣ 1√
1 + (εk)2

1√
1 + (εk)2 + 1± εk

∣∣∣∣∣ ≤ 1

2
ε2,

sup
k∈R
|k · q−1,±2(k)| = 1

2
ε · sup

k∈R

∣∣∣∣∣ εk√
1 + (εk)2

1√
1 + (εk)2 + 1± εk

∣∣∣∣∣ ≤ 1

2
ε.

The remaining kernels q±2,−1 are not bounded. Instead, we have that

q±2,−1(k) = ±1

2
εk +

1

2
+O(k−1) for k → ∓∞.

Thus, with

|q2,−1(k)| ≤ 1

2
ε|k| · sup

k∈R

∣∣∣∣∣ 1

εk + 1 +
√

1 + (εk)2

∣∣∣∣∣ ≤ Cε|k|,

|q−2,−1(k)| ≤ 1

2
ε|k| · sup

k∈R

∣∣∣∣∣ 1

εk − 1−
√

1 + (εk)2

∣∣∣∣∣ ≤ Cε|k|.

and Sobolev’s embedding theorem we directly obtain (2.38).

Remark 2.3.11. Lemma 2.3.9 and Lemma 2.3.10 were formulated and proved for
x ∈ R. However, they are also valid for x ∈ T.
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2.3.5 Estimates for the error

In this section, we want to prove Theorem 2.3.1. The proof is a non-trivial task
since ∂2

t u, ∂
2
t v = O(ε−2) but solutions have to be bounded on an O(1) time scale.

The idea is to define an energy E , which is equivalent to the Hs+1×Hs+1×Hs×Hs

norm of R and satisfies d
dt
E = O(1). In order to eliminate the problematic B2-

and B3-terms from Section 2.3.4, the energy E has to contain the mappings Q and
P in such a way that these problematic terms cancel in the time derivative of E .
However, there are some terms left of order O(ε−1). By setting R±1 = W±1e

±iε−2t,
we can write the sum of all remaining O(ε−1) terms as a time derivative and, thus,
include them in the energy E . Analogous to Section 2.2.5, the idea of the ansatz is
to shift the linear part of the R1-equation by −ε−2 such that the resulting spectral
situation of the linearized W1-equation is similar to the situation in Section 2.1,
cf. Figure 2.1 and Figure 2.3. It turns out that the time derivative of E then
only contains terms of order O(1) which can be estimated by the energy E . An
application of Gronwall’s inequality delivers an O(1) bound of the error R. In the
following, we consider the system

∂tR±1 = ±iω1R±1 ∓ ε−2(2iω1)−1
(
ΨuRv + Ψv(R1 +R−1) + ε2(R1 +R−1)Rv

)
± ε−4(2iω1)−1Resu,

∂tRv = iω2Rq,

∂tRq = iω2Rv + iω2(Ψu(R1 +R−1) + Ψu(R1 +R−1) + ε2|R1 +R−1|2)

+ ε−4(iω2)−1Resv,

which was derived in Section 2.3.4, and the energy

El = ‖∂lxR1‖2
L2 + ‖∂lxR−1‖2

L2 +
1

2
‖∂lxRq‖2

L2 +
1

2
‖∂lxRv‖2

L2

+ ‖εω̃1∂
l
xR1‖2

L2 + ‖εω̃1∂
l
xR−1‖2

L2 + ‖∂l+1
x R1‖2

L2 + ‖∂l+1
x R−1‖2

L2 ,

which was derived in Section 2.2.5. Subsequently, we calculate the time derivative
of El step by step. We will underline all terms that need to be eliminated. First,
we have

d

dt

(
‖∂lxR1‖2

L2 + ‖∂lxR−1‖2
L2

)
= Il,0 + Il,1 + Il,2,

where

Il,0 =

∫
(iω1∂

l
xR1∂

l
xR1 + c.c.) dx,

Il,1 =

∫
(−iω1∂

l
xR−1∂

l
xR−1 + c.c.) dx,

Il,2 = Im

∫
(ε2ω1)−1∂lx(ΨuRv + (Ψv + ε2Rv)(R1 +R−1)− ε−2Resu)∂

l
x(R1 −R−1) dx.
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Next, we calculate

d

dt

(
1

2
‖∂lxRq‖2

L2 +
1

2
‖∂lxRv‖2

L2

)
=

∫
iω2∂

l
x

(
Ψu(R1 +R−1) + Ψu(R1 +R−1) + ε2(|R1|2 + |R−1|2)

)
∂lxRq dx

+ Il,3 + Il,4 + Il,5,

where

Il,3 =

∫
(∂lxRqiω2∂

l
xRv + ∂lxRviω2∂

l
xRq) dx,

Il,4 =

∫
ε2iω2∂

l
x(R1R−1 +R1R−1)∂lxRq dx,

Il,5 =

∫
ε−4(iω2)−1∂lxResv∂

l
xRq dx.

We continue with the time derivative of the second line in the energy El, where
we use that

2ε2ω̃1(·)ω1(·) = (εω̃1(·))2 + (·)2.

We obtain

d

dt

(
‖εω̃1∂

l
xR1‖2

L2 + ‖εω̃1∂
l
xR−1‖2

L2 + ‖∂l+1
x R1‖2

L2 + ‖∂l+1
x R−1‖2

L2

)
=

∫ (
i∂lx

(
ΨuRv + ψv(R1 +R−1) + ε2R1Rv

)
ω̃1∂

l
xR1 + c.c.

)
dx

−
∫ (

i∂lx
(
ΨuRv + ψv(R1 +R−1) + ε2R−1Rv

)
ω̃1∂

l
xR−1 + c.c.

)
dx

+ Il,6 + Il,7 + Il,8 + Il,9,

where

Il,6 =

∫ (
(iω1εω̃1∂

l
xR1εω̃1∂

l
xR1 + iω1∂

l+1
x R1∂

l+1
x R1) + c.c.

)
dx,

Il,7 =

∫ (
−(iω1εω̃1∂

l
xR−1εω̃1∂

l
xR−1 + iω1∂

l+1
x R−1∂

l+1
x R−1) + c.c.

)
dx,

Il,8 = ε2

∫ ((
i∂lx(R−1Rv)ω̃1∂

l
xR1 − i∂lx(R1Rv)ω̃1∂

l
xR−1

+ i∂lx(ψv,2(R1 +R−1))ω̃1∂
l
x(R1 −R−1)

)
+ c.c.

)
dx,

Il,9 = 2Im

∫
ε−2ω̃1∂

l
xResu∂

l
x(R1 −R−1) dx.
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The terms Il,j will be estimated subsequently. The remaining terms in the time
derivative of El, including the underlined terms, cannot be estimated directly since
they are at least of order O(ε−1). In order to eliminate the underlined terms, we

add an additional energy Ẽl to the energy El. According to Section 2.3.4, the
energy Ẽl has to depend on the mappings Q and P . Thus, we define

Ẽl =

∫ (
2∂lxR2∂

l
xQ2(Ψu,R) + 2∂lxR−2∂

l
xQ−2(Ψu,R)

)
dx

+

∫ (
∂lxR12ε2ω̃1ω1∂

l
x(Q1(Ψu,R) + P1(ψv,R)) + c.c.

)
dx

+

∫ (
∂lxR−12ε2ω̃1ω1∂

l
x(Q−1(Ψu,R) + P−1(ψv,R)) + c.c.

)
dx.

In the following, we calculate the time derivative of Ẽl. We use that Rj solves the
error equation (2.34). Using integration by parts yields

d

dt

∫ (
2∂lxR2∂

l
xQ2(Ψu,R) + 2∂lxR−2∂

l
xQ−2(Ψu,R)

)
dx

= 2

∫ (
∂t∂

l
xR2∂

l
xQ2(Ψu,R) + ∂lxR2∂

l
xQ2(∂tΨu,R) + ∂lxR2∂

l
xQ2(Ψu, ∂tR)

+ ∂t∂
l
xR−2∂

l
xQ−2(Ψu,R) + ∂lxR−2∂

l
xQ−2(∂tΨu,R) + ∂lxR−2∂

l
xQ−2(Ψu, ∂tR)

)
dx

= 2

∫ (
∂lxR2∂

l
x

(
− iω2Q2(Ψu,R) +Q2(iω1(0)Ψu,R) +

∑
j1

iωj1Q2,j1(Ψu, Rj1)

)
+ ∂lxR−2∂

l
x

(
iω2Q−2(Ψu,R) +Q−2(iω1(0)Ψu,R) +

∑
j1

iωj1Q−2,j1(Ψu, Rj1)

))
dx

+ Il,10 + Il,11 + Il,12 + Il,13,

where

Il,10 = 2

∫ (
∂lx(∂tR2 − iω2R2)∂lxQ2 + ∂lx(∂tR−2 + iω2R−2)∂lxQ−2

)
dx,

Il,11 = 2

∫ (
∂lxR2∂

l
xQ2(∂tΨu − iω1(0)Ψu,R) + ∂lxR−2∂

l
xQ−2(∂tΨu − iω1(0)Ψu,R)

)
dx,

Il,12 = 2

∫ (
∂lxR2∂

l
xQ2(Ψu, ∂tR− ΛR) + ∂lxR−2∂

l
xQ−2(Ψu, ∂tR− ΛR)

)
dx,

Il,13 = 2

∫ (
∂lxR2∂

l
x

(
Q2(Ψu,ΛR)−

∑
j1

iωj1Q2,j1(Ψu, Rj1)

)
+ ∂lxR−2∂

l
x

(
Q−2(Ψu,ΛR)−

∑
j1

iωj1Q−2,j1(Ψu, Rj1)

))
dx.
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Further, we obtain

d

dt

∫ (
∂lxR12ε2ω̃1ω1∂

l
x(Q1(Ψu,R) + P1(ψv,R)) + c.c.

)
dx

=

∫ (
∂t∂

l
xR12ε2ω̃1ω1∂

l
x(Q1(Ψu,R) + P1(ψv,R)) + c.c.

+ ∂lxR12ε2ω̃1ω1∂
l
x(Q1(∂tΨu,R) + P1(∂tψv,R)) + c.c.

+ ∂lxR12ε2ω̃1ω1∂
l
x(Q1(Ψu, ∂tR) + P1(ψv, ∂tR)) + c.c.

)
dx

=

∫ (
∂lxR12ε2ω̃1ω1

× ∂lx
((
− iω1Q1(Ψu,R) +Q1(iω1(0)Ψ,R) +

∑
j1

iωj1Q1,j1(Ψu, Rj1)

)
+

(
− iω1P1(ψv,R) +

∑
j1

iωj1P1,j1(ψv, Rj1)

))
+ c.c.

)
dx

+ Il,14 + Il,15 + Il,16 + Il,17,

where

Il,14 =

∫ (
∂lx(∂tR1 − iω1R1)2ε2ω̃1ω1∂

l
x(Q1(Ψu,R) + P1(ψv,R)) + c.c.

)
dx,

Il,15 =

∫ (
∂lxR12ε2ω̃1ω1∂

l
x(Q1(∂tΨu − iω1(0)Ψu,R) + P1(∂tψv,R)) + c.c.

)
dx,

Il,16 =

∫ (
∂lxR12ε2ω̃1ω1∂

l
x(Q1(Ψu, ∂tR− ΛR) + P1(ψv, ∂tR− ΛR)) + c.c.

)
dx,

Il,17 =

∫ (
∂lxR12ε2ω̃1ω1∂

l
x

(
Q1(Ψu,ΛR)−

∑
j1

iωj1Q1,j1(Ψu, Rj1)

)
+ c.c.

+ ∂lxR12ε2ω̃1ω1∂
l
x

(
P1(ψv,ΛR)−

∑
j1

iωj1P1,j1(ψv, Rj1)

)
+ c.c.

)
dx.
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Moreover, it is

d

dt

∫ (
∂lxR−12ε2ω̃1ω1∂

l
x(Q−1(Ψu,R) + P−1(ψv,R)) + c.c.

)
dx

=

∫ (
∂t∂

l
xR−12ε2ω̃1ω1∂

l
x(Q−1(Ψu,R) + P−1(ψv,R)) + c.c.

+ ∂lxR−12ε2ω̃1ω1∂
l
x(Q−1(∂tΨu,R) + P−1(∂tψv,R)) + c.c.

+ ∂lxR−12ε2ω̃1ω1∂
l
x(Q−1(Ψu, ∂tR) + P−1(ψv, ∂tR)) + c.c.

)
dx

=

∫ (
∂lxR−12ε2ω̃1ω1

× ∂lx
((

iω1Q−1(Ψu,R) +Q−1(iω1(0)Ψ,R) +
∑
j1

iωj1Q−1,j1(Ψu, Rj1)

)
+

(
iω1P−1(ψv,R) +

∑
j1

iωj1P−1,j1(ψv, Rj1)

))
+ c.c.

)
dx

+ Il,18 + Il,19 + Il,20 + Il,21,

where

Il,18 =

∫ (
∂lx(∂tR−1 + iω1R−1)2ε2ω̃1ω1∂

l
x(Q−1(Ψu,R) + P−1(ψv,R)) + c.c.

)
dx,

Il,19 =

∫ (
∂lxR−12ε2ω̃1ω1∂

l
x(Q−1(∂tΨu − iω1(0)Ψu,R) + P−1(∂tψv,R)) + c.c.

)
dx,

Il,20 =

∫ (
∂lxR−12ε2ω̃1ω1∂

l
x(Q−1(Ψu, ∂tR− ΛR) + P−1(ψv, ∂tR− ΛR)) + c.c.

)
dx,

Il,21 =

∫ (
∂lxR−12ε2ω̃1ω1∂

l
x

(
Q−1(Ψu,ΛR)−

∑
j1

iωj1Q−1,j1(Ψu, Rj1)

)
+ c.c.

+ ∂lxR−12ε2ω̃1ω1∂
l
x

(
P−1(ψv,ΛR)−

∑
j1

iωj1P−1,j1(ψv, Rj1)

)
+ c.c.

)
dx.

We consider the time derivate of El + Ẽl. By using the diagonalized variables

Rv = R2 +R−2, Rq = R2 −R−2

and the construction of the mappings Qj, cf. (2.35), the remaining terms in the

time derivative of Ẽl, except for the terms Il,j, cancel with the underlined terms
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in the time derivate of El. Hence, we can set R±1 = W±1e
±iε−2t to obtain

d

dt
(El + Ẽl) =

∫
iω2∂

l
x

(
ψuW1 + ψuW1 + ε2(|W1|2 + |W−1|2)

)
∂lxRq dx

+

∫ (
i∂lx
(
ψuRv + ψvW1 + ε2W1Rv

)
ω̃1∂

l
xW1 + c.c.

)
dx

−
∫ (

i∂lx
(
ψvW−1 + ε2W−1Rv

)
ω̃1∂

l
xW−1 + c.c.

)
dx

+
21∑
j=0

Il,j.

We proceed to rewrite the right-hand side of this equation. For the first integral,
we use integration by parts and the fact that iω2Rq = ∂tRv. For the second and
third integral, we use that W1 and W−1 solve

∂tW1 = iω̃1W1 − ε−2(2iω1)−1
(
ψuRv + (Ψv + ε2Rv)(W1 +W−1e

−2iε−2t)
)

+ ε−4(2iω1)−1Resue
−iε−2t,

∂tW−1 = −iω̃1W−1 + ε−2(2iω1)−1
(
ψuRve

2iε−2t + (Ψv + ε2Rv)(W1e
2iε−2t +W−1)

)
− ε−4(2iω1)−1Resue

iε−2t.

(2.39)

Therefore, we can combine the integrals in the time derivative of El + Ẽl to obtain

d

dt
(El + Ẽl)

= −
(∫

(∂lx(ψvW1)∂t∂
l
xW1 + ∂lx(ψvW1)∂t∂

l
xW1) dx

+

∫
(∂lx(ψvW−1)∂t∂

l
xW−1 + ∂lx(ψvW−1)∂t∂

l
xW−1) dx

+

∫
(∂lx(ψuRv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xRv) dx

+

∫
(∂lx(ψuRv)∂t∂

l
xW1 + ∂lx(ψuW1)∂t∂

l
xRv) dx

+ ε2

∫
(∂lx(RvW1)∂t∂

l
xW1 + ∂lx(RvW1)∂t∂

l
xW1 + ∂lx(|W1|2)∂t∂

l
xRv) dx

+ ε2

∫
(∂lx(RvW−1)∂t∂

l
xW−1 + ∂lx(RvW−1)∂t∂

l
xW−1 + ∂lx(|W−1|2)∂t∂

l
xRv) dx

)
+

23∑
j=0

Il,j,
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where

Il,22 =

∫ (
∂lx(ψuRv + ψvW1 + ε2W1Rv)∂

l
x(∂tW1 − iω̃1W1) + c.c.

)
dx,

Il,23 =

∫ (
∂lx(ψvW−1 + ε2W−1Rv)∂

l
x(∂tW−1 + iω̃1W−1) + c.c.

)
dx.

With the results from Section 2.2.6, we can conclude

d

dt
E =

8∑
i=1

ti +
∑
l∈{0,s}

23∑
j=0

Il,j,

where the terms ti are given by (2.26), with Wv replaced by Rv, and the full energy
E is defined by

E = E0 + Es + Ẽ0 + Ẽs + E∗,

with

E∗ =

∫ (
ψuW1Rv + ψuW1Rv + (|W1|2 + |W−1|2)(ψv + ε2Rv)

)
dx

+

∫
(∂sx(ψuW1)∂sxRv + ∂sx(ψuW1)∂sxRv) dx

+ ε2

∫
(W1∂

s
xRv∂

s
xW1 +W1∂

s
xRv∂

s
xW1) dx

+ ε2

∫
(W−1∂

s
xRv∂

s
xW−1 +W−1∂

s
xRv∂

s
xW−1) dx.

Energy equivalence: In the following lemma, we show that the square root of
the energy E is equivalent to the Hs+1×Hs+1×Hs×Hs-norm of the error function
(R1, R−1, R2, R−2). We note that, with (2.36) and (2.37), we can infer (2.38).

Lemma 2.3.12. Let s ≥ 0 and γ ∈ R with |γ| ≥ 1. There is a Cmax > 0 such that
for all Cu ∈ [0, Cmax) the following holds. Let ψu ∈ C([0, T0], Hs+5) be a solution
of the NLS equation (2.28) with spatially 2π-periodic boundary conditions and

sup
t∈[0,T0]

‖ψu‖Hs+5 =: Cu <∞.

Then, there exist ε0 > 0, C1 > 0 and C2 > 0 such that for all ε ∈ (0, ε0) we have

(‖R1‖Hs+1 + ‖R−1‖Hs+1 + ‖R2‖Hs + ‖R−2‖Hs)2

≤ C1E ≤ C2(‖R1‖Hs+1 + ‖R−1‖Hs+1 + ‖R2‖Hs + ‖R−2‖Hs)2.
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Proof. Since we have that

‖R±1‖Hs+1 ∼ ‖R±1‖Hs + ‖∂xR±1‖Hs ,

the square root of the energy E0+Es allows to estimate the Hs+1×Hs+1×Hs×Hs-
norm of (R1, R−1, R2, R−2). Therefore, it suffices to estimate Ẽ0 + Ẽs and E∗ by
E0 + Es. In the following, we use the inequality εω1(k) ≤ ε−1 + |k| for all k ∈ R
and, consequently,

‖εω1f‖Hs ≤ ε−1‖f‖Hs + ‖f‖Hs+1 for f ∈ Hs+1. (2.40)

With (2.38), we can estimate Ẽ0 + Ẽs by E0 +Es. Omitting the arguments for the
sake of brevity, we obtain

|Ẽ0 + Ẽs|
≤ C‖Rv‖Hs(‖Q2‖Hs + ‖Q−2‖Hs) + C‖εω̃1R1‖Hs(‖εω1Q1‖Hs + ‖εω1P1‖Hs)

+ C‖εω̃1R−1‖Hs(‖εω1Q−1‖Hs + ‖εω1P−1‖Hs)

≤ C(E0 + Es)
1/2(‖Q2‖Hs + ‖Q−2‖Hs + ε−1‖Q1‖Hs + ε−1‖Q−1‖Hs

+ ‖Q1‖Hs+1 + ‖Q−1‖Hs+1 + ε−1‖P1‖Hs + ε−1‖P−1‖Hs + ‖P1‖Hs+1 + ‖P−1‖Hs+1)

≤ Cε(E0 + Es).

Further, with Sobolev’s embedding theorem, we obtain

|E∗| ≤ C‖ψv‖L∞(‖W1‖2
H1 + ‖W−1‖2

H1) + Cε2‖Rv‖Hs(‖W1‖2
Hs+1 + ‖W−1‖2

Hs+1)

+ C‖ψu‖Hs‖Rv‖Hs‖W1‖Hs+1

≤ C2
max(E0 + Es) + Cmax(E0 + Es) + Cε2(E0 + Es)

3/2.

The result now follows by choosing ε0 > 0 and Cmax > 0 sufficiently small.

In Section 2.2.6, we already have estimates for the terms t1, . . . , t8. Thus, in order
to use Gronwall’s inequality, it remains to estimate Is,0, . . . , Is,23 by the energy E .
The estimates for I0,0, . . . , I0,23 are obtained in the same way.

Bounds for Is,0, Is,1, Is,3, Is,6 and Is,7: Due to the skew symmetry of iωj, we
obtain

Is,0 = Is,1 = Is,3 = Is,6 = Is,7 = 0.

Bounds for Is,2, Is,4, Is,5 and Is,8: We use the Cauchy-Schwarz inequality,
Sobolev’s embedding theorem, Lemma 2.3.6, Lemma 2.3.7, and ‖(ε2ω1)−1‖L∞ ≤ C.
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Then, we obtain

|Is,2| ≤ C(‖Rv‖Hs + (1 + ε2‖Rv‖Hs)(‖R−1‖Hs + ‖R1‖Hs) + ε−2‖Resu‖Hs)

× (‖R−1‖Hs+1 + ‖R1‖Hs+1)

≤ CE1/2 + CE + Cε2E3/2,

|Is,4| ≤ Cε‖R1‖Hs+1‖R−1‖Hs+1‖Rq‖Hs ≤ CεE3/2,

|Is,5| ≤ Cε−3‖∂−1
x Resv‖Hs‖Rq‖Hs ≤ CεE1/2,

|Is,8| ≤ Cε‖Rv‖Hs(‖εω̃1R1‖Hs‖R−1‖Hs+1 + ‖εω̃1R−1‖Hs‖R1‖Hs+1)

+ Cε(‖εω̃1R1‖Hs + ‖εω̃1R−1‖Hs)(‖R1‖Hs+1 + ‖R−1‖Hs+1)

≤ CεE + CεE3/2.

Bounds for Is,9: By using a Taylor expansion, we find

|ω̃1(k)| = |ω1(k)− ε−2| ≤ 1

2
k2.

Thus, we use integration by parts and Lemma 2.3.6 to obtain

|Is,9| ≤ Cε−2‖Resu‖Hs+1(‖R1‖Hs+1 + ‖R−1‖Hs+1) ≤ CE1/2.

Bounds for Is,10, Is,14 and Is,18: In the definition of Is,10, we replace ∂tR2 with
the right-hand side of the error equation (2.34). Then, we obtain

|Is,10| ≤ C‖∂tR2 − iω2R2‖Hs(‖Q2(Ψu,R)‖Hs + ‖Q−2(Ψu,R)‖Hs)

≤ Cε−1(‖R1‖Hs+1 + ‖R−1‖Hs+1 + ε2(‖R1‖Hs+1 + ‖R−1‖Hs+1)2 + ε−3‖∂−1
x Resv‖Hs)

× (‖Q2(Ψu,R)‖Hs + ‖Q−2(Ψu,R)‖Hs)

Further, in the definition of Is,14, we replace ∂tR1 with the right-hand side of the
error equation (2.34). Since for all k ∈ R it holds ω̃1(k) ≤ ε−1|k|, we can use

‖ω̃1f‖Hs ≤ ε−1‖f‖Hs+1 for f ∈ Hs+1

to obtain

|Is,14| ≤ C‖ε2ω1(∂tR1 − iω1R1)‖Hs(‖ω̃1Q1(Ψu,R)‖Hs + ‖ω̃1P1(ψv,R)‖Hs)

≤ C‖Ψu(R2 +R−2) + (Ψv + ε2(R2 +R−2))(R1 +R−1)− ε−2Resu‖Hs

× ε−1(‖Q1(Ψu,R)‖Hs+1 + ‖P1(ψv,R)‖Hs+1).

With Lemma 2.3.6, Lemma 2.3.7, and (2.38), we conclude

|Is,10|, |Is,14| ≤ C + CE + Cε2E3/2

and, analogously,
|Is,18| ≤ C + CE + Cε2E3/2.
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Bounds for Is,11, Is,15 and Is,19: First, we write

|∂tΨu − iω1(0)Ψu| = |∂t(ψueiε
−2t)− iε−2ψue

iε−2t| = |∂tψu|.

Since ψv = −|ψu|2 and ψu solves the NLS equation (2.28), we obtain

‖∂tΨu − iω1(0)Ψu‖Hs ≤ C‖∂2
xψu‖Hs + C‖ψu|ψu|2‖Hs ≤ C‖ψu‖Hs+2 + C‖ψu‖3

Hs ,

‖∂tψv‖Hs ≤ C‖∂tψu‖Hs‖ψu‖Hs ≤ C(‖ψu‖Hs+2 + C‖ψu‖3
Hs)‖ψu‖Hs .

Thus, with (2.38), we estimate

|Is,11| ≤ C‖R2‖Hs‖Q2(∂tΨu − iω1(0)Ψu,R)‖Hs

+ C‖R−2‖Hs‖Q−2(∂tΨu − iω1(0)Ψu,R)‖Hs

≤ Cε‖∂tΨu − iω1(0)Ψu‖Hs(‖R2‖Hs + ‖R−2‖Hs)(‖R1‖Hs+1 + ‖R−1‖Hs+1)

≤ CεE .

With (2.38) and (2.40), we conclude

|Is,15| ≤ C‖εω̃1R1‖Hs(ε−1‖Q1(∂tΨu − iω1(0)Ψu,R)‖Hs

+ ‖Q1(∂tΨu − iω1(0)Ψu,R)‖Hs+1

+ ε−1‖P1(∂tψ,R)‖Hs + ‖P1(∂tψv,R)‖Hs+1)

≤ Cε‖εω̃1R1‖Hs‖∂tΨu − iω1(0)Ψu‖Hs+1(‖R2‖Hs + ‖R−2‖Hs)

+ Cε‖εω̃1R1‖Hs‖∂tψv‖Hs+1(‖R1‖Hs + ‖R−1‖Hs)

≤ CεE

and, analogously,
|Is,19| ≤ CεE .

Bounds for Is,12, Is,16 and Is,20: We replace ∂tRj with the right-hand side of
the error equation (2.34). With Lemma 2.3.6 and Lemma 2.3.7, we obtain

‖ε2ω1(∂tR±1 ∓ iω1R±1)‖Hs ≤ C(‖R‖(Hs)4 + ε2‖R1 +R−1‖Hs+1‖R2 +R−2‖Hs + 1),

‖∂tR±2 ∓ iω2R±2‖Hs ≤ Cε−1(‖R1‖Hs+1 + ‖R−1‖Hs+1 + ε2‖R1 +R−1‖2
Hs+1 + ε2).

Further, since for all k ∈ R we have (1 + |k|2)1/2 ≤ εω1(k), we can use

‖f‖Hs+1 ≤ Cε−1‖ε2ω1f‖Hs for f ∈ Hs+1

to obtain

‖∂tR±1 ∓ iω1R±1‖Hs+1 ≤ Cε−1‖ε2ω1(∂tR±1 ∓ iω1R±1)‖Hs .
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Therefore, with (2.38), we get

|Is,12| ≤ C‖R2‖Hs‖Q2(Ψu, ∂tR− ΛR)‖Hs + C‖R−2‖Hs‖Q−2(Ψu, ∂tR− ΛR)‖Hs

≤ CεE1/2(‖∂tR1 − iω1R1‖Hs+1 + ‖∂tR−1 + iω1R−1‖Hs+1)

≤ CE1/2(‖ε2ω1(∂tR1 − iω1R1)‖Hs + ‖ε2ω1(∂tR−1 + iω1R−1)‖Hs)

≤ CE1/2 + CE + Cε2E3/2.

Furthermore, with (2.38) and (2.40), we find

|Is,16| ≤ C‖εω̃1R1‖Hs(‖εω1Q1(Ψu, ∂tR− ΛR)‖Hs + ‖εω1P1(ψv, ∂tR− ΛR)‖Hs)

≤ C‖εω̃1R1‖Hs(‖ε−1Q1(Ψu, ∂tR− ΛR)‖Hs + ‖Q1(Ψu, ∂tR− ΛR)‖Hs+1)

+ C‖εω̃1R1‖Hs(‖ε−1P1(ψv, ∂tR− ΛR)‖Hs + ‖P1(ψv, ∂tR− ΛR)‖Hs+1)

≤ Cε‖εω̃1R1‖Hs‖∂tR− ΛR‖(Hs)4

≤ C + CE + Cε2E3/2

and, analogously,

|Is,20| ≤ C + CE + Cε2E3/2.

Bounds for Is,13, Is,17 and Is,21: We use

|ω2(k)− ω2(l)| = ε−1|γ|−1|k − l|

and the Lipschitz continuity of ω1, namely,

|ω1(k)− ω1(l)| ≤ ε−1|k − l|,

in order to obtain∥∥∥∥∫ |ωj1(·)− ωj1(l)|Ψ̂u(· − l)R̂j1(l) dl

∥∥∥∥
Hs

≤ C

∥∥∥∥∫ ε−1| · −l|Ψ̂u(· − l)R̂j1(l) dl

∥∥∥∥
Hs

≤ Cε−1‖∂xΨu‖Hs‖Rj1‖Hs .

We remark that the loss of ε-powers in this estimate causes no problems since,
according to the proofs of Lemma 2.3.9 and Lemma 2.3.10, for all k ∈ R we have

|q−1,±2(k)| ≤ Cε2, |k · q−1,±2(k)| ≤ Cε, |q±2,−1(k)| ≤ Cε|k|,
|p±1,∓1(k)| ≤ Cε2, |k · p±1,∓1(k)| ≤ Cε.
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Therefore, by using (2.38), we can conclude∥∥Q±1(Ψu,ΛR)−
∑

j1∈{±1,±2}

iωj1Q±1,j1(Ψu, Rj1)
∥∥
Hs

≤ Cε‖∂xΨu‖Hs(‖R2‖Hs + ‖R−2‖Hs),∥∥Q±1(Ψu,ΛR)−
∑

j1∈{±1,±2}

iωj1Q±1,j1(Ψu, Rj1)
∥∥
Hs+1

≤ C‖∂xΨu‖Hs(‖R2‖Hs + ‖R−2‖Hs),∥∥Q±2(Ψu,ΛR)−
∑

j1∈{±1,±2}

iωj1Q±2,j1(Ψu, Rj1)
∥∥
Hs

≤ C‖∂xΨu‖Hs+1(‖R1‖Hs+1 + ‖R−1‖Hs+1),∥∥P±1(ψv,ΛR)−
∑

j1∈{±1,±2}

iωj1P±1,j1(ψv, Rj1)
∥∥
Hs

≤ Cε‖∂xψv‖Hs(‖R1‖Hs + ‖R−1‖Hs),∥∥P±1(ψv,ΛR)−
∑

j1∈{±1,±2}

iωj1P±1,j1(ψv, Rj1)
∥∥
Hs+1

≤ C‖∂xψv‖Hs(‖R1‖Hs + ‖R−1‖Hs).

With the Cauchy-Schwarz inequality and (2.40), we obtain

|Is,13| ≤ CE ,
|Is,17| ≤ CE ,
|Is,21| ≤ CE .

Bounds for Is,22 and Is,23: We replace ∂tW1 with the right-hand side of (2.39).
Sobolev’s embedding theorem and Lemma 2.3.6 yield

|Is,22| ≤ C(‖Rv‖Hs + ‖W1‖Hs + ε2‖Rv‖Hs‖W1‖Hs+1)‖∂tW1 − iω̃1W1‖Hs

≤ C(‖Rv‖Hs + ‖W1‖Hs + ε2‖Rv‖Hs‖W1‖Hs+1)

× (‖Rv‖Hs + (C + ε2‖Rv‖Hs)(‖W1‖Hs + ‖W−1‖Hs) + ε−2‖Resu‖Hs)

≤ CE1/2 + CE + Cε2E3/2 + Cε4E2

and, analogously,

|Is,23| ≤ CE1/2 + CE + Cε2E3/2 + Cε4E2.

Final estimates: Finally, after using E1/2 ≤ 1 + E and εE ≤ 1 we are left with

d

dt
E ≤ C + CE .
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With Gronwall’s inequality, we have E(t) ≤ M for all t ∈ [0, T0] for a constant
M = O(1). We choose ε0 > 0 sufficiently small such that ε0M ≤ 1. This completes
the proof of Theorem 2.3.1.

Remark 2.3.13. In fact, we can increase the approximation rate in Theorem 2.3.1.
The following outlines how this is done. As in Remark 2.1.13, we introduce the
error by

(u, v)(x, t) = (ψu,ne
iε−2t, ψv,n)(x, t) + εβ(Ru, Rv)(x, t),

where (ψu,n, ψv,n) is the higher order approximation from Section 2.3.3. In order
to find an O(1) bound of the Hs+1×Hs-norm of (Ru, Rv), we can apply the above
energy estimates and choose β = 2n+1. Therefore, we have the following theorem.

Theorem 2.3.14. Let n ∈ N, s ∈ N, and γ ∈ R with |γ| ≥ 1. There is a Cmax > 0
such that for all Cu ∈ [0, Cmax) the following holds. Let ψu ∈ C([0, T0], Hs+2n+5)
be a solution of the NLS equation (2.28) with spatially 2π-periodic boundary con-
ditions and

sup
t∈[0,T0]

‖ψu‖Hs+2n+5 =: Cu <∞.

Then, there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0) we have solutions
(u, v) of the KGZ system (2.27) with spatially 2π-periodic boundary conditions
satisfying

sup
t∈[0,T0]

‖(u, v)− (ψu,ne
iε−2t, ψv,n)‖Hs+1×Hs ≤ Cε2n+1.
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2.4. FROM KGZ TO SINGULAR NLS

2.4 From KGZ to singular NLS on the torus

In this section, we consider a KGZ system with a parameter ε > 0 such that we
obtain a singular NLS equation in the limit ε→ 0. We consider spatially periodic
boundary conditions in order to have this NLS equation well-defined in Fourier
space. Besides, we give estimates for the residual and construct a higher order
approximation. However, error estimates are not possible since we lose too much
powers of ε in the normal form transformation.

2.4.1 Introduction

We consider the KGZ system

ε2∂2
t u = ∂2

xu− ε−2u− uv, γ2

4
ε4∂2

t v = ∂2
xv + ∂2

x(|u|2) (2.41)

posed on the one-dimensional torus T = R/(LZ) for L > 0 with u(x, t), v(x, t), x, t ∈
R, γ ∈ R \ {0}, and 0 < ε� 1. This corresponds to the spectral situation in Fig-
ure 2.4.

ω2
ω1

ε−1k

ε−2

k

Figure 2.4: The spectral situation corresponding to the linearized KGZ system
with k ∈ R and γ = 2. It is solved by u(x, t) = eikx+iω±1(k)t and v(x, t) =
eikx+iω±2(k)t where ω±1(k) = ±ε−2

√
1 + (εk)2 and ω±2(k) = ± 2

γ
ε−2k. We note that

ω1(k) asymptotically behaves like ε−1|k|. Since |ω1(k)| = O(ε−1|k|) and |ω2(k)| =
O(ε−2|k|), the spectral situation is similar for every choice of the parameter γ.

We make the ansatz

u(x, t) = Ψu(x, t) = ψu(x, t)e
iε−2t + c.c.,

v(x, t) = Ψv(x, t) = ψv(x, t) + ψv,+(x, t)e2iε−2t + ψv,−(x, t)e−2iε−2t,
(2.42)
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CHAPTER 2. KGZ AND RELATED SYSTEMS

where ψu, ψv and ψv,± are spatially L-periodic. In the singular limit ε → 0, this
yields

ψv = −2|ψu|2, ψv,+ = Aγψ2
u, ψv,− = Aγψu

2
, (2.43)

where the operator Aγ is defined by Aγ = −∂2
x(γ

2 + ∂2
x)
−1. Then, one can derive

the singular NLS equation

2i∂tψu = ∂2
xψu + 2ψu|ψu|2 − ψuAγ(ψ2

u), (2.44)

with spatially L-periodic boundary conditions in the limit ε→ 0.

Remark 2.4.1. In Fourier space, the operator Âγ(k) = k2/(γ2 − k2) is not well-
defined for wave numbers k ∈ R as singularities arise for |k| = |γ|. Since we
consider periodic boundary conditions, we can choose the period L > 0 in such a
way that we are bounded away from the singularities for k ∈ (2π/L)Z. Therefore,
the operator is well-defined on the torus T for a reasonably chosen period L.
Furthermore, Aγ is self-adjoint w.r.t. to the L2-scalar product since −∂2

x and
(γ2 + ∂2

x)
−1 are self-adjoint differential operators w.r.t. to the L2-scalar product.

Remark 2.4.2. According to Remark 2.2.3, we have local existence and unique-
ness of solutions (u, v) ∈ Hs+1 ×Hs, s ≥ 1, of the KGZ system (2.41).

Remark 2.4.3. Due to Remark 2.4.1, the singular operator Aγ is well-defined on
the torus T. Therefore, analogous to Remark 2.1.5, we have local existence and
uniqueness of solutions u ∈ Hs, s ≥ 1, of the singular NLS equation (2.44) on the
torus T.

Remark 2.4.4. The same limit has been considered in [MN10], where formal
convergence results can be found. Furthermore, [MN10] involves neither residual
estimates nor error bounds and the method of proof is completely different from
our methods.

Our goal would be to prove that the KGZ system (2.41) makes correct predic-
tions about the dynamics of the singular NLS equation (2.44) for small values of
ε > 0. But with our methods of proof we lose too many powers of ε in the normal
form transformations such that error estimates are not possible at that point. In
the subsequent section, we provide estimates for the residual on the torus T and
construct a higher order approximation in order to make the residual arbitrarily
small.

Notation. We use the notation from Chapter 1. We write
∫

for
∫
T and Hs for

Hs(T,K), unless otherwise specified.
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2.4.2 Estimates for the residual and higher order approx-
imation

The residual of (2.41) is given by

Resu(u, v) = −ε2∂2
t u+ ∂2

xu− ε−2u− uv,

Resv(u, v) = −γ
2

4
ε4∂2

t v + ∂2
xv + ∂2

x(|u|2).

It contains all the terms which do not cancel after inserting the approximation
into the KGZ system. If we insert the approximation (2.42) into the residual and
choose ψv = −2|ψu|2, ψv,+ = Aγ(ψ2

u), and ψu to satisfy the singular NLS equation
(2.44), the residual Resu will be of order O(1) and the residual Resv will be of
order O(ε2). However, in this section, we are interested in making the residual
arbitrarily small. Thus, we introduce the following higher order approximation

Ψu,n =
n∑
k=0

k∑
j=0

ε2k(ψu,2k,2j+1e
(2j+1)iε−2t + c.c.),

Ψv,n =
n∑
k=0

ε2k(ψv,2k,0 +
k+1∑
j=1

(ψv,2k,2je
2jiε−2t + c.c.)).

(2.45)

Then, the residual of the KGZ system (2.41) is given by

Resu(Ψu,n,Ψv,n)

=
n∑
k=0

k∑
j=0

(
− ε2(k+1)∂2

t ψu,2k,2j+1 − 2(2j + 1)iε2k∂tψu,2k,2j+1

+ ε2k∂2
xψu,2k,2j+1 + ((2j + 1)2 − 1)ε2(k−1)ψu,2k,2j+1

)
e(2j+1)iε−2t + c.c.

−Ψu,nΨv,n

and

Resv(Ψu,n,Ψv,n) =
n∑
k=0

(
− γ2

4
ε2(k+2)∂2

t ψv,2k,0 + ε2k∂2
xψv,2k,0

)

+
n∑
k=0

k+1∑
j=1

(
− γ2

4
ε2(k+2)∂2

t ψv,2k,2j − jiγ2ε2(k+1)∂tψv,2k,2j

+ ε2k(j2γ2 + ∂2
x)ψv,2k,2j

)
e2jiε−2t + c.c.

+ ∂2
x(|Ψu,n|2).
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We remark that, in the definition of Ψu,n and Ψv,n, we have ψu,0,1 = ψu, ψv,0,0 = ψv,
and ψv,0,2 = ψv,+. In the following, we consider several ε-balances. First, we
consider the terms contained in Resu(Ψu,n,Ψv,n):

• We consider the O(ε2keiε
−2t) terms for 0 ≤ k ≤ n. At ε0eiε

−2t, we find
the singular NLS equation (2.44) for ψu,0,1. At ε2keiε

−2t, k ≥ 1, since for
j = 0 we have (2j + 1)2 = 1, we find that the functions ψu,2k,1 solve linear
inhomogeneous Schrödinger equations of the form

2i∂tψu,2k,1 = ∂2
xψu,2k,1 − ∂2

t ψu,2(k−1),1 +G2k,1, (2.46)

where G2k,1 is a quadratic mapping which does only depend linearly on
ψu,2k,1.

• At ε2(k−1)e(2j+1)iε−2t, with 1 ≤ k ≤ n and 1 ≤ j ≤ k, we find that the
functions ψu,2k,2j+1 solve algebraic equations of the form

ψu,2k,2j+1 = ((2j + 1)2 − 1)−1
(
∂2
t ψu,2(k−2),2j+1 + 2(2j + 1)i∂tψu,2(k−1),2j+1

− ∂2
xψu,2(k−1),2j+1 +G2k,2j+1

)
,

where G2k,2j+1 is a quadratic mapping which does not depend on ψu,2k,2j+1.
We note that we set ψu,m,2j+1 = 0 for m < 0.

Next, we consider the terms contained in Resv(Ψu,n,Ψv,n):

• We consider the O(ε2k) terms for 0 ≤ k ≤ n. At ε0, we find that

∂2
xψv,0,0 + 2∂2

x(|ψu,0,1|2) = 0, (2.47)

and at ε2, we find that

∂2
xψv,2,0 + 2∂2

x(ψu,0,1ψu,2,1 + ψu,0,1ψu,2,1) = 0. (2.48)

At ε2k, k ≥ 2, we find that the functions ψv,2k,0 solve algebraic equations of
the form

γ2

4
∂2
t ψv,2(k−2),0 − ∂2

xψv,2k,0 = ∂2
xH2k,0, (2.49)

where H2k,0 is a quadratic mapping which does not depend on ψv,2k,0. Sup-
pose now that ψv,2(k−2),0 has a vanishing mean value. We look for ψv,2k,0
satisfying (2.49) and having a vanishing mean value. According to Section
2.1.2, we can achieve this by setting

ψv,2k,0 =
γ2

4
∂−2
x ∂2

t ψv,2(k−2),0 −H2k,0 +
1

L

∫
H2k,0(x) dx.
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Therefore, it remains to show that ψv,0,0 resp. ψv,2,0 satisfy (2.47) resp. (2.48)
and have a vanishing mean value, because then this also applies inductively
to ψv,4k,0 resp. ψv,4k+2,0, with k ≥ 1. Using integration by parts and the
self-adjointness of the operator Aγ, see Remark 2.4.1, we obtain

∂t

∫
T
|ψu,0,1|2 dx = 0,

which is the conservation of the L2-norm for the solutions of the NLS equa-
tion. Thus, ψv,0,0 = −2|ψu,0,1|2 satisfies (2.47) and has a vanishing mean
value. Moreover, if we set

ψv,2,0 = −2(ψu,0,1ψu,2,1 + ψu,0,1ψu,2,1),

then (2.48) is satisfied, but ψv,2,0 has a non-vanishing mean value. To fix this
problem, we set

ψv,2,0 = ψ̃v,2,0 −
1

L

∫
ψ̃v,2,0(x) dx,

where
ψ̃v,2,0 = −2(ψu,0,1ψu,2,1 + ψu,0,1ψu,2,1).

Then, (2.48) is still satisfied and the mean value of ψv,2,0 vanishes.

• At ε2ke2jiε−2t, with 0 ≤ k ≤ n and 1 ≤ j ≤ k + 1, we find that the functions
ψv,2k,2j solve algebraic equations of the form

−γ
2

4
∂2
t ψv,2(k−2),2j − jiγ2∂tψv,2(k−1),2j + (j2γ2 + ∂2

x)ψv,2k,2j + ∂2
xH2k,2j = 0,

where H2k,2j is a quadratic mapping which does not depend on ψv,2k,2j. We
note that we set ψv,m,2j = 0 for m < 0. In order to solve this equation for
ψv,2k,2j, we have to choose the period L in such a way that, in Fourier space,
each wave number in (2π/L)Z is O(1) bounded away from the wave numbers
k±j,∗ = ±jγ. Then, we set

ψv,2k,2j = (j2γ2 + ∂2
x)
−1
(γ2

4
∂2
t ψv,2(k−2),2j + jiγ2∂tψv,2(k−1),2j

)
+AjγH2k,2j,

and ψv,2k,2j is well-defined due to the choice of the period L.

In total, all terms up to order O(ε2n−2) cancel in Resu and all terms up to order
O(ε2n) cancel in Resv. The term which needs the most derivatives in both Resu
and Resv is ∂2

t ψu,2n,1. As in Section 2.2.3, we can repeatedly replace the time
derivatives of ψu,2n,1 with the right-hand side of (2.46). Then, the term ∂n+2

t ψu,0,1
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appears. Further, we can repeatedly replace the time derivatives of ψu,0,1 with the
right-hand side of (2.44). Then, the term ∂2n+4

x ψu,0,1 appears. Therefore, in order
to estimate Resu in Hs+1, we have to assume that ψu,0,1 ∈ Hs+2n+5. The estimates
for Resv in Hs are straightforward. We note that each term in Resv has either a
spatial derivative in front or has a vanishing mean value by construction. Thus,
we can formulate the following theorem.

Theorem 2.4.5. Let n ∈ N, s ≥ 0, and γ ∈ R \ {0}. Consider spatially L-
periodic boundary conditions with L > 0 satisfying that each k ∈ (2π/L)Z is O(1)
bounded away from the wave numbers k±j,∗ = ±jγ for all 1 ≤ j ≤ n+ 1. Further,
let ψu ∈ C([0, T0], Hs+2n+5) be a solution of the singular NLS equation (2.44).
Then, there exist ε0 > 0 and Cres > 0 such that for all ε ∈ (0, ε0) there is an
approximation (Ψu,n,Ψv,n) of the form (2.45) with

sup
t∈[0,T0]

‖Resu(Ψu,n,Ψv,n)‖Hs+1 ≤ Cresε
2n, sup

t∈[0,T0]

‖Resv(Ψu,n,Ψv,n)‖Hs ≤ Cresε
2n+2,

and
sup

t∈[0,T0]

‖∂−1
x Resv(Ψu,n,Ψv,n)‖Hs ≤ Cresε

2n+2.
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Chapter 3

The validity of the Derivative
NLS approximation for systems
with quadratic nonlinearities

3.1 Introduction

Modulation equations or amplitude equations are relatively simple PDEs, which
can be derived by perturbation analysis. They are used for modeling more com-
plicated PDEs in the sense that the modulation equation makes correct pre-
dictions about the dynamics of the original systems. There are many PDEs
which serve as modulation equations for various dissipative and dispersive sys-
tems. For instance, the Ginzburg-Landau equation, which has been justified
for pattern forming systems [SH77, CE90, Sch94a, Sch94b], or the Korteweg-De
Vries (KdV) equation, which has been justified for some dispersive equations in
plasma physics, the Fermi–Pasta–Ulam system and the water wave equation, cf.
[Cra85, SW00, SW02, Dül12]. Another example of such a modulation equation
is the Nonlinear Schrödinger (NLS) equation, which can be derived as an ampli-
tude equation describing slow modulations in time and space of oscillatory wave
packets in dispersive wave systems, for instance the quadratic and cubic Klein-
Gordon equation, the water wave problem [Zak68, Osb10], waves in DNA [Pel11],
Bose-Einstein condensates [SH94], and, most importantly, systems from nonlinear
optics, e.g., [Agr01]. For more details, we refer to [SU17, §10-12]. In this chapter,
we consider the Derivative Nonlinear Schrödinger (DNLS) equation

i∂TA = ν1∂
2
XA+ ν2A|A|2 + iν3|A|2∂XA+ iν4A

2∂XA+ ν5A|A|4, (3.1)

with T ≥ 0, X ∈ R, A(X,T ) ∈ C, and coefficients νj ∈ R for j = 1, . . . , 5.
The DNLS equation has been derived, for instance, as a long wave limit equation
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from the one-dimensional compressible magnetohydrodynamical equations in the
presence of the Hall effect [Mjø76, CLPS99, JLPS19], and the propagation of
circular polarized nonlinear Alfvén waves in magnetized plasmas [MOMT76]. In
this chapter, we are interested in its appearance as an envelope equation describing
slow modulations in time and space of an oscillating wave packet ei(k0x−ω0t). The
ansatz for the derivation of the DNLS equation is given by

u(x, t) = ε1/2ψDNLS = ε1/2
(
A(ε(x− cgt), ε2t)ei(k0x−ω0t) + c.c.

)
+O(ε).

Hereby, cg is the linear group velocity, k0 = 1 the basic spatial wave number, ω0

the basic temporal wave number, and 0 < ε� 1 a small perturbation parameter.
For original dispersive wave systems with a quadratic resp. cubic nonlinearity,
the justification of the DNLS equation is more complicated than the justifica-
tion of the NLS approximation [Kal88, BSTU06, TW12, DSW16]. The reason
for this is that in the error equation, terms of order O(ε1/2) resp. O(ε) have to
be controlled on an O(ε−2) time scale. There already exist proofs of the DNLS
approximation for a special cubic Klein-Gordon equation in case of analytic solu-
tions as well as solutions in Sobolev spaces [HS22a, HS22b]. In this chapter, we
consider a Klein-Gordon equation with a quadratic nonlinearity. This one is actu-
ally a general Klein-Gordon equation for which the DNLS approximation can be
justified, since the justification includes all problems which occur in case of higher
order nonlinearities. For the sake of simplicity, and with the intention of handling
upcoming resonances, we also add a fourth order term to the nonlinearity, cf. Re-
mark 3.1.4. Thus, we consider the most simple toy problem, namely, the following
Klein-Gordon equation with a special nonlinearity

∂2
t u = ∂2

xu− u+ %(∂x)u
2 + %1(∂x)u

4, (3.2)

with x ∈ R, t ∈ R, u(x, t) ∈ R, and

%(∂x) = −(1− ∂2
x)
−1(1 + ∂2

x), resp. %(ik) =
k2 − 1

k2 + 1
.

For the choice of the operator %1(∂x), we refer to Theorem 3.1.1. By inserting the
ansatz

u(x, t) = ε1/2ψDNLS = ε1/2(a1 + a−1) + ε(a2 + a−2) + εa0, (3.3)

where a−j = aj and

aj(x, t) = Aj(ε(x− cgt), ε2t)eji(k0x−ω0t), j = 0, 1, 2,

with k0 = 1, into the equation (3.2) and equating the coefficients in front of
E := ei(k0x−ω0t) with zero, we obtain the linear dispersion relation ω2

0 = k2
0 + 1 at

O(ε1/2), and the linear group velocity cg = k0/ω0 at O(ε3/2). Using the expansion

%(i+ iεK) = 1 + εK +O(ε2),
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gives at O(ε5/2)

−2iω0∂TA1 = (1− c2
g)∂

2
XA1 − 2i∂X(A1A2 + A0A1)

+ %1(k0)(4A3
1A2 + 12A1|A1|2A2 + 12A1|A1|2A0).

At O(ε) and O(εE2), we find the relations

O(ε) : A0 = 2%(0)|A1|2,

O(εE2) : A2 =
%(2k0)

−4ω2
0 + 4k2

0 + 1
A2

1,

which are well-defined since the denominator does not vanish as a result of

−m2ω2
0 +m2k2

0 + 1 = −(mω(k0))2 + ω(mk0)2 6= 0 for all m ≥ 2. (3.4)

Inserting the equations for A0 and A2 into the equation for A1 finally yields the
DNLS equation

−2iω0∂TA1 = (1− c2
g)∂

2
XA1 − 2iγ1∂X(A1|A1|2) + γ2(A1|A1|4), (3.5)

where

γ1(k0) = 2%(0) +
%(2k0)

−4ω2
0 + 4k2

0 + 1
, γ2(k0) = %1(k0)

(
24%(0) +

16%(2k0)

−4ω2
0 + 4k2

0 + 1

)
.

The goal of this chapter is to prove that the DNLS equation (3.5) makes correct
predictions about the dynamics of the Klein-Gordon equation (3.2), i.e., that the
following approximation property holds.

Theorem 3.1.1. Let the operator %1 in (3.2) be chosen such that the subsequent
condition (3.28) is satisfied. Let sA ≥ 6 and A1 ∈ C([0, T0], HsA) be a solution of
the DNLS equation (3.5). Then, there exist ε0 > 0 and C > 0 such that for all
ε ∈ (0, ε0) we have solutions u of the Klein-Gordon model (3.2) such that

sup
t∈[0,T0/ε2]

sup
x∈R

∣∣u(x, t)− ε1/2ψDNLS(x, t)
∣∣ ≤ Cε3/2,

where ε1/2ψDNLS is given by (3.3).

The condition (3.28) is necessary to handle resonances appearing at the fourth
order terms. We can always choose the operator %1 to satisfy this condition. Only
then, the approximation result holds. Otherwise, if the condition is not satisfied,
we will be able to prove a non-approximation result, cf. Section 3.6.
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Remark 3.1.2. The proof of Theorem 3.1.1 is a non-trivial task as solutions of
order O(ε1/2) have to be controlled on an O(ε−2) time scale. Since we have a
quadratic nonlinearity, a simple application of Gronwall’s inequality would only
give control on an O(ε−1/2) time scale. The proof is based on energy estimates
and normal form transformations. In contrast to the DNLS approximation, for the
cubic Klein-Gordon equation, cf. [HS22a, HS22b], we have to perform multiple
normal form transformations. Thereby, the same difficulties occur as in the cubic
case due to total resonances and second order resonances. In addition to that, new
difficulties occur due to further resonant terms arising from the fourth order terms
and due to more problematic terms produced by the elimination of the second
order resonant terms.

Remark 3.1.3. In contrast to the DNLS approximation (3.3), for the quadratic
Klein-Gordon equation, the ansatz for the derivation of the NLS equation

i∂TA = ν1∂
2
XA+ ν̃2A|A|2, (3.6)

with coefficients ν1, ν̃2 ∈ R, is given by

u(x, t) = εψNLS = ε(a1 + a−1) + ε2(a2 + a−2) + ε2a0.

The DNLS approximation appears in the degenerated situation when the cubic
coefficient ν̃2 = ν̃2(k0) in the NLS equation (3.6) vanishes for the chosen basic wave
number k0. In this case, the DNLS equation takes the role of the NLS equation.
This situation appears, for instance, in the water wave problem for certain values
of surface tension and basic spatial wave number k0, cf. [AS81].

Remark 3.1.4. For the derivation of the DNLS equation, in the nonlinearity of
the original system only the terms of order two, three, four and five are relevant.
For the approximation result, only the terms of order two, three and four are prob-
lematic. The fifth order terms do not cause any problems since in the equation
for the error, see Section 3.3, they are of order O(ε2). Thus, they can be easily
controlled on the natural time scale O(ε−2) of the DNLS approximation. Hence,
in order to avoid longer calculations, we discard any fifth order terms in our model
problem. We also discard any third order terms since, in the equation for the error,
the cubic terms will be produced by the quadratic terms anyway. Nevertheless, we
include fourth order terms because we need them to handle upcoming resonances.
In total, for completeness we could also consider third and fifth order terms but
for notational simplicity we discard them. Our model problem (3.2) is sufficient
enough in the sense that all terms, which are necessary to derive the DNLS equa-
tion, are contained and all possible difficulties for the proof of the approximation
result are covered.
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Remark 3.1.5. In case that γ2 = 0, the DNLS equation (3.5) is a completely
integrable PDE solvable through the inverse scattering method [KN78, JLPS19].
It was shown in [TF80] that smooth solutions exist uniquely in Sobolev spaces
Hs with s > 3/2. Further papers [TF80, HO92, Tak99, CKS+02, Wu15, GW16,
JLPS19, BP20] extend these results to solutions of lower regularity and investigate
global existence. However, for u0 ∈ Hs with s < 1/2, the Cauchy problem is ill-
posed and uniform continuity with respect to initial conditions fails [Tak99].

This chapter is structured as follows. In the subsequent section, we construct a
higher order DNLS approximation such that the so-called residual of the Klein-
Gordon equation (3.2) becomes sufficiently small. The residual of (3.2) contains
all terms, which do not cancel after inserting an approximation into the original
system (3.2), and measures how much the approximation fails to solve the original
system. Further, we sketch how to estimate the residual.
We continue by preparing the proof of the justification of the DNLS approximation
considering solutions in Sobolev spaces. In Section 3.3, we derive an equation for
the error which is an εβ-scaled difference of the real solution of the original system
and the higher order DNLS approximation. Further, we write this error equation
as a first order equation and diagonalize it. We note that a goal of this chapter is
to find an O(1) bound for the error over the natural O(ε−2) time scale of the DNLS
approximation. However, since the DNLS approximation is of order O(ε1/2), the
problem occurs that quadratic, cubic and quartic terms of order O(ε1/2), O(ε) and
O(ε3/2) show up in the error equation. As these are obviously not O(1) bounded
on the O(ε−2) time scale, they have to be eliminated by so-called normal form
transformations.
In order to eliminate the problematic terms which are oscillatory in time, in Section
3.4, we perform these three normal form transformations and an additional one.
The use of normal form transformations goes back to [Kal88]. When using normal
form transformations, a number of non-resonance conditions has to be satisfied.
For the first normal form transformation, see Subsection 3.4.1, the non-resonance
conditions are satisfied such that the O(ε1/2) terms can be eliminated without
further problems. For the second normal form transformation, see Subsection 3.4.2,
the non-resonance conditions for the elimination of terms of the form ibjj1,j2,j3(âj1 ∗
âj2 ∗ R̂j3), with j, j1, j2, j3 ∈ {±1}, in the j-th component of the error equation
reads

jω(k) + j1ω(k0) + j2ω(k0)− j3ω(k − j1k0 − j2k0) 6= 0.

It turns out that some terms violate the non-resonance conditions, i.e., resonances
occur which prevent the elimination of these resonant O(ε) terms. In detail, we
have so-called totally resonant terms and second order resonant terms:

• The totally resonant terms correspond to the indices with j3 = j and j2 =
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−j1 such that the left-hand side of the non-resonance condition completely
vanishes for all k ∈ R. This seems to be a huge problem, but it turns out
that the totally resonant terms can be controlled by energy estimates.

• The second order resonant terms correspond to the indices with j3 = j = −1
and j2 = j1 such that the left-hand side of the non-resonance condition
vanishes quadratically for the wave number k = j1. In order to solve this
problem, by adding and subtracting irrelevant terms of order O(ε2) to and
from the error equation, one can achieve to shift the quadratic singularity
O(ε2) away from zero. Thus, the non-resonance condition can be satisfied
but we lose powers of ε. However, in the energy estimates most of these
terms gain an ε power. The reason for this is the choice of the quadratic
nonlinearity which also vanishes for the same wave number k = j1.

The problems that stem from these resonances were already solved in [HS22b]
for the cubic Klein-Gordon equation and can be handled the same way in our
case. However, in the third normal form transformation, see Subsection 3.4.3,
further resonances occur. To be more precise, for the resonant quartic terms the
left-hand side of the corresponding non-resonance conditions vanishes linearly for
the resonant wave numbers. By a certain choice of the operator %1, in the original
system, one can make the resonances stable in the sense that the resonant terms can
be controlled by energy estimates, cf. [Sch05]. Furthermore, we need to perform an
additional normal form transformation, see Subsection 3.4.4, in order to eliminate
certain sixth order terms generated by the second order resonant terms. This is
due to the fact that the operator %1, in general, does not vanish for the basic wave
number k0. Here, additional resonances arise. However, as these are bounded away
from the second order resonances at k = j1k0, we do the elimination by cutting off
the normal form transformation around the wave numbers k = j1k0.
In Section 3.5, we close the proof of Theorem 3.1.1 by giving energy estimates. In
order to get the O(1) boundedness of the error, we include the four normal form
transformations to the energy and use Gronwall’s inequality.
In fact, approximation results should not be taken for granted. There are a number
of counterexamples which show that the approximation fails, cf. [Sch95, SSZ15,
HS18, BSSZ20]. In Section 3.6, we consider the case where we choose the operator
%1 in a way so that the resonances appearing at the quartic terms become unstable.
By modifying the original system, we can achieve that these unstable resonant wave
numbers lie on an integer multiple of the basic wave number k0. Then, in case
of spatially 2π/k0-periodic boundary conditions, we give a rigorous proof that the
DNLS approximation fails to predict the behaviour of solutions of the modified
original system. This proof resembles the one that a spectrally unstable fixed point
is unstable, cf. [SU17, §2.3].
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Finally, in Section 3.7, we discuss whether the DNLS approximation is still valid
when we consider solutions that are analytic in a strip of the complex plane instead
of solutions in Sobolev spaces. It turns out that the alternative method for proving
the approximation property, cf. [Sch98, DHSZ16, HS22a], can be applied without
further problems. According to [HS22a], in our approximation theorem, there is a
restriction regarding the time due to the resonant cubic terms. However, despite
of the resonances appearing at the fourth order terms, we show that there is no
additional time restriction as it should normally be the case.

Notation. We use the notation from Chapter 1. Further, we define the space
Lps(R,K) by

u ∈ Lps(R,K)⇔ u(·)(1 + (·)2)s/2 ∈ Lp(R,K).

We write
∫

for
∫
R, Hs forHs(R,K), and Lps for Lps(R,K), unless otherwise specified.

3.2 The higher order DNLS approximation

The residual of (3.2) is defined by

Res(u) = −∂2
t u+ ∂2

xu− u+ %(∂x)u
2 + %1(∂x)u

4 (3.7)

and contains all terms which do not cancel after inserting an approximation into
the original system (3.2). To be more precise, the residual measures how much an
approximation fails to solve the Klein-Gordon equation. When inserting the DNLS
approximation (3.3) into the original equation (3.2), the residual is of order O(ε2)
which is not sufficient enough to prove Theorem 3.1.1. For the further course of
this chapter, we need the residual to be at least of order O(ε4). We can achieve
this by adding higher order terms to our DNLS approximation (3.3) in order to
eliminate all terms up to order O(ε7/2).
First, we modify the original approximation ε1/2ψDNLS by replacing A1 in the
definition of ε1/2ψDNLS by

Ac1
(
ε(· − cgt), ε2t

)
= F−1

(
χ[−δ,δ](·)F

(
A1

(
ε(· − cgt), ε2t

))
(·)
)
,

where χ[−δ,δ] is the characteristic function on the interval [−δ, δ] and δ ∈ (0, k0/20)
is a fixed chosen constant that is independent of the parameter ε. The error made
by replacing A1 by Ac1 is of order O(ε5) due to the estimate

‖χ[−δ,δ]ε
−1f̂(ε−1·)− ε−1f̂(ε−1·)‖L2

m
≤ C(δ)εm+M−1/2‖f‖Hm+M

and the fact that A1 ∈ C([0, T0], HsA(R,C)) solves the DNLS equation (3.5), cf.
[SU17, §11.5] for more details. Since Ac1 has a bounded support in Fourier space,
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the use of Ac1 instead of A1 subsequently allows us to control the terms in the
normal form transformations more efficiently.
We continue by constructing an improved DNLS approximation for (3.2) such that
the residual is of formal order O(ε4) which is necessary to prove Theorem 3.1.1.
The higher order DNLS approximation ε1/2Ψ is given by

ε1/2Ψ(x, t) = ε1/2ΨDNLS(x, t) + ε3/2Ψq(x, t), (3.8)

where

ε3/2Ψq(x, t) =
(
ε3/2a1,1(x, t) + c.c.

)
+
∑

n=0,1,2

(
ε3/2+na3,n(x, t) + c.c.

)
+
∑
n=0,1

(
ε5/2+na5,n(x, t) + c.c.

)
+
(
ε7/2a7,0(x, t) + c.c.

)
+
∑
n=1,2

ε1+na0,n(x, t) +
∑
n=1,2

(
ε1+na2,n(x, t) + c.c.

)
+
∑
n=0,1

(
ε2+na4,n(x, t) + c.c.

)
+
(
ε3a6,0(x, t) + c.c.

)
and

aj,n(x, t) = Aj,n(ε(x− cgt), ε2t)eji(k0x−ω0t).

Remark 3.2.1. In contrast to [HS22b], the ansatz (3.8) for the higher order
DNLS approximation not only contains terms of order O(ε1/2+n) but also terms
of order O(εn). Therefore, the ansatz (3.8) can be also used for a more general
Klein-Gordon model including third and fifth order terms.

Let E := ei(k0x−ω0t). Since, in Fourier space, Ac1E has a small support near the
wave number k0 and since we have a polynomial nonlinearity, also the Aj,n can be
chosen so that, in Fourier space, the support of Aj,nE

j lies in a small neighborhood
of the wave number jk0. If we insert the improved approximation (3.8) into the
residual (3.7), equating the coefficients at O(ε1/2E) and O(ε3/2E) to zero yields
ω2

0 = k2
0+1 and cg = k0/ω0. Equating the coefficients atO(ε5/2E) to zero yields the

DNLS equation (3.5). Equating the coefficients at O(ε7/2E) to zero, we obtain that
A1,1 is determined by solving a linear, but inhomogeneous, Schrödinger equation.
For this equation, the inhomogeneous term only depends on Ac1. Equating the
coefficients at O(εn+1Ej) and O(ε3/2+nEj) with |j| 6= 1 to zero results in linear
algebraic equations for Aj,n which can be solved with respect to Aj,n since their
coefficients do not vanish due to (3.4). For more details, we refer to [SU17, §11.2].
Finally, all terms up to formal order O(ε7/2) vanish such that we are left with
terms of order O(ε4) depending on Ac1. Since A1 ∈ C([0, T0], HsA(R,C)) and due
to the fact that A1 solves the DNLS equation (3.5), these remaining terms can be
easily estimated in Hs. Hence, we can conclude the following lemma.
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Lemma 3.2.2. Let sA ≥ 6 and A1 ∈ C([0, T0], HsA(R,C)) be a solution of the
DNLS equation (3.5) with

sup
T∈[0,T0]

‖A1‖HsA ≤ CA.

Then, for all s ≥ 0 there exist CRes, CΨ, and ε0 > 0 depending on CA such that
for all ε ∈ (0, ε0) the approximation ε1/2Ψ, defined in (3.8), satisfies

sup
t∈[0,T0/ε2]

‖Res(ε1/2Ψ)‖Hs ≤ CResε
4, (3.9)

sup
t∈[0,T0/ε2]

‖ε1/2Ψ− ε1/2ΨDNLS‖C0
b
≤ CΨε

3/2, (3.10)

and
sup

t∈[0,T0/ε2]

(
‖â1‖L1

s+1
+ ‖â−1‖L1

s+1
+ ‖Ψ̂q‖L1

s+1

)
≤ CΨ. (3.11)

Remark 3.2.3. We state a number of remarks concerning Lemma 3.2.2.

a) We refrain from recalling the proof since such estimates are carried out in the
existing literature of the NLS approximation. For further details, we refer
to [SU17, §11]. We note that the residual can be made arbitrarily small by
adding even higher order terms to the DNLS approximation.

b) We note that, due to the scaling property of the L2-norm with respect to the
scaling X = εx, we lose half an ε-power when estimating A1 in Hs. Instead,
we use the estimate

‖a1f‖Hs ≤ C‖a1‖Csb‖f‖Hs ≤ C‖â1‖L1
s
‖f‖Hs

which prevents the loss of powers in ε due to (3.11).

c) The reason for the order of regularity sA ≥ 6 is as follows. In the inhomo-
geneity of the equation for A1,1, the term 2cg∂X∂TA1 occurs. After replacing
the time derivative with the right-hand side of the DNLS equation (3.5),
the term ∂3

XA1 appears, i.e., we need sA ≥ 3 for the well-posedness of the
equation for A1,1. Finally, since in the residual the term ∂2

TA1,1E occurs and
since there is no higher spatial derivative of A1, we need sA ≥ 6.

3.3 The error equation

Our model problem is of the form

∂2
t u = −ω2

opu− ωopρopu2 + ωopρ1,opu
4, (3.12)
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with pseudo differential operators ωop, ρop and ρ1,op defined by

ω(k) = sign(k)
√

1 + k2, ρ(k) = − %(k)

ω(k)
, ρ1(k) =

%1(k)

ω(k)
.

In order to estimate the error εβR that is made by the improved DNLS approxi-
mation ε1/2Ψ, we make the following ansatz

u = ε1/2Ψ + εβR (3.13)

for β = 2. The error function R satisfies

∂2
tR = −ω2

opR− ωopρop(2ε1/2ΨR + ε2R2)

+ ωopρ1,op(4ε
3/2Ψ3R + 6ε3Ψ2R2 + 4ε9/2ΨR3 + ε6R4) + ε−2Res(ε1/2Ψ).

We write this equation as a first order system

∂tR = iωopR̃,

∂tR̃ = iωopRu + iρop(2ε
1/2ΨR + ε2R2)

− iρ1,op(4ε
3/2Ψ3R + 6ε3Ψ2R2 + 4ε9/2ΨR3 + ε6R4)

+ (iωop)
−1ε−2Res(ε1/2Ψ).

Via the transformation

R =

(
R1

R−1

)
=

1

2

(
1 1
1 −1

)(
R

R̃

)
,

we obtain a diagonalized first order system. This system is written as

∂tR = ΛR+ ε1/2B1(Υ,R) + εB2(Υ,Υ,R) + ε3/2B3(Υ,Υ,Υ,R)

+ ε3/2B4(Υ,R) + ε2B5(Υ,R) + ε−2RES(ε1/2Ψ),
(3.14)
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where Υ = (a1, a−1)T and where, in Fourier space, Λ̂(k) = diag(iω(k),−iω(k)) is
a skew symmetric operator. Further, we have

B̂1(Υ̂, R̂)(k, t) = iρ(k)

(
(â1 + â−1) ∗ (R̂1 + R̂−1)

−(â1 + â−1) ∗ (R̂1 + R̂−1)

)
(k, t),

B̂2(Υ̂, Υ̂, R̂)(k, t) = iρ(k)

(
(â0 + â2 + â−2) ∗ (R̂1 + R̂−1)

−(â0 + â2 + â−2) ∗ (R̂1 + R̂−1)

)
(k, t),

B̂3(Υ̂, Υ̂, Υ̂, R̂)(k, t) = iρ(k)

(
(â3 + â−3) ∗ (R̂1 + R̂−1)

−(â3 + â−3) ∗ (R̂1 + R̂−1)

)
(k, t),

− 2i
%1(k)

ω(k)

(
(â1 + â−1)∗3 ∗ (R̂1 + R̂−1)

−(â1 + â−1)∗3 ∗ (R̂1 + R̂−1)

)
(k, t),

B̂4(Υ̂, R̂)(k, t) = iρ(k)

(
(â1,1 + â−1,1) ∗ (R̂1 + R̂−1)

−(â1,1 + â−1,1) ∗ (R̂1 + R̂−1)

)
(k, t)

and

R̂ES(ε1/2Ψ̂)(k, t) =
1

2iω(k)

(
R̂es(ε1/2Ψ̂)

−R̂es(ε1/2Ψ̂)

)
(k, t).

The mapping ε2B5(Υ,R) contains all terms of at least order O(ε2) such that we
have ∥∥ε2B5(Υ,R)

∥∥
(Hs)2

≤ Cε2
(
‖R‖Hs + ‖R‖2

Hs + ε5/2‖R‖3
Hs + ε4‖R‖4

Hs

)
.

3.4 The normal form transformations

We note that, due to Lemma 3.2.2, the last two terms on the right-hand side of
(3.14) are at least of order O(ε2). These terms cause no problems in uniformly
bounding the error R on the long time scale O(ε−2). Since Λ is a skew symmetric
operator, the first term on the right-hand side does not cause any problems, too.
However, all other terms are at most of order O(ε3/2) which is a serious problem
in bounding the error independently of the parameter ε. Hence, we try to get
rid of the problematic terms by making a near identity change of variables. By
these so-called normal form transformations one can gain half an ε-power, if a
number of non-resonance conditions is satisfied. Due to the fact that for every
normal form transformation we normally gain half an ε-power and since we also
have to eliminate terms of order O(ε1/2), we have to perform three normal form
transformations and an additional one since we have to distinguish between fourth
and sixth order terms of order O(ε3/2). However, the non-resonance condition is
not always satisfied which prevents the elimination of some terms.
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3.4.1 The first normal form transformation

We consider the diagonalized first order system (3.14). By the first normal form
transformation, we want to get rid of the term ε1/2B1(Υ,R). This term is of the
form

B̂j1(Υ̂, R̂) =
∑

j1,j2∈{±1}

ibjj1,j2(k)(âj1 ∗ R̂j2)(k), j ∈ {±1},

where B±1
1 denote the components of B1. Obviously, we have that

sup
k∈R

∣∣bjj1,j2(k)
∣∣ ≤ C <∞.

In order to eliminate the terms above, we make the near identity change of variables

R̃ = R+ ε1/2Q(Υ,R), (3.15)

where Q = (Q1,Q−1)T is a bilinear mapping which, in Fourier space, has the form

Q̂j(Υ̂, R̂) =
∑

j1,j2∈{±1}

qjj1,j2(k)(âj1 ∗ R̂j2)(k), j ∈ {±1}.

We also write
Q̂(Υ̂, R̂) =

∑
j1,j2

Q̂j1,j2(âj1 , R̂j2),

where
Q̂jj1,j2(âj1 , R̂j2) = qjj1,j2(k)(âj1 ∗ R̂j2)(k)

denote the components of Qj1,j2 . It is well-known that the reduced non-resonance

condition for the elimination of a term of the form ibjj1,j2(âj1 ∗ R̂j2) reads

inf
k∈R

∣∣Ljj1,j2(k)
∣∣ := inf

k∈R
|jω(k) + j1ω(k0)− j2ω(k − j1k0)| ≥ C > 0

and is satisfied, cf. [SU17]. Thus, we can set

qjj1,j2(k) =
bjj1,j2(k)

jω(k) + j1ω(k0)− j2ω(k − j1k0)
,

where
sup
k∈R

∣∣qjj1,j2(k)
∣∣ ≤ C <∞. (3.16)

Therefore, the first normal form transformation can be inverted for ε > 0 suffi-
ciently small. Finally, by construction of the mapping Q, the problematic O(ε1/2)
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terms cancel and we are left with

∂tR̃ = ΛR̃+ ε (B2(Υ,Υ,R) +Q(Υ,B1(Υ,R)))

+ ε3/2B3(Υ,Υ,Υ,R) + ε3/2Q(Υ,B2(Υ,Υ,R))

+ ε1/2Q(Υ,ΛR)− ε1/2
∑
j1,j2

j2iω(−i∂x − j1k0)Qj1,j2(aj1 , Rj2)

+ ε1/2Q(∂tΥ + Λ(k0)Υ,R) + G̃(Υ,R),

(3.17)

where ω(−i∂x) is defined via its Fourier transformation F(ω(−i∂x))(k) = ω(k)

and where the mapping G̃(Υ,R) contains all terms, for which one can show that

‖G̃j(Υ,R)‖Hs ≤ Cε2
(
‖R‖Hs + ‖R‖2

Hs + ε5/2‖R‖3
Hs + ε4‖R‖4

Hs

)
. (3.18)

We note that the equation (3.17) does not contain any terms of order O(ε1/2)
anymore. The three terms with prefactor ε1/2 are actually of order O(ε3/2) since
for the last term we have

∂tΥ + Λ(k0)Υ =

(
−cgε∂XA1e

i(k0x−ω0t) + ε2∂TA1e
i(k0x−ω0t)

−cgε∂XA−1e
−i(k0x−ω0t) + ε2∂TA−1e

−i(k0x−ω0t)

)
(3.19)

and for the first two terms we use the following Lemma 3.4.1, cf. [SU17], in com-
bination with the Lipschitz-continuity of ω.

Lemma 3.4.1. Let n,m ∈ N and let g(k) satisfy |g(k)| ≤ C|k − k0|n. Then,∥∥∥∥g(·)ε−1Â1

(
· − k0

ε

)∥∥∥∥
L1
m

≤ Cεn‖Â1‖L1
m+n

.

With this lemma, we could reduce the non-resonance condition to a one-dimensional
problem, cf. [SU17, §11.5] for more details.

Remark 3.4.2. From the above, we can conclude that the terms with prefactor
ε1/2 are actually of order O(ε3/2), which is still not sufficient enough to prove
Theorem 3.1.1. Therefore, we have to eliminate them by another normal form
transformation. However, these mentioned terms are of the form ε3/2B̃(Υ,R),

where B̃ is a bilinear mapping. Thus, the elimination goes exactly like the one
just carried out, i.e., no further problems, such as resonances, occur. Since the
same holds for the term ε3/2B4(Υ,R), we refrain from carrying out the normal
form transformations in the remainder of Section 3.4.
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3.4.2 The second normal form transformation

In this subsection, similar problems occur which were already handled in the Klein-
Gordon equation with a cubic nonlinearity [HS22b]. Thus, we only summarize the
procedure briefly.
We consider the equation (3.17) after the first normal form transformation. By
the second normal form transformation, we want to eliminate the terms of order
O(ε), namely,

B̂j2(Υ̂, Υ̂, R̂) + Q̂j(Υ̂, B̂1(Υ̂, R̂))

=
∑

j1,j2,j3∈{±1}

ibjj1,j2,j3(k)(âj1 ∗ âj2 ∗ R̂j3)(k), j ∈ {±1},

where with (3.16) we have

sup
k∈R

∣∣bjj1,j2,j3(k)
∣∣ ≤ C <∞.

In order to do so, we make the near identity change of variables

R̆ = R̃+ εP(Υ,Υ,R), (3.20)

where P = (P1,P−1)T is a trilinear mapping which, in Fourier space, has the form

P̂j(Υ̂, Υ̂, R̂) =
∑

j1,j2,j3∈{±1}

pjj1,j2,j3(k)(âj1 ∗ âj2 ∗ R̂j3)(k), j ∈ {±1}.

For the elimination of the term ibjj1,j2,j3(âj1 ∗ âj2 ∗ R̂j3), the following reduced non-
resonance condition has to be satisfied

inf
k∈R

∣∣Ljj1,j2,j3(k)
∣∣ ≥ C > 0, (3.21)

where

Ljj1,j2,j3(k) := jω(k) + j1ω(k0) + j2ω(k0)− j3ω(k − j1k0 − j2k0).

It turns out that there are terms that violate the non-resonance condition (3.21),
including totally resonant terms as well as second order resonant terms.

The totally resonant terms: For the indices (j, j1, j2, j3) = (j, j1,−j1, j), there
is a total resonance since obviously for all k ∈ R it holds

jω(k) + j1ω(k0)− j1ω(k0)− jω(k) = 0.
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Therefore, a normal form transformation is not possible. However, an elimination
is not even necessary since it turns out that the totally resonant terms can be
controlled by energy estimates. To be more precise, when calculating the evolution
of the L2-norm of R̆j, the totally resonant terms arise in the form

Cε

∫ (
R̆j ib

j
j1,−j1,j(aj1a−j1R̆j) + c.c.

)
dx.

By using the skew symmetry of ibjj1,−j1,j and ∂x(a1a−1) = O(ε) in combination
with Plancherel’s identity and Lemma 3.4.1, one can show that ([HS22b, Lemma
4.2])

ε

∣∣∣∣∫ (R̆j ib
j
j1,−j1,j(aj1a−j1R̆j) + c.c.

)
dx

∣∣∣∣ ≤ Cε2‖R̆j‖2
L2 . (3.22)

Hence, an elimination is really not necessary and we set pjj1,−j1,j = 0.

The second order resonant terms: For (j, j1, j2, j3) = (−1, j1, j1,−1), the
non-resonance condition is also not satisfied. To be more precise, we have a second
order resonance since the term

ω(k)− 2j1ω(k0)− ω(k − 2j1k0) = j1ω
′′(j1)(k − j1)2 +O(|k − j1|3)

vanishes quadratically at k = j1. Thus, an elimination of these terms by a normal
form transformation seems to be not possible. However, the quadratic singularity
can be shifted O(ε2) away from zero by adding and subtracting terms of the form

j1iκε
3p−1
j1,j1,−1aj1aj1R−1

to and from the equation for R−1 with κ = O(1) chosen sufficiently large. Sub-
sequently, the added term will be included in the definition of the normal form
transformation, while the subtracted counterpart is of order O(ε2) and can be
easily estimated by Gronwall’s inequality. Due to the added terms in the error
equation (3.17), the second order resonance is shifted O(ε2) away from the k-axis.
More precisely, the non-resonance condition (3.21) is transformed into

inf
k∈R

∣∣L−1
j1,j1,−1(k)− j1κε

2
∣∣ ≥ C > 0,

which is now satisfied. Therefore, we can set

p−1
j1,j1,−1(k) =

b−1
j1,j1,−1(k)

L−1
j1,j1,−1(k)− j1κε2

.
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We would expect that p−1
j1,j1,−1 is of order O(ε−2). However, we note that the

numerator b−1
j1,j1,−1 also vanishes at k = j1k0 since Bj2 and Qj both contain % as an

factor. Thus, we have that

∣∣εp−1
j1,j1,−1(k)

∣∣ ≈ ε

∣∣∣∣ k − j1k0

(k − j1k0)2 + κε2

∣∣∣∣
is of order O(1) for ε→ 0 and of order O(ε+κ−1) for κ→∞. Further, we remark
that we gain another power of ε when multiplying p−1

j1,j1,−1 by a function which
vanishes at k = j1k0.

The non-resonant terms: For the remaining indices, the non-resonance con-
dition (3.21) is satisfied. Thus, we can easily eliminate these non-resonant terms
by setting

pjj1,j2,j3(k) =
bjj1,j2,j3(k)

jω(k) + j1ω(k0) + j2ω(k0)− j3ω(k − j1k0 − j2k0)

for (j2, j3) 6= (−j1, j) and (j, j2, j3) 6= (−1, j1,−1). Finally, for all (j, j2, j3) 6=
(−1, j1,−1) and a neighborhood Uδ̃(j1) around k = j1 with a radius δ̃ > 0 suffi-
ciently small, we have that

sup
k∈R

∣∣pjj1,j2,j3(k)
∣∣ ≤ C <∞,

sup
k/∈U

δ̃
(j1)

∣∣p−1
j1,j1,−1(k)

∣∣ ≤ C <∞,

sup
k∈U

δ̃
(j1)

∣∣εp−1
j1,j1,−1(k)

∣∣ ≤ C <∞.

(3.23)

Consequently, the second normal form transformation is invertible for ε > 0 suffi-
ciently small and κ > 0 sufficiently large. In total, after the second normal form
transformation, we are left with the following system

∂tR̆j = ΛR̆j + ε3/2Bj3(Υ,Υ,Υ,R) + ε3/2Qj(Υ,B2(Υ,Υ,R))

+ ε3/2Pj(Υ,Υ,B1(Υ,R))− ε3/2
∑
j1

ibjj1,−j1,j(aj1a−j1Q
j(Υ,R))

+ ε5/2Pj(Υ,Υ,B3(Υ,Υ,Υ,R)) + Ğj(Υ,R),

(3.24)

with Ğ(Υ,R) obeying the same property (3.18) as G̃(Υ,R). The second term in
the second line comes from the totally resonant terms when replacing Rj by R̆j.
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Remark 3.4.3. We write P = PSOR +PNON, where PSOR contains all the second
order resonant terms in P , and PNON contains the non-resonant ones. We remark
that ε5/2PSOR(Υ,Υ,B3(Υ,Υ,Υ,R)) is actually of order O(ε3/2) since the mapping
B3 from (3.14) contains terms with a prefactor %1(k) which, in general, does not
vanish for k = ±1. Thus, near the wave numbers ±k0 the corresponding kernels
are of order O(ε−1). Therefore, we have to perform an additional normal form
transformation, see Section 3.4.4.

3.4.3 The third normal form transformation

By the third normal form transformation, we want to get rid of the quartic terms
of order O(ε3/2), namely,

B̂j3(Υ̂, Υ̂, Υ̂, R̂) + Q̂j(Υ̂, B̂2(Υ̂, Υ̂, R̂))

+ P̂j(Υ̂, Υ̂, B̂1(Υ̂, R̂))−
∑
j1

ibjj1,−j1,j(âj1 ∗ â−j1 ∗ Q̂
j(Υ̂, R̂))

=
∑

j1,j2,j3,j4∈{±1}

ibjj1,j2,j3,j4(k)(âj1 ∗ âj2 ∗ âj3 ∗ R̂j4)(k), j ∈ {±1},

where by (3.16) and (3.23) we have that

sup
k∈R

∣∣bjj1,j2,j3,j4(k)
∣∣ ≤ C <∞.

In order to carry out the elimination, we make the near identity change of variables

Ř = R̆+ ε3/2S(Υ,Υ,Υ,R), (3.25)

where S = (S1,S−1)T is a multilinear mapping which, in Fourier space, has the
form

Ŝj(Υ̂, Υ̂, Υ̂, R̂) =
∑

j1,j2,j3,j4∈{±1}

sjj1,j2,j3,s4(k)(âj1 ∗ âj2 ∗ âj3 ∗ R̂j4)(k), j ∈ {±1}.

For the elimination of the term ibjj1,j2,j3,j4(âj1 ∗ âj2 ∗ âj3 ∗ R̂j4), the following reduced
non-resonance condition has to be satisfied

inf
k∈R

∣∣Ljj1,j2,j3,j4(k)
∣∣ ≥ C > 0, (3.26)

where

Ljj1,j2,j3,j4(k) := jω(k) + (j1 + j2 + j3)ω(k0)− j4ω(k − (j1 + j2 + j3)k0).
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We notice that there are further resonant terms. In contrast to the previous
normal form transformation, the left-hand side of (3.26) does not touch the k-axis
but intersects it. Thus, we have to handle them in a different way. Let us consider
the system (3.24), which we write as

∂tR̆j = jiωR̆j + ε3/2
∑

j1,j2,j3,j4∈{±1}

ibjj1,j2,j3,j4aj1aj2aj3Rj4 + Ğj(Υ,R), (3.27)

and the energy

E =
∑

j∈{±1}

∫
σj|R̆j|2 dx,

with some operators σ±1 = σ±1(−i∂x). We ignore the first term in the last line of
(3.24) since this term gets eliminated in the subsequent section anyway. By taking
the time derivative of the energy E, we obtain

d

dt
E =

∑
j∈{±1}

∫ (
σj∂tR̆jR̆j + c.c.

)
dx

=
∑

j∈{±1}

∫ (
ε3/2σj

∑
j1,j2,j3,j4∈{±1}

(
ibjj1,j2,j3,j4aj1aj2aj3Rj4Rj + c.c.

))
dx+O(ε2),

where we used the skew symmetry of iω, the estimate (3.18), and R̆j = Rj +
O(ε1/2). In order to get rid of the O(ε3/2) terms, we add

Ẽ =
∑

j∈{±1}

∫ (
ε3/2Sj(Υ,Υ,Υ,R)R̆j + c.c.

)
dx

to the energy E. Taking the time derivative yields

d

dt
(E + Ẽ)

=
∑

j∈{±1}

∫ (
ε3/2σj

∑
j1,j2,j3,j4∈{±1}

(
ibjj1,j2,j3,j4aj1aj2aj3Rj4Rj + c.c.

))
dx

−
∫ (

ε3/2
∑

j1,j2,j3,j4∈{±1}

(
iLjj1,j2,j3,j4s

j
j1,j2,j3,j4

aj1aj2aj3Rj4Rj + c.c.
))

dx+O(ε2).

The non-resonant terms: All terms with indices (j2, j3, j4) 6= (j1, j1,−j) are
non-resonant and, thus, can be easily eliminated by setting

sjj1,j2,j3,j4(k) = σj(k)bjj1,j2,j3,j4(k)(Ljj1,j2,j3,j4(k))−1.
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The first order resonant terms: For (j, j1, j2, j3, j4) = (j, j1, j1, j1,−j) res-
onances occur. To be more precise, Ljj1,j1,j1,−j vanishes linearly at k = kjj1 :=

j1

(
3
2
− j
√

5
2

)
, i.e., Ljj1,j1,j1,−j(k

j
j1

) = 0 and ∂kL
j
j1,j1,j1,−j(k

j
j1

) 6= 0. Thus, a direct

elimination is not possible and we have to study the resonant terms in a more
detailed way.

Remark 3.4.4. To understand the behaviour at the resonant wave numbers kj,
where (·)j := (·)jj,j,j,−j with j = ±1, in Fourier space, we consider a subsystem of
(3.27), namely,

∂t
̂̆
Rj(kj, t) = jiω(kj)

̂̆
Rj(kj, t) + ε3/2ibj(kj)â

3
j(3k0)

̂̆
R−j(k−j, t) +O(ε2).

We make the ansatz v̂j(kj, t) = ejiω(kj)t ̂̆Rj(kj, t) to obtain

∂tv̂j(kj, t) = ε3/2ibj(kj)â
3
j(3k0)v̂−j(k−j, t) +O(ε2)

resp.
∂2
t v̂1(k1, t) = −ε3b1(k1)b−1(k−1)|â1|6v̂1(k1, t) +O(ε2).

Thus, for
b1(k1)b−1(k−1) > 0, (3.28)

we expect that the resonances can be stable in the sense that the resonant modes
grow as O(exp(iε3/2t)) and stay bounded on the natural time scale O(ε−2) of the
DNLS approximation. To be more specific, we consider the energy

E =
∑
j

σj(kj)|v̂j(kj)|2.

By taking the time derivative of E, we obtain

d

dt
E =

∑
j

σ1(kj)
(
∂tv̂j(kj)v̂j(kj) + v̂j(kj)∂tv̂j(kj)

)
= iε3/2 (σ1(k1)b1(k1)− σ−1(k−1)b−1(k−1))

×
(
Â3

1(3k0)v̂−1(k−1)v̂1(k1)− Â3
−1(3k0)v̂−1(k−1)v̂1(k1)

)
+O(ε2).

At this point, we note that the operator %1 in the original system (3.2) was not
chosen yet. The operator appears in the error equation (3.14) within the definition
of the term B3, but not in the definition of Q and P such that, in Fourier space,
the bj(k) are of the form

bj(k) = fj(k)− 2jω(k)−1%1(k)
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for certain functions fj. We note that ω(k)−1 > 0, for k > 0, and ω(k)−1 < 0,
for k < 0. Since the kj’s have the same sign and are bounded away from k0,
we can choose %1 appropriately, but independent of the parameter ε, such that
(3.28) is satisfied. A possible choice would be, for instance, %1(k) = |α|, where the
parameter α ∈ R is sufficiently large. Consequently, we can choose σ1, σ−1 the
same sign so that the energy E is positive definite and

σ1(k1)b1(k1)− σ−1(k−1)b−1(k−1) = 0. (3.29)

Finally, we can conclude
d

dt
E = O(ε2).

We call the resonances stable, if (3.28) holds, and unstable, if not.

We proceed to make the considerations of Remark 3.4.4 rigorously. Since the
non-resonant terms cancel, with Plancherel’s identity, we are left with

d

dt
(E + Ẽ)

= 2π
∑

j∈{±1}

(∫∫ (
ε3/2σj(k)

∑
j1∈{±1}

(
ibjj1(k)â∗3j1 (k − l − 3j1k0)R̂−j(l)R̂j(k) + c.c.

))
dl dk

−
∫∫ (

ε3/2
∑

j1∈{±1}

(
iLjj1(k)sjj1(k)â∗3j1 (k − l − 3j1k0)R̂−j(l)R̂j(k) + c.c.

))
dl dk

)
+O(ε2),

in Fourier space, where (·)jj1 := (·)jj1,j1,j1,−j. In order to achieve d
dt

(E+ Ẽ) = O(ε2),

we have to find sjj1 ’s and σj’s such that∑
j,j1∈{±1}

∫∫ (
i(σj(k)bjj1(k)− Ljj1(k)sjj1(k))â∗3j1 (k − l − 3j1k0)R̂−j(l)R̂j(k) + c.c.

)
dl dk

=
∑

j1∈{±1}

∫∫ ((
i(σ1(k)b1

j1
(k)− L1

j1
(k)s1

j1
(k))â∗3j1 (k − l − 3j1k0)R̂−1(l)R̂1(k) + c.c.

)
+
(
i(σ−1(k)b−1

j1
(k)− L−1

j1
(k)s−1

j1
(k))â∗3j1 (k − l − 3j1k0)R̂1(l)R̂−1(k) + c.c.

))
dl dk

=
∑

j1∈{±1}

∫∫ ((
i(σ1(k)b1

j1
(k)− L1

j1
(k)s1

j1
(k))â∗3j1 (k − l − 3j1k0)R̂−1(l)R̂1(k) + c.c.

)
−
(
i(σ−1(k)b−1

j1
(k)− L−1

j1
(k)s−1

j1
(k))â∗3−j1(l − k + 3j1k0)R̂1(l)R̂−1(k) + c.c.

))
dl dk

= 0.
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Swapping the integration variables in the last line yields∑
j1∈{±1}

∫∫ ([
i(σ1(k)b1

j1
(k)− L1

j1
(k)s1

j1
(k))â∗3j1 (k − l − 3j1k0)

− i(σ−1(l)b−1
j1

(l)− L−1
j1

(l)s−1
j1

(l))â∗3−j1(k − l + 3j1k0)

]
R̂−1(l)R̂1(k) + c.c.

)
dl dk

= 0.

Therefore, we have to find sjj1 ’s and σj’s such that

i(σ1(k)b1
1(k)− L1

1(k)s1
1(k))− i(σ−1(l)b−1

−1(l)− L−1
−1(l)s−1

−1(l)) = 0

and

i(σ1(k)b1
−1(k)− L1

−1(k)s1
−1(k))− i(σ−1(l)b−1

1 (l)− L−1
1 (l)s−1

1 (l)) = 0,

where we restrict ourselves to the indices (j, j1) = (j, j). For the remaining indices
(j, j1) = (j,−j), the procedure can be applied analogously. In the following, we
use the indices (·)j := (·)jj,j,j,−j, if (·)jj,j,j,−j is defined. Outside a sufficiently small
neighborhood of the resonant wave numbers kj, we choose σj = 1 and

sj(k) = bj(k)(Lj(k))−1.

Inside the neighborhood of the resonant wave numbers, the problem then consists
in finding sj’s and σj’s such that

0 = ig1(k)− iL1(k)s1(k) + iσ1(k1)b1(k1)

− (ig−1(l)− iL−1(l)s−1(l))− iσ−1(k−1)b−1(k−1),

where

gj(·) = (σj(·)− σj(kj))bj(·) + σj(kj)(bj(·)− bj(kj)).

According to Remark 3.4.4, we can choose %1 in (3.2) in such a way that

σ1(k1)b1(k1)− σ−1(k−1)b−1(k−1)

vanishes. Finally, inside the neighborhood of the resonant wave numbers, we can
set

sj(·) = (Lj(·))−1gj(·). (3.30)

We note that we have

|gj(·)| ≤ C| · −kj| and |Lj(·)| ≤ C| · −kj|,
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due to the relation ∂kLj(kj) 6= 0, such that the resonance becomes trivial in the
sense that the numerator and denominator both vanish for the same wave number.
Accordingly, by analogous approach for the sj−j’s, we have the boundedness of sjj1
near kjj1 . Finally, by a suitable choice of the operator %1, for all possible indices
we have that

sup
k∈R

∣∣sjj1,j2,j3,j4(k)
∣∣ ≤ C <∞. (3.31)

Consequently, the third normal form transformation is invertible for ε > 0 suffi-
ciently small. After the elimination, we are left with the system

∂tŘ = ΛŘ+ ε5/2PSOR(Υ,Υ,B3(Υ,Υ,Υ,R)) + Ǧ(Υ,R), (3.32)

with Ǧ(Υ,R) obeying the same property (3.18) as G̃(Υ,R).

3.4.4 The fourth normal form transformation

According to Remark 3.4.3, we have to get rid of the last remaining term in
(3.32). We note that this step is not necessary, if the operator %1 in (3.2) vanishes
at k = ±k0. Since the second order resonant terms correspond to the indices
(j, j1, j2, j3) = (−1, j1, j1,−1), the term to be eliminated is of the form

ε5/2P̂−1
SOR(Υ̂, Υ̂, B̂3(Υ̂, Υ̂, Υ̂, R̂))

= ε5/2
∑

j1,...,j5∈{±1}

ib−1
j1,j1,j2,j3,j4,j5

(k)(â∗2j1 ∗ âj2 ∗ âj3 ∗ âj4 ∗ R̂j5)(k),

where, with (3.16) and (3.23), there exists a neighborhood Uδ̃(j1k0) of j1k0 with

radius δ̃ > 0 sufficiently small such that

sup
k∈R

∣∣εb−1
j1,j1,j2,j3,j4,j5

(k)
∣∣ ≤ C <∞ for all k ∈ Uδ̃(j1k0)

and
sup
k∈R

∣∣b−1
j1,j1,j2,j3,j4,j5

(k)
∣∣ ≤ C <∞ for all k /∈ Uδ̃(j1k0).

Hence, all terms restricted to the complement of this neighborhood are of order
O(ε5/2) and do not have to be eliminated at all. Inside of this neighborhood,
they are of order O(ε3/2) and have to be eliminated. The corresponding reduced
non-resonance condition reads

inf
k∈R

∣∣L−1
j1,j1,j2,j3,j4,j5

(k)
∣∣ ≥ C > 0, (3.33)
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where

L−1
j1,j1,j2,j3,j4,j5

(k)

:= −ω(k) + (2j1 + j2 + j3 + j4)ω(k0)− j5ω(k − (2j1 + j2 + j3 + j4)k0).

For the indices
j = −1, j1 = j2 + j3 + j4, j5 = 1,

we get the exact same resonances as in the third normal form transformation.
Beside these, for the indices

j = −1, j1 = j2 = j3 = j4, j5 = 1,

we get further first order resonances, namely, at k = j1

(
5
2

+
√

21
2

)
. We remark

that all these resonant wave numbers are sufficiently bounded away from any inte-
ger multiple of the wave numbers ±k0. Therefore, we can choose δ̃ > 0 sufficiently
small such that all upcoming resonances lie outside of Uδ̃(j1k0). As a consequence,
the part which has to be eliminated is non-resonant. In order to make this rigor-
ously, we make the near identity change of variables

Ŕ = Ř+ ε3/2Z(Υ,Υ,Υ,Υ,Υ,R), (3.34)

where Z = (Z1,Z−1)T is a multilinear mapping which, in Fourier space, has the
form

Ẑj(Υ̂, Υ̂, Υ̂, Υ̂, Υ̂, R̂)

=
∑

j1,...,j6∈{±1}

zjj1,j2,j3,j4,j5,j6(k)(âj1 ∗ âj2 ∗ âj3 ∗ âj4 ∗ âj5 ∗ R̂j6)(k), j ∈ {±1}.

Further, we define the cut-off functions En
j1

and Er
j1

by

Er
j1

(k) =

{
1, k ∈ Uδ̃(j1k0)

0, else
, En

j1
= 1− Er

j1
.

Then, we set

z−1
j1,j1,j2,j3,j4,j5

(k) = εEr
j1

(k)b−1
j1,j1,j2,j3,j4,j5

(k)(L−1
j1,j1,j2,j3,j4,j5

(k))−1

and all remaining kernels to zero. Hence, the fourth normal form transformation
is invertible for ε > 0 sufficiently small.
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3.5 Estimates for the error

In this section, we complete the proof of Theorem 3.1.1. We use energy estimates
to control the error Rj. In order to eliminate problematic terms, we have to include
the normal form transformations from Section 3.4 in our energy. The estimates
for the non-resonant and totally resonant terms will be straightforward. The most
interesting aspect of this section is the handling of the second order resonant terms
and the first order resonant terms.

3.5.1 Equivalence of the energy and the Sobolev norm

Let the energy E be defined by E = E0 + E l, where E l = El
0 + El

1 + El
2 and

El
0 =

∑
j∈{±1}

∫
σj|∂lxR̆j|2 dx,

El
1 =

∑
j∈{±1}

∫ (
ε3/2∂lxSj(Υ,Υ,Υ,R)∂lxR̆j + c.c.

)
dx,

El
2 =

∑
j∈{±1}

∫ (
ε3/2σj∂

l
xZj(Υ,Υ,Υ,Υ,Υ,R)∂lxR̆j + c.c.

)
dx.

We note that due to the relation

R̆j = Rj + ε1/2Qj(Υ,R) + εPj(Υ,Υ,R),

the energy E contains all terms which are necessary to eliminate the problematic
terms. Since the mappingsQ, εP , S and Z are all O(1) bounded, one can conclude
the equivalence of the energy E and the H l-norm of the error terms Rj.

Lemma 3.5.1. There exist ε0 > 0, C1 > 0 and C2 > 0 such that for all ε ∈ (0, ε0)
we have

(‖R1‖Hl + ‖R−1‖Hl)2 ≤ C1E ≤ C2(‖R1‖Hl + ‖R−1‖Hl)2.

Proof. We note that εp−1
j1,j1,−1 is O(1) but can be made small by choosing κ > 0

sufficiently large and independent of ε. Hence, all terms with an ε-factor in front
are a small perturbation of the H l-norm of Rj.
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3.5.2 Energy estimates

In the following, we calculate the time derivative of the energy El
0. By combining

the results from Section 3.4.1 and Section 3.4.2, we obtain

d

dt
El

0 =
∑

j∈{±1}

∫ ((
ε3/2σj∂

l
x(B

j
3(Υ,Υ,Υ,R) +Qj(Υ,B2(Υ,Υ,R))

+ Pj(Υ,Υ,B1(Υ,R))−
∑
j1

ibjj1,−j1,j(aj1a−j1Q
j(Υ,R)))∂lxR̆j

+ ε5/2σj∂
l
xPj(Υ,Υ, B3(Υ,Υ,Υ,R))∂lxR̆j

)
+ c.c.

)
dx

+
∑

j∈{±1}

8∑
i=0

Ii,j,
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where

I0,j =

∫ (
jσjiω|∂lxR̆j|2 + c.c.

)
dx,

I1,j =
∑
j1,j2

∫ (
ε1/2σj∂

l
x((ib

j
j1,j2
− iLjj1,j2q

j
j1,j2

)aj1Rj2)∂
l
xR̆j + c.c.

)
dx,

I2,j =

∫ (
ε1/2σj∂

l
x(Qj((∂t + Λ(k0))Υ,R)

+Qj(Υ,ΛR)−
∑
j1,j2

j2iω(−i∂x − j1k0)Qjj1,j2(aj1 , Rj2))∂
l
xR̆j + c.c.

)
dx,

I3,j =

∫ (
ε3/2σj∂

l
xB

j
4(Υ,R)∂lxR̆j + c.c.

)
dx,

I4,j =

∫ (
σj∂

l
x(ε

2Bj
5(Υ,R) + jε−2(2iω)−1Res(ε1/2Ψ))∂lxR̆j + c.c.

)
dx,

I5,j =

∫ (
ε1/2σj∂

l
xQj(Υ, ∂tR− ΛR− ε1/2B1(Υ,R)− εB2(Υ,Υ,R))∂lxR̆j + c.c.

)
dx,

I6,j =
∑
j1,j2,j3

∫ (
εσj∂

l
x((ib

j
j1,j2,j3

− iLjj1,j2,j3p
j
j1,j2,j3

)aj1aj2Rj3

+ ε1/2
∑
j1

ibjj1,−j1,j(aj1a−j1Q
j(Υ,R)))∂lxR̆j + c.c.

)
dx,

I7,j =

∫ (
εσj∂

l
x(Pj((∂t + Λ(k0))Υ,Υ,R) + Pj(Υ, (∂t + Λ(k0))Υ,R)

+ Pj(Υ,Υ,ΛR)

−
∑
j1,j2,j3

j3iω(−i∂x − (j1 + j2)k0)Pjj1,j2,j3(aj1 , aj2 , Rj3))∂
l
xR̆j + c.c.

)
dx,

I8,j =

∫ (
εσj∂

l
xPj(Υ,Υ, ∂tR− ΛR− ε1/2B1(Υ,R)− ε3/2B3(Υ,Υ,Υ,R))

× ∂lxR̆j + c.c.
)

dx.

According to Section 3.4.3, adding El
1 to El

0 yields

d

dt
(El

0 + El
1) =

∑
j∈{±1}

∫ (
ε5/2σj∂

l
xPj(Υ,Υ, B3(Υ,Υ,Υ,R))∂lxR̆j + c.c.

)
dx

+
∑

j∈{±1}

12∑
i=0

Ii,j,
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where

I9,j =
∑

j1,j2,j3,j4

∫ (
ε3/2∂lx((iσjb

j
j1,j2,j3,j4

− iLjj1,j2,j3,j4s
j
j1,j2,j3,j4

)aj1aj2aj3Rj4)

× ∂lxR̆j + c.c.
)

dx,

I10,j =

∫ (
ε3/2∂lx(Sj((∂t + Λ(k0))Υ,Υ,Υ,R)

+ Sj(Υ, (∂t + Λ(k0))Υ,Υ,R) + Sj(Υ,Υ, (∂t + Λ(k0))Υ,R)

+ Sj(Υ,Υ,Υ,ΛR)

−
∑

j1,j2,j3,j4

j4iω(−i∂x − (j1 + j2 + j3)k0)Sjj1,j2,j3,j4(aj1 , aj2 , aj3 , Rj4))

× ∂lxR̆j + c.c.
)

dx,

I11,j =

∫ (
ε3/2∂lxSj(Υ,Υ,Υ, ∂tR− ΛR)∂lxR̆j + c.c.

)
dx,

I12,j =

∫ (
ε3/2∂lxSj(Υ,Υ,Υ,R)∂lx(∂tR̆j − jiωR̆j) + c.c.

)
dx.

Finally, with Section 3.4.4, we are left with

d

dt
E l =

∑
j∈{±1}

17∑
i=0

Ii,j, (3.35)
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where

I13,1 =

∫ (
ε5/2σ1∂

l
xP1(Υ,Υ, B3(Υ,Υ,Υ,R))∂lxR̆1 + c.c.

)
dx,

I13,−1 =

∫ (
ε5/2σ−1∂

l
x(P−1

NON(Υ,Υ, B3(Υ,Υ,Υ,R))

+
∑
j1

En
j1
P−1

SOR(aj1 , aj1 , B3(Υ,Υ,Υ,R)))∂lxR̆−1 + c.c.
)

dx,

I14,1 = 0,

I14,−1 =
∑

j1,j2,j3,j4,j5

∫ (
ε3/2σ−1∂

l
x((iεE

r
j1
b−1
j1,j1,j2,j3,j4,j5

− iL−1
j1,j1,j2,j3,j4,j5

z−1
j1,j1,j2,j3,j4,j5

)a2
j1
aj2aj3aj4Rj5)∂

l
xR̆−1 + c.c.

)
dx,

I15,j =

∫ (
ε3/2σj∂

l
x(Zj((∂t + Λ(k0))Υ,Υ,Υ,Υ,Υ,R)

+ . . .+ Zj(Υ,Υ,Υ,Υ, (∂t + Λ(k0))Υ,R)

+ Zj(Υ, . . . ,Υ,ΛR)

−
∑
j1,...,j6

j6iω(−i∂x − (j1 + . . .+ j5)k0)Zjj1,...,j6(aj1 , . . . , aj5 , Rj6))

× ∂lxR̆j + c.c.
)

dx,

I16,j =

∫ (
ε3/2σj∂

l
xZj(Υ,Υ,Υ,Υ,Υ, ∂tR− ΛR)∂lxR̆j + c.c.

)
dx,

I17,j =

∫ (
ε3/2σj∂

l
xZj(Υ,Υ,Υ,Υ,Υ,R)∂lx(∂tR̆j − jiωR̆j) + c.c.

)
dx.

In order to find an O(1) bound of the error Rj on the O(ε−2) time scale, we
want to apply Gronwall’s inequality. Thus, the right-hand side of (3.35) should be
subsequently estimated by O(ε2)(1 + E).

3.5.3 Bounds on I0,j, . . . , I17,j

We want to find O(ε2) bounds for the terms Ii,j, i = 0, . . . , 17. We note that Pj
is bounded but can be of order O(ε−1) such that the estimation is more than a
pure counting of powers of ε. We use E1/2 ≤ 1 +E several times and choose ε0 > 0
sufficiently small such that ε1/2E ≤ 1.

Trivial bounds: First, we show some trivial estimates.

(i) Using the skew symmetry of iω, we directly obtain

I0,j = 0.
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(ii) Since in the first and fourth normal form transform no resonances occur, cf.
Section 3.4.1 and Section 3.4.4, we can conclude that

I1,j = I14,j = 0.

(iii) The following terms can be directly estimated by a pure counting of ε powers
using Lemma 3.2.2 and the O(1) boundedness of the mappings Qj, Sj and
Zj

|I4,j| ≤ Cε2(1 + E),

|I5,j| ≤ Cε2(1 + E),

|I11,j| ≤ Cε2(1 + E),

|I12,j| ≤ Cε2(1 + E),

|I16,j| ≤ Cε2(1 + E),

|I17,j| ≤ Cε2(1 + E).

(iv) With Lemma 3.4.1, the identity (3.19), and the O(1) boundedness of the
mappings Qj, Sj and Zj, we can conclude

|I10,j| ≤ Cε2(1 + E),

|I15,j| ≤ Cε2(1 + E).

Remark on I2,j and I3,j: As we conclude from Section 3.4.1, the terms I2,j and
I3,j are actually of order O(ε3/2)(1+E), which is obviously not sufficient enough to
prove Theorem 3.1.1. As a consequence of Remark 3.4.2, we can eliminate these
terms by another normal form transformation without resonances occuring. Thus,
we can handle I2,j and I3,j by adding another term containing this normal form
transformation to the energy E . However, here no further problems arise and, for
the sake of brevity, we refrain from carrying this out.

Auxiliary remark: One problem is that εp−1
j1,j1,−1(k) = O(1) holds due to the

second order resonance. Thus, for some terms we first do not obtain an O(ε2)
bound. However, we note that %(k) vanishes at k = jk0. Hence, for terms which
contain a factor %(k), we have

%(k)p−1
j1,j1,−1(k) ≈ C

(k − j1k0)2

(k − j1k0)2 + κε2
= O(1). (3.36)

This also applies to terms that contain any factor which vanishes at k = jk0.
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Bounds on I6,j: We write

I6,j =
∑
j1,j2,j3

∫ (
εσj∂

l
x((ib

j
j1,j2,j3

− iLjj1,j2,j3p
j
j1,j2,j3

)aj1aj2Rj3)∂
l
xR̆j + c.c.

)
dx

+
∑
j1

∫ (
ε3/2σj∂

l
x(ib

j
j1,−j1,j(aj1a−j1Q

j(Υ,R)))∂lxR̆j + c.c.
)

dx

=: r1,j + r2,j.

In the following, we use our results from Section 3.4.2. Since the non-resonant
terms cancel in r1,j, we are left with the totally resonant terms (TOT) and the
second order resonant (SOR) terms, i.e.,

r1,j = r1,j;TOT + r1,j;SOR,

where

r1,j;TOT =
∑

j1∈{±1}

∫ (
εσj∂

l
x(ib

j
j1,−j1,j(aj1a−j1Rj))∂lxR̆j + c.c.

)
dx,

r1,−1;SOR =
∑

j1∈{±1}

∫ (
εσ−1∂

l
x((ib

−1
j1,j1,−1 − iL−1

j1,j1,−1p
−1
j1,j1,−1)aj1aj1R−1)∂lxR̆−1 + c.c.

)
dx.

We add r2,j to r1,j;TOT and obtain

r1,j;TOT + r2,j =
∑

j1∈{±1}

∫ (
εσj∂

l
x(ib

j
j1,−j1,j(aj1a−j1R̆j))∂lxR̆j + c.c.

)
dx

−
∑

j1∈{±1}

∫ (
ε2σj∂

l
x(ib

j
j1,−j1,j(aj1a−j1P

j(Υ,Υ,Υ,R)))∂lxR̆j + c.c.
)

dx

=: s1,j + s2,j.

With (3.22), we already have
|s1,j| ≤ Cε2E .

For s2,j, we use that bjj1,−j1,j(k) contains a factor %(k). Then, by using the rela-
tion (3.36), we find

|s2,j| ≤ Cε2E .
For the second order resonant terms, using the definition of p−1

j1,j1,−1, we conclude

r1,−1;SOR = −
∑

j1∈{±1}

∫ (
j1ε

3σ−1∂
l
x(iκp

−1
j1,j1,−1aj1aj1R−1)∂lxR̆−1 + c.c.

)
dx,

which can be easily estimated by |r1,−1;SOR| ≤ Cε2E . In total, we have

|I6,j| ≤ Cε2E .
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Bounds on I7,j: In the non-resonant part of I7,j, we gain a power of ε by using
(3.19) for the first line and Lemma 3.4.1 for the second and third line. Thus,
I7,j;NON can directly be estimated by O(ε2)E and it remains to estimate the second
order resonant part, which is a non-trivial task since εp−1

j1,j1,−1 = O(1). By using a
Taylor expansion, we find

i(ω(n)− ω(k − 2j1)) = iω′(k − 2j1)(n− k + 2j1) +O((n− k + 2j1)2).

Then, with Plancherel’s identity and (3.19), for the second order resonant part of
I7,j, we obtain

I7,j;SOR = 2π
∑
j1

∫ (
2ε2σ−1(k)(ik)l(ω′(k − 2j1)− cg)p−1

j1,j1,−1(k)

× ∂̂Xaj1(k −m)âj1(m− n)R̂−1(n)(ik)lR̂−1(k) + c.c.
)

dn dm dk

+O(ε2)E .

Due to the relation

ω′(k − 2j1)− cg = ω′(k − 2j1)− ω′(−j1) = O(k − j1),

we have
(ω′(k − 2j1)− cg)p−1

j1,j1,−1(k) = O(1).

Thus, we can conclude
|I7,j;SOR| ≤ Cε2E .

Bounds on I8,j: All terms contained in the difference

∂tR− ΛR− ε1/2B1(Υ,R)− ε3/2B3(Υ,Υ,Υ,R)

have a % as a factor, except for the residual. For the terms with prefactor %, we can
use (3.36). For the residual, with Lemma 3.2.2 and a pure counting of ε powers,
we conclude

|I8,j| ≤ Cε2E .

Bounds on I9,j: This term was already analyzed in Section 3.4.3. The non-
resonant terms cancel and, outside of a neighborhood of the resonant wave num-
bers, also the resonant terms cancel. Then, inside of the neighborhood of the
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resonant wave numbers, with Plancherel’s identity, we are left with∑
j

I9,j

= 2π
∑

j1∈{±1}

∫∫ ( [
i(σ1(k)b1

j1
(k)− L1

j1
(k)s1

j1
(k))− i(σ−1(n)b−1

−j1(n)− L−1
−j1(n)s−1

−j1(n))
]

× (ik)lâ∗3j1 (k − n− 3j1k0)R̂−1(n)(ik)lR̂1(k) + c.c.

)
dn dk

By the choice (3.30), we obtain∑
j

I9,j = 2π
∑

j1∈{±1}

∫∫ (
i(σ1(k1

j1
)b1
j1

(k1
j1

)− σ−1(k−1
−j1)b

−1
−j1(k

−1
−j1))

× (ik)lâ∗3j1 (k − n− 3j1k0)R̂−1(n)(ik)lR̂1(k) + c.c.
)

dn dk.

According to Section 3.4.3, this expression vanishes for an appropriate choice of
the operator %1.

Bounds on I13,j: Since the mapping P1 does not contain any second order
resonant terms, the mapping is O(1) bounded. The same holds for P−1

NON. Further,
the cut-off function En

j1
is chosen in such a way that we are sufficiently bounded

away from the wave numbers ±k0 in Fourier space. In total, we find

|I13,j| ≤ Cε2E .

3.5.4 Gronwall’s inequality

By the bounds on Ii,j, we finally achieved to show

d

dt
E ≤ Cε2(1 + E).

Using Gronwall’s inequality, one obtains the O(1) boundedness of E for all t ∈
[0, T0/ε

2] as long as ε0 > 0 is chosen sufficiently small. Consequently, with
Lemma 3.5.1, we have the O(1) boundedness of R in H l ×H l for all t ∈ [0, T0/ε

2]
and for ε0 > 0 chosen sufficiently small. Finally, Theorem 3.1.1 follows from
Sobolev’s embedding theorem H1 ⊂ C0

b combined with the triangle inequality,
and (3.10).
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3.6 A non-approximation result

According to Remark 3.4.4, the proof of Theorem 3.1.1 is based on the choice of
the operator %1 to make the resonances stable. In this section, we prove that non-
trivial resonances are able to destroy solutions far before the end of the natural
time scale of the DNLS approximation. In detail, for spatially 2π/k0-periodic
solutions, we prove that the DNLS approximation breaks down after a time scale
O(ε−3/2| ln(ε)|) which is much smaller than the natural time scale O(ε−2) of the
DNLS approximation. In order to do so, we want to investigate the situation
where the operator %1 is chosen in such a way that the resonances are unstable.
We construct a counterexample such that Theorem 3.1.1 does not necessarily hold,
and so the solutions of the original system behave differently than predicted by
the DNLS equation (3.5).
As already pointed out, we consider spatially 2π/k0-periodic boundary conditions,
i.e., we have k ∈ k0Z in Fourier space. Thus, in order to prove that the DNLS
approximation makes wrong predictions, we need the resonances to be an integer
multiple of the basic wave number k0 = 1. In the Klein-Gordon equation (3.2),
this is not the case. However, this can be achieved by replacing the linear operator
∂2
x−1 with ∂2

x−4, for example. Furthermore, according to the subsequent Remark
3.6.2, we discard the quadratic terms and, instead, we consider the reduced original
system

∂2
t u = ∂2

xu− 4u+ %1(∂x)u
4, (3.37)

with x ∈ R, t ∈ R, u(x, t) ∈ R. The operator %1(∂x) is chosen such that (3.28) is not
satisfied. A possible choice of %1(∂x) would be, for instance, %1(k) = −|α|, where
the parameter α ∈ R is sufficiently large. We insert the DNLS approximation

u(x, t) = ε1/2ψDNLS = ε1/2A1(ε(x− cgt), ε2t)ei(k0x−ω0t) + c.c.

into (3.37). Then, the dispersion relation is given by ω2
0 = 4 + k2

0 and the DNLS
equation changes into

−2iω0∂TA1 = (1− c2
g)∂

2
XA1. (3.38)

We remark that spatially periodic boundary conditions on the original system
correspond to X-independent solutions of (3.38). Thus, the ansatz of the approx-
imation is of the form

uper(x, t) = ε1/2ψper
DNLS(x, t) = ε1/2A1(ε2t)ei(k0x−ω0t) + c.c. (3.39)

and the DNLS equation (3.38) degenerates into the ODE

−2iω0∂TA1 = 0 resp. A1 ≡ C ∈ C. (3.40)
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With the modified equation (3.37), we skip the first two normal form transfor-
mations in the proof of Theorem 3.1.1 presented in the previous sections. The
difference now is that the resonant wave numbers, which arise in the fourth order
terms, are given by kjj1 = 1

2
j1(5− 3j), which are actually an integer multiple of k0.

According to Remark 3.4.4, with the choice of the operator %1, we expect that
the resonances can be unstable in the sense that the resonant modes grow as
O(exp(ε3/2t)) which is not O(ε−2) bounded on the natural time scale O(ε−2) of
the DNLS approximation. Hence, the DNLS equation (3.38) can make wrong pre-
dictions about the dynamics of the Klein-Gordon equation (3.37). The purpose of
this section is to give a rigorous proof of the failure of the DNLS approximation in
case of periodic boundary conditions, i.e., to give a proof of the following theorem.

Theorem 3.6.1. Let the operator %1 be chosen such that (3.28) is not satisfied.
Consider the Klein-Gordon equation (3.37) with spatially 2π/k0-periodic boundary
conditions. Further, let A1 be a solution of (3.40). Then, for all n ≥ 2 there exist
ε0 > 0, C1 > 0, C2 > 0 and η ∈ (2/3, 2) such that for all ε ∈ (0, ε0) there are
spatially 2π/k0-periodic solutions of (3.37) satisfying initially

‖uper(·, 0)− ε1/2ψper
DNLS(·, 0)‖H1

per
+ ‖∂tuper(·, 0)− ε1/2∂tψ

per
DNLS(·, 0)‖H1

per
≤ C1ε

n

for which the associated solutions satisfy

sup
t∈[0,T0/εη ]

sup
x∈R

∣∣uper(x, t)− ε1/2ψper
DNLS(x, t)

∣∣ ≥ C2ε
1/2,

where ψper
DNLS is given by (3.39).

In simple terms, Theorem 3.6.1 states that under 2π/k0-spatially perdiodic bound-
ary conditions, the error made by the DNLS approximation is of the same order as
both the solution of the original system and the DNLS approximation, although
the initial error is sufficiently small. This happens far before the end of the nat-
ural time scale of the DNLS approximation. Therefore, the DNLS approximation
fails to predict the behaviour of solutions of the original system. The proof of
the theorem resembles the proof that a spectrally unstable fixed point is unstable,
cf. [SU17, §2.3].

Remark 3.6.2. When considering the full model (3.2) containing also a quadratic
nonlinearity, we have to face even more complicated problems since, in the subse-
quent error equation, terms of the form O(1)R2 occur. Since these terms should be
of order O(ε), we would have to eliminate them which is only possible under loss
of regularity. We note that the non-resonance condition cannot be reduced this
time since, in Fourier space, no spatially localized approximation is contained in
the problematic terms. However, this problem is automatically fixed since in the
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diagonalized first order error equation we divide by ω, which gains one derivative.
Nevertheless, after the elimination, terms of the form O(1)R3 occur. Since these
should be of order O(ε1/2), we would have to eliminate them by another normal
form transformation. Hereby, the non-resonance condition is not satisfied for an
uncountable set of wave numbers. Thus, an elimination is not possible. However,
since the focus of this section lies on the proof of the failure of the DNLS approx-
imation we discard the quadratic terms in the original system and only consider
quartic terms.

3.6.1 Some preparations

Analogous to Section 3.3, we derive the error equation for the system (3.37). But
instead of making the ansatz (3.13) with β = 2 as before, we take β = 0. Conse-
quently, the error satisfies

∂2
tR = −ω2

opR + ωopρ1,op(4ε
3/2Ψ3R + 6εΨ2R2 + 4ε1/2ΨR3 +R4) + Res(ε1/2Ψ).

When writing it as a diagonalized first order system, for the j-th component of
the error we obtain

∂tR̆j = jiωR̆j + ε3/2
∑

j1,j2,j3,j4∈{±1}

ibjj1,j2,j3,j4aj1aj2aj3R̆j4 + Ğj(Υ, R̆),

with Ğj(Υ, R̆) satisfying

‖Ğj(Υ, R̆)‖Hs ≤ C
(
ε‖R̆‖2

Hs + ε1/2‖R̆‖3
Hs + ‖R̆‖4

Hs + ‖Res(ε1/2Ψ)‖Hs

)
.

According to Section 3.4.3, we perform the normal form transformation (3.25) to
first eliminate only the non-resonant quartic terms. Then, we obtain

∂tŘj = jiωŘj + ε3/2(ibj1a
3
1 + ibj−1a

3
−1)Ř−j + ǧj(Ř),

with ǧj obeying

‖ǧj(Ř)‖Hs ≤ C
(
ε2‖Ř‖Hs + ε‖Ř‖2

Hs + ε1/2‖Ř‖3
Hs + ‖Ř‖4

Hs + ‖Res(ε1/2Ψ)‖Hs

)
.

By slightly reshaping the equation, we can restrict ourselves to the system

∂tŘj = jiωŘj + ε3/2ibjja
3
jŘ−j + ǧj(Ř).

Since we consider spatially 2π/k0-periodic solutions, we make the Fourier ansatz

Řper(x, t) =
∑
k∈Z

rk(t)e
kx.
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Ahead of that, we eliminate all remaining quartic terms except for the resonant
terms around the resonant wave numbers k1 := k1

1 and k2 := k1
−1. Then, for the

Fourier coefficients we obtain

∂tr1;k1 = iωk1r1;k1 + ε3/2ib1;k1a
3
1r−1;k2 + g1(r±1;k1),

∂tr−1;k2 = −iωk2r−1;k2 + ε3/2ib−1;k2a
3
−1r1;k1 + g−1(r±1;k2),

∂trj;k = jiωkrj;k + gj(r±1;k)

for k 6= k±1, k±2. Accordingly, for gj we have

‖ĝj(r̂±1)‖`2s ≤ C
(
ε2‖r̂‖`2s + ε‖r̂‖2

`2s
+ ε1/2‖r̂‖3

`2s
+ ‖r̂‖4

`2s
+ ‖R̂es(ε1/2Ψ̂)‖`2s

)
.

Remark 3.6.3. The Fourier transformation u 7→ û = (uk)k∈Z is an isomorphism
between Hs

per and

`2
s = {û : Z→ C : ‖û‖2

`2s
=
∑
k∈Z

|uk|2(1 + k2)s <∞}.

Since Hs
per is closed under multiplication for s > 1/2, the same holds for `2

s, too.

By setting
rj;k = ejiωktvj;k,

we obtain

∂tv1;k1 = ε3/2ib1;k1a
3
1v−1;k2 + h1(r±1;k1),

∂tv−1;k2 = ε3/2ib−1;k2a
3
−1v1;k1 + h−1(r±1;k2),

∂tvj;k = hj(r±1;k),

where the nonlinear terms hj again satisfy

‖ĥj(r̂±1)‖`2s ≤ C
(
ε2‖r̂‖`2s + ε‖r̂‖2

`2s
+ ε1/2‖r̂‖3

`2s
+ ‖r̂‖4

`2s
+ ‖R̂es(ε1/2Ψ̂)‖`2s

)
.

We linearize the first two equations, differentiate the first linearized equation and
insert the second one to obtain a second order ODE for v1;k1

∂2
t v1;k1 = −ε3b1;k1b−1;k2 |a1|6 v1;k1 .

Thus, the eigenvalues jε3/2µ of the vj;k1/2-part are given by

µ = (−b1;k1b−1;k2)
1/2 |a1|3 .
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We note that, for the following section, we need these eigenvalues to be real-valued.
In order to achieve that, we choose the operator %1 in such a way that

b1;k1b−1;k2 < 0. (3.41)

Since (3.29) cannot be fulfilled, the resonances become unstable and the eigenvalues
are real-valued. Consequently, we can diagonalize the equations for vj;k1/2 and
finally obtain

∂tRu = ε3/2µRu + hu,

∂tRs = −ε3/2µRs + hs,

where hu and hs obey the same properties as the hj. These equations obviously
show exponential growth since growth rates of order O(exp(ε3/2t)) occur which are
not O(ε−2) bounded on the natural time scale O(ε−2) of the DNLS approximation.

3.6.2 Estimates for the unstable sector

We define the quantity E by E = Eu − Es, where

Eu = |Ru|2, Es = |Rs|2 +
∑

j∈{±1}, k∈Z\{±k1,±k2}

|vj;k|2(1 + k2).

In the following, we estimate the time derivative of E. Keeping the estimates as
simple as possible, we assume that µ < 1. For ε0 > 0 sufficiently small, we find

d

dt
E = 2ε3/2µEu + 2ε3/2µEs

+ 2Re(Ruhu −Rshs)− 2
∑

j∈{±1}, k∈Z\{±k1,±k2}

Re(vj;khj;k)(1 + k2)

≥ 2ε3/2µEu + 2ε3/2µEs

− 2
∣∣Ruhu

∣∣− 2
∣∣Rshs

∣∣− 2

∣∣∣∣∣∣
∑

j∈{±1}, k∈Z\{±k1,±k2}

Re(vj;khj;k)(1 + k2)

∣∣∣∣∣∣
≥ 2ε3/2µEu − C1ε

2Eu − C1ε
2Es − C2εE

3/2
u − C2εE

3/2
s

− C2
2ε

1/2E2
u − C2

2ε
1/2E2

s − C3
2E

5/2
u − C3

2E
5/2
s − C3‖Res(ε1/2Ψ)‖`21

≥ µε3/2Eu − µε3/2Es − C3‖Res(ε1/2Ψ)‖`21
≥ 1

2
µε3/2E,
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with constants Ci > 0 for i = 1, . . . , 5 under the assumptions

C1ε
1/2 ≤ µ/4, (3.42)

C2E
1/2
u ≤ µε1/2/4, (3.43)

C2E
1/2
s ≤ µε1/2/4, (3.44)

C3‖Res(ε1/2Ψ)‖`21 ≤ µε3/2E/2. (3.45)

We define
t∗ = inf{t : E1/2(t) ≥ µε1/2/(4C2)}.

Note that the failure of the DNLS approximation will happen on an O(| ln(ε)|/ε3/2)
time scale. For the purpose of this section, it is sufficient to take an O(ε−η) time
scale with a η ∈ (3/2, 2) chosen appropriately. Theorem 3.6.1 follows, if we prove
t∗ ≤ ε−η. In other words, if the assumptions (3.43) and (3.44) are not satisfied
for a t ∈ [0, ε−η], we are done. Thus, in the following, we assume that (3.43) and
(3.44) are satisfied.
The assumption (3.42) can be easily satisfied by choosing ε0 sufficiently small.
Further, we show that (3.45) can be satisfied. According to the conditions in
Theorem 3.6.1, we have that E1/2(0) = O(εn) and thus,

C3‖Res(ε1/2Ψ)‖`21 ≤ µε3/2E(0) (3.46)

is satisfied for
sup

t∈[0,ε−η ]

‖Res(ε1/2Ψ)‖`21 = O(ε2n+2).

Since the procedure for estimating the residual was already sketched in Section 3.2,
we abstain from recalling this; we just note that the residual can be made arbi-
trarily small by adding higher order terms to the DNLS approximation, cf. [SU17,
§11.2]. Thus, by continuity with respect to the time variable t, (3.46) implies that
(3.45) is also satisfied for all t > 0 in a neighborhood of t = 0. By repeating
this procedure for an increasing t, one can extend this neighborhood such that the
assumption (3.45) holds for all t ∈ [0, t∗]. Hence, under the assumptions (3.42)–
(3.45), for all t ∈ [0, t∗] we have

d

dt
E ≥ 1

2
µε3/2E.

Therefore, we can conclude

E(t) ≥ E(0)e
1
2
µε3/2t. (3.47)

By construction and continuity, we then have Eu(t) ≥ Es(t). On the one hand,
from (3.43)–(3.44), it follows that

E1/2(t) = O(ε1/2).
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On the other hand, from (3.47) and E1/2(0) = O(εn), it follows that

E1/2(t) = e
1
4
µε3/2tO(εn).

These relations both hold for

t = O
(
(n− 1/2) | ln(ε)|/ε3/2

)
.

We choose η ∈ (3/2, 2) sufficiently big such that t� ε−η holds for ε� 1 sufficiently
small. Since t ∈ [0, t∗], this contradicts the assumptions (3.43)–(3.44). Thus,
t∗ ≤ ε−η holds. This completes the proof of Theorem 3.6.1.

3.7 Discussion

We close this chapter by discussing the justification of the DNLS equation (3.5)
for the Klein-Gordon equation (3.2) in case of solutions which are analytic in a
strip of the complex plane, instead of solutions in Sobolev spaces. The idea of
considering such solutions is based on a Cauchy–Kowalevskaya-like method and
was explained in [Sch98] and carried out in [DHSZ16]. We refer to [Sch19, HS22a]
for further applications of this method.
In [HS22a], the DNLS approximation was justified for a Klein-Gordon model with
a cubic nonlinearity considering solutions in Gevrey spaces. They used similar
methods of [KN86, Sch96] for the justification of the KdV approximation. Gevrey
spaces Gs

σ for σ, s ≥ 0 are defined by Gs
σ = X s

ϑσ
with ϑσ(k) = exp(σ(|k|+1)) where

X s
ϑσ = {u : R→ C : ‖u‖X sϑσ := ‖ϑσ(·)(1 + | · |2s)1/2û(·)‖L2 <∞}.

For initial conditions in Gs+1
σ , the DNLS approximation is initially in M s

σ = X s
ϑσ/ε

with weight ϑσ(k) = exp(−σ infm∈Z |k −mk0|). In [Sch98, DHSZ16, HS22a], the
idea is to make the width of analyticity linearly smaller in time, i.e., we replace σ
in the M s

σ-norm by
σ(t) = σ0/ε− ηε3/2t

for σ0 > 0 and η = σ0/T0. Since we require that the resonances are bounded
away from any integer multiple of the basic wave number k0, this generates some
damping with an exponential rate, and hence, allows to regain missing powers of
ε. In general, this method leads to a restriction in time, i.e., the approximation
result holds for t ∈ [0, T1/ε

2] with a T1 ∈ (0, T0]. It is the purpose of this section to
answer the question whether these methods also apply to the setting considering
the Klein-Gordon equation with quadratic and quartic terms. For local existence
and uniqueness of the DNLS equation (3.5) in Gevrey spaces, we refer to [HS22a]
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whose proof is based on the one given in [Kat75]. We note that the DNLS equa-
tion contains an additional A1|A1|4-term in the nonlinearity but the proof goes the
same way.
We remark that, in [HS22a], the problems arising from the totally resonant and
second order resonant terms were already solved. For the totally resonant terms,
we again use energy estimates. For the second order resonant terms, we exploit
the fact that in lowest order the system near the wave numbers k = ±k0 is given
by the DNLS equation. The exponential localization of the solutions in Fourier
space allows us to use the derivative in front of the nonlinearity and to come to
the correct time scale. Since in the quadratic terms no resonances occur, the only
question is how to handle the resonances arising at the fourth order terms. As
these resonances are bounded away from any integer multiple of the basic wave
number k0, see Section 3.4.3, one can use the method from [DHSZ16] to control
them. However, instead of using the variation of constants formula, we have to
use energy estimates since the totally resonant terms also have to be controlled.
According to [HS22a], there is a restriction in time coming from the second order
resonances in the cubic terms. However, in the following we show that there is no
further restriction in time arising from the resonances at the fourth order terms.
Note again that the resonances in the fourth order terms are bounded away from
any integer multiple of the basic wave number k0. By nonlinear interaction, the
solutions of the original system have a Fourier mode distribution which is strongly
localized at integer multiples of k0. Consequently, the modes associated to the
resonant wave numbers are exponentially small. In detail, following the course of
[DHSZ16], due to the spatial scaling of order O(ε−1), these modes are initially of
order O(e−σ0/ε) for a σ0 > 0 independent of 0 < ε � 1. At the same time, since
the resonances arise at terms of order O(ε3/2), these modes grow with some expo-

nential rate of order O(eσ1ε
3/2t) for a σ1 > 0 independent of 0 < ε � 1. Hence,

these modes are less than O(ε2) for all t ∈ [0, σ0
2σ1
ε−5/2]. Since this is no restriction

in the natural O(ε−2) time scale of the DNLS approximation, the modes associated
to the resonant wave numbers are less than O(ε2) for all t ∈ [0, T0/ε

2]. In total,
there is a restriction in time when we handle the resonant cubic terms but there
is no further restriction in time when we handle the resonant fourth order terms
given that these resonances are bounded away from any integer multiple of the
basic wave number k0.
Finally, we can conclude that the methods from [Sch98, DHSZ16, HS22a] com-
bined can be applied to the setting of this chapter without further problems. We
formulate the following theorem.

Theorem 3.7.1. Let sA ≥ 6, σ0 > 0, and A1 ∈ C([0, T0], GsA
σ0

) be a solution of the
DNLS equation (3.5). Then, there exist ε0 > 0, T1 ∈ (0, T0], and C > 0 such that
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for all ε ∈ (0, ε0) we have solutions u of the Klein-Gordon model (3.2) such that

sup
t∈[0,T1/ε2]

sup
x∈R

∣∣u(x, t)− ε1/2ψDNLS(x, t)
∣∣ ≤ Cε3/2,

where ε1/2ψDNLS is given by (3.3).

Remark 3.7.2. Theorem 3.7.1 holds regardless of whether the resonances are
stable or not. Hence, if we discard the quartic terms in the Klein-Gordon model,
the result remains unchanged.
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