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Abstract
Due to the growing complexity of modern data centers, failures are not uncom-
mon any more. Therefore, fault tolerance mechanisms play a vital role in
fulfilling the availability requirements. Multiple availability models have been
proposed to assess compute systems, among which Bayesian network models
have gained popularity in industry and research due to its powerful modeling
formalism. In particular, this work focuses on assessing the availability of redun-
dant and replicated cloud computing services with Bayesian networks. So far,
research on availability has only focused on modeling either infrastructure or
communication failures in Bayesian networks, but have not considered both
simultaneously. This work addresses practical modeling challenges of assessing
the availability of large-scale redundant and replicated services with Bayesian
networks, including cascading and common-cause failures from the surround-
ing infrastructure and communication network. In order to ease the modeling
task, this paper introduces a high-level modeling formalism to build such a
Bayesian network automatically. Performance evaluations demonstrate the fea-
sibility of the presented Bayesian network approach to assess the availability of
large-scale redundant and replicated services. This model is not only applicable
in the domain of cloud computing it can also be applied for general cases of local
and geo-distributed systems.
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1 INTRODUCTION

Due to the growing complexity of modern data centers, failures are not the exception anymore; they are the norm.1
For example, the OVHcloud data center incident in 2021 led to the unavailability of multiple online businesses,2 while
the Facebook outage in late 2021, caused by a miss-configuration of the backbone routers,3 led to an estimated loss
of 65 million dollars in revenue.4 Cloud operation teams and reliability engineers employ fault tolerance techniques
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F IGURE 1 To assess the availability of a redundant or replicated service, one needs to consider the reachability of the instances through
the communication network, as well as their fault dependencies with the execution context.

to mask faults through redundancy or replication, by deploying multiple instances of the same service to increase
availability. These instances are not fault independent. They normally share common cause failures with the surrounding
execution environment and communication network, raising the question if fault tolerancemeasuresmeet the availability
requirements. To answer this question, this paper proposes a novel Bayesian network modeling approach to assess the
availability of redundant and replicated cloud services in presence of network and common-cause failures.
This work distinguishes between the terms redundant and replicated cloud services to address two different model-

ing semantics with respect to service communication, which can lead to different availability outcomes. In a broader
sense, redundancy implies independent service instances (copies) that work in parallel. Redundant services can be state-
ful or stateless. For example redundant domain-name-system (DNS) servers are stateful, where multiple DNS instances
can independently serve client requests. Stateless redundant services are Amazon Web Service (AWS) Lambda and
Azure Functions, which are part of the Function-as-a-Service (FaaS) layer. In contrast, replication always involves state-
ful services that implement a replication protocol to maintain the desired degree of state consistency between the
instances. Examples of such systems are replicated databases,5–7 and distributed locking services.8 These instances need
to communicated with each other at some point in time as supposed to instances of a redundant service.
The ISO/IEC/IEEE International Standard on Systems and Software Engineering defines availability as the “degree

to which a system or component is operational and accessible when require”.9 Similarly, we refer to availability as the
likelihood of a cloud service to be reachable and operational (up) when required. Figure 1 exemplifies the difference in
failure modes when assessing the availability of a redundant or replicated services. Common cause failures and cascading
faults in the infrastructure can simultaneously lead to the unavailability of multiple service instances. Network faults
might lead to network partitioning, which renders services instances unreachable for client requests or segmenting the
instances of a replicated service into groups that cannot agree upon the next states. For example, Figure 1A shows a
redundant services. A client application regards the redundant service available as long as it can reach at least one of the
instances. In contrast, Figure 1B depicts a replicated service, which has the overhead of inner-replica communication due
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the necessity of implementing a replication protocol. So, the replicated service is reachable as long as at least one working
instance is reachable by the client, and the instance can communicate with sufficient remaining instances to reach the
required quorum size, that is, to correctly implement the replication protocol. As a result, this communication overhead
might involve more network components that form an additional source for potential failures, which we need to account
for in our availability model.
AsMichael R. Lyu noted,10 it is not sufficient to assess the reliability or availability of a software system in isolation. It is

important to also consider the execution (operational) environment, in order to create accurate availability models. How-
ever, while researchers acknowledge the significance of infrastructure and communication faults,11,12 they usually model
either the infrastructure,13–15 or the communication16–19 part of a system. Moreover, with the advent of cloud comput-
ing, reliability engineers face the challenge of modeling the availability of large-scale cloud services. Especially with the
introduction of FaaS in cloud computing and NoSQL databases, such as Cassandra, the number of instances per service
has grown in the hundreds.20 Consequently, a high number of components lead to an increase in structural complexity,
making many availability models impractical or render them infeasible to model large-scale cloud services.
Consequently, in order assess the availability of today’s cloud services, we need holistic availability models that can

model large-scale replicated and redundant cloud services while simultaneously accounting for cascading and common-
cause failures of the network and infrastructure environment. This paper addresses this problem by proposing a Bayesian
network availability model. Bayesian networks have proven helpful in computing the availability of complex systems
since they provide a powerful modeling formalism to express complex fault dependencies and uncertainty between
components.21–23 They support a rich set of efficient inference algorithms suitable for fault diagnostic15 and availability
prediction.Moreover, with the introduction of scalable Bayesian network structures,24,25 we argue that Bayesian networks
are a good fit to assess large-scale redundant and replicated cloud services.
This work provides the following contributions.

1) We introduce a high-level modeling formalism to describe complex redundant and replicated cloud services at any
preferred level of infrastructure and network granularity, since manually building a Bayesian network availability
model of large-scale services can become tiresome, time-consuming, and error-prone (this model gets then translated
into the Bayesian network model later).

2) We explain step-by-step how to address the modeling challenges of implementing a Bayesian network model that
considers cascading infrastructure and network communication failures.

3) Especially for replicated services, we solve the modeling challenge of addressing network partitioning failures, while
also considering a flexible range of fault tolerance semantics like voting and weighted-voting based replication.

4) We also propose a translation procedure that transforms the high-level model into the proposed Bayesian network
availability model automatically.

5) Finally, we provide evaluations that demonstrate the feasibility of building and assessing large-scale cloud services
models with hundreds of infrastructure components and service instances.

The remainder of this paper is structured as follows: In Section 2, we introduce our system assumptions. Next, in Sec-
tion 3, we formulate our high level availability model. Afterward, in Section 4, we show how to build the Bayesian network
available model. In Section 5, we evaluate the performance of our Bayesian network approach to model large scale ser-
vices. Next, in Section 6, we discuss the results and suggest future work topics. In Section 7, we present related work on
availability modeling of replicated systems. Finally, in Section 8, we conclude this paper.

2 SYSTEMMODEL

The proposed availabilitymodel considers redundant or replicated distributed (cloud service) systems as a set of instances.
Instances are assumed to run on virtual or physical hosts, placed within the infrastructure of one or more data centers,
and linked by a communication network. The network is assumed to consist of components such as switches, routers,
and middleboxes, for example, firewalls, which are placed within the same infrastructure as the hosts themselves.
Specifically, redundant services can be stateless or stateful services, where the stateful service does not replicate its state.

Replicated services always refer to stateful services where state is replicated.
A replicated service is available when sufficient replicas are available. Conversely, if too many replicas are unavailable,

that is, have crashed or are not reachable, the service is considered unavailable at the time of the request. A quorum is a
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certain set of k-out-of-n redundant instances that need to be available to provide a particular service function. Note that
different functions such as reading or writing a data object can have different quorum sizes, depending on the replication
protocol. Therefore, in this work, service availability implicitly refers to the availability of a specific service function
or operation.
Themodel considers two types of communication patterns. For redundant services,we assume that a client only needs to

communicate with one instance to issue its request. For replicated services, it is also sufficient for a client to communicate
with one instance to initiate the request.However, that instance needs to be able to communicatewith sufficient remaining
instances to agree upon the result of the client’s request. The exact fault tolerance semantics for redundant and replicated
services is flexible and can be defined by the reliability engineer as part of the system description.
The hosts and the communication network are part of the infrastructure, which forms a complex component-based

system consisting of infrastructure components, such as data centers, racks, power supplies, virtualmachines, and network
appliances. The model assumes that hard – and software – components, including the service instances, have a crash-
recoverymodel. As soon a component encounters a failure, it crashes and stops, and recovers eventually. Each component
in the infrastructure has its probability of failing by its own without external influence.
Moreover, the model assumes that infrastructure components have fault relations, representing potential common

causes of failures. These fault relationships can form a cause-effect chain, where the failure of one component is the cause
of failure of another component, essentially propagating the failure through the infrastructure, until it eventually leads to
the failure of the cloud service, that is, cascading failure. In order to formalize the relationship between two directly fault
dependent components, the model assumes that the dependence can be described by means of a static fault tree.26
Client applications and instances can communicate with each other by exchanging messages via the communication

network. The network is composed of network components forming a network graph. The end-to-end communication,
that is, channels, between instances and clients can be synchronous or asynchronous and implemented by one or more
redundant network routes. A channel crashes when there is no route in the network to connect the two endpoints, and
a route becomes unavailable when at least one network component along the route crashes. Client applications might be
placed outside of the known infrastructure. In this case, themodel considers the paths starting from the network appliance
that constitutes the entry point of the data center; or, if the client application is within the data center, its host. Moreover,
we assume the exists some dedicated network components, for example, firewalls or load balancers, that act as gateways,
that is, entry points, for clients applications to communicate with the service.
A particular placement of instances to virtual or physical hosts is called a deployment and known beforehand. Instances

do not migrate. If an instance crashes, it does not recover on a different host. It recovers back at its former host. Hence,
if a host crashes, all its instances can recover when the host recovers. The model makes no restrictions on the number of
instances per host. Multiple instances can run on the same host. In the case of replication, the model does not assume the
concurrency controlmethod or the particular replication protocol. Either at any given point in time there are enough repli-
cas up and reachable to agree upon the results of a client’s request, or too many replicas crashed or are unreachable, such
that the remaining replicas cannot form a quorum for any client request, resulting into the unavailability of the service.

3 HIGH LEVELMODEL DESCRIPTION

This section will address the modeling challenge of building a Bayesian network model to infer the availability of a cloud
service in the presence of cascading infrastructure and network faults. To ease the modeling process, we present a high-
level model description first, which we later translate to a Bayesian network. The model contains three basic sub-models:
a failure model for the infrastructure, a model for the network, and a model to describe the fault-tolerance semantics of
the service. This provides the advantage to choose the component granularity of the system. First, we begin with the basic
unit of our model, a component.

Definition 3.1 (Component). A component 𝐶 ∈ 𝑪, from the finite set of all components of the system 𝑪 = {𝐶1, 𝐶2, … },
is an indivisible hard or software entity with the states {𝐹, 𝑇}, and a probability distribution 𝑃(𝐶 = 𝐹) = 𝑞𝑖 to observe the
component as faulty (unavailable) and 𝑃(𝐶 = 𝑇) = 1 − 𝑞𝑖 to observe the component as operational or working (up).

The set 𝑰 = {𝐼1, … , 𝐼𝑛} ⊂ 𝑪 are instances of the service. The remaining components are infrastructure and network com-
ponents.
Components might have fault dependencies between themselves. We describe these fault dependencies as a direct

acyclic graph (DAG).
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F IGURE 2 Example excerpt of a fault dependency graph of a host and its fault tree representation defined by the function 𝐹𝑇(host).

Definition 3.2 (Fault Dependency Graph). Given the set of all components 𝑪, the model defines the fault dependency
graph as a DAG 𝐺FD = (𝑪, 𝐸INF, 𝐹𝑇), with edges 𝐸INF ⊆ 𝑪 × 𝑪, and an associated (static) fault tree model (𝐹𝑇) for every
component in 𝑪.

Directed edges are tuples (𝐶𝑖, 𝐶𝑗), where𝐶𝑖 is said to be a parent component of𝐶𝑗 , and𝐶𝑗 is said to be a child component
of 𝐶𝑖 . These edges can also define a contained-in relation, to signify that one component is contained within another.
In order to express complex component dependencies, 𝐹𝑇(𝐶𝑖) contains the definition of a static fault tree that describes

the fault semantics of a component 𝐶𝑖 as a function of its parent components. 𝐹𝑇(𝐶𝑖) has as the top event (TE) the failure
of component 𝐶𝑖 and as base events 𝐶𝑖 ’s parents components. To illustrate how to apply 𝐹𝑇, Figure 2A shows the excerpt
of a fault dependency graph consisting of a host that depends on its rack, and two redundant power supplies. The fault
dependency graph encodes the external conditions when the host fails. In this case, the host fails if the rack fails, or both
power supplies stopworking.𝐹𝑇(host) encodes this failure relation at the host component, as shown in Figure 2A, leading
to the corresponding fault tree representation shown in Figure 2B. This fault tree has the power supplies and the rack as
basic input events and the host failure as the TE. The hosts failswhen the rack fails, or both power supplies fail, represented
by OR gate at the TE and the AND gate at the basic events of the power supplies. Note that the fault dependency model
is a DAG, disallowing cyclic fault dependencies since it leads to cycles in the final Bayesian network graph, which is not
allowed by definition.
To account for communication faults, themodel needs a representation of the network. Network components represent

network appliances such as switches, routers, load-balancers, and firewalls. Consequently, the failure of related infrastruc-
ture components can influence the failure of a network component, which can lead to communication failures. Unlike
the fault dependency graph, the network graph can have cycles.

Definition 3.3 (NetworkGraph). Given a set of hosts𝐻 ⊂ 𝑪, a set of network components𝑁 ⊂ 𝑪, and their union𝑪NET =

𝐻 ∪ 𝑁, the network is a graph 𝐺NET = (𝑪NET, 𝐸NET) with unidirectional edges, where the edges 𝐸NET ⊆ 𝑪NET × 𝑪NET
define the communication links between any two network components.

With this graph notion, reliability engineers can decide the granularity of the network model. Suppose they have little
or no knowledge of the network. In that case, they can represent the network as ‘one switch’ connecting all instances,
aggregating all potential failure probabilities as one value for one super component. However, they can also describe more
complex network graphs if they have ample knowledge, which improves the model w.r.t. a more realistic representation
of the actual network.
The final system description of the cloud service is the unification of the above model definitions.

Definition 3.4 (High-level System Model). A system

𝑆 = (𝑪,𝑄, 𝐺FD, 𝐺NET, 𝐷, 𝑃,, 𝑐)

is a eight-tuple consisting of the following elements:
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F IGURE 3 Database management system example.

𝑪 The set of all infrastructure, network components and instances.
𝑄 The fault tolerance model defined as a path set of instances 𝑄 = {𝑄1, … , 𝑄𝑚} ⊆ 2𝑰 .

𝐺FD The fault dependency graph.
𝐺NET The network graph.

𝐷 The association of instances to hosts 𝐷 ∶ 𝑰 → 𝐻.
𝑃 The function of all fault probabilities of the components in 𝑪.
 The set of network components that act as entry point for client applications to establish a communication channel
with the instances of the services.  ⊆ 𝐶NET.

𝑐 A Boolean value 𝑐 ∈ {𝑓𝑎𝑙𝑠𝑒, 𝑡𝑟𝑢𝑒} to indicate if the service is redundant or replicated.

The parameter𝑄 defines all instance combinations for which the service is considered in aworking state in the presence
of instance failures. This generic definition fits redundant as well as replicated service. It implies the enumeration of all
valid instance combinations to build 𝑄, building a (minimal) path set of the service instances. For example, let us assume
a service has three instances 𝑰 = 𝐼1, 𝐼2, 𝐼3 and the service works as long as two instances are up. As a result, 𝑄 is the enu-
meration of all combinations with at least two instances 𝑄 = {{𝐼1, 𝐼2}, {𝐼1, 𝐼3}, {𝐼2, 𝐼3}, {𝐼1, 𝐼2, 𝐼3}}. This definition provides
a flexible way to express a wide range of fault tolerance semantics. However, the enumeration of all instance combina-
tions can become inefficient, especially when considering services with hundreds of instances. To alleviate this burden,
we suggest an implicit construction method for k-out-of-n redundancy and voting-based replication models, as well as
for the special cases of read-one and write-all replication. For these specific models, we define 𝑄 as a tuple (𝑉, 𝑡), where
𝑉 = (𝑣1, … , 𝑣𝑛) are instance votes and 𝑡 a threshold value. The availability model will then account for the probability of
observing sufficient working instances such that their votes exceed the threshold. For example, we can express the previ-
ous examples as 𝑄 = ((1, 1, 1), 2) to implement the majority set without enumerating all possible set combinations. If the
service has different thresholds, that is, different quorum size requirements, per operation like read-one write-all replica-
tion. Read-one would have 𝑡 = 1 for the read operation and write-all 𝑡 = 𝑛 for the write operation. The service definition
would then refer to one specific operation.Multiple operations can be supported by defining a servicemodel for each oper-
ation separately and compute their availability values. At this point, it is up to the reliability engineers how to aggregate the
availability of the different operations. They can use the lowest resulting value as a means to assess the probability of the
worst-case service model, or they could compute the (weighted) average availability across all operations. Independently
of what aggregation method a they chooses, this work shows how to build the availability model accordingly.
Let us exemplify the system model by describing a database management system as shown in Figure 3, which we will

then use as a running example for the construction of the Bayesian network model next section.
Figure 3 shows the overall system with its infrastructure and network components that provides the execution envi-

ronment for the database management system. Although the data center infrastructure might be much larger, we only
consider those components which serve the service. The database management system consists of seven replicas 𝐼1 to 𝐼7,
placed on hosts within the infrastructure of two data centers. Without loss of generality, the service is available as long as
the replicas can form a majority quorum.
Black arrows define fault dependencies between infrastructure components and blue edges represent communication

links between network components. Without restrictions, in this example, we assume that a component fails when all its
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parent components fail; however, our Bayesian networkmodel will also be capable of modelingmore complex component
dependencies, such as redundant power supplies. Each component has its own intrinsic fault probability 𝑞 representing
the likelihood of a component failure without external influence. Here, the fault probabilities are sampled from a beta
distribution with ∀𝑖 ∶ 𝑞𝑖 ∼ (10, 1000).
Finally, the database management system has the following service description:

𝑆Example = (𝑪,𝑄, 𝐺FD, 𝐺NET, 𝐷, 𝑃,, 𝑐)

∙ The set of all components is

𝑪 ={𝐷𝐶1, 𝐷𝐶2, 𝑅𝑎1, 𝑅𝑎2, 𝑅𝑎3, 𝐹𝑊,𝑁1,𝑁2,𝑁3,𝑁4,

𝐻1,𝐻2,𝐻3,𝐻4,𝐻5,𝐻6,

𝐻7,𝐻8,𝐻9, 𝐼1, 𝐼2, 𝐼3, 𝐼4, 𝐼5, 𝐼6, 𝐼7}

∙ For the majority set, we need to form all combinations of at least four replicas. 𝑄 = {{𝐼1, 𝐼2, 𝐼3, 𝐼4}, {𝐼2, 𝐼3, 𝐼4, 𝐼5}, … }. Or
we can use the short hand notation 𝑄 = ((1, 1, 1, 1, 1, 1, 1), 4).

∙ The deployment of replicas to hosts is given by the function 𝐷.

𝐷(𝐼1) = 𝐻1 𝐷(𝐼2) = 𝐻2 𝐷(𝐼3) = 𝐻3

𝐷(𝐼4) = 𝐻4 𝐷(𝐼5) = 𝐻5 𝐷(𝐼6) = 𝐻7

𝐷(𝐼7) = 𝐻7

∙ The fault dependency graph has the following definition.

𝐺FD = (𝑪, 𝐸INF, 𝐹𝑇)

𝐸INF = {(𝐷𝐶1, 𝑅𝑎1), (𝐷𝐶1, 𝑅𝑎2), (𝐷𝐶2, 𝑅𝑎3),

(𝑅𝑎1, 𝐹𝑊),… , (𝐷(𝐼4), 𝐼4),

(𝐷(𝐼5), 𝐼5), (𝐷(𝐼6), 𝐼6), (𝐷(𝐼7), 𝐼7)}

Here, the instances use the deployment function to identify their host within the fault dependency graph.
In this example, a component automatically fails when its parent component fails. So, 𝐹𝑇 is a simple mapping of the

failure event of the parent component of 𝐶, denoted as 𝑝𝑎(𝐶).

∀𝐶 ∈ 𝑪 ∶ 𝐹𝑇(𝐶) =
⋀

𝐶𝑖∈𝑝𝑎(𝐶)

(𝐶𝑖 = 𝐹)

If a component has no parent, for example, 𝐷𝐶1, then 𝑝𝑎 returns the empty set.
∙ The network graph has the following form.

𝐺NET = (𝐶NET, 𝐸NET)

𝐶NET = {𝐹𝑊,𝑁1,𝑁2,𝑁3,𝑁4,𝐻1,𝐻2,𝐻3,𝐻4,𝐻5, 𝐻6,𝐻7,𝐻8,𝐻9}

𝐸NET = {{𝐹𝑊,𝑁2}, {𝑁2,𝑁1}, {𝑁2,𝑁3}, … ,

{𝑁4,𝐻7}, {𝑁4,𝐻8}, {𝑁4,𝐻9}}
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∙ The fault probabilities of observing the components as unavailable are:

𝑃(𝐷𝐶1 = 𝐹) = 0.0092 𝑃(𝐷𝐶2 = 𝐹) = 0.0069…

𝑃(𝐻8 = 𝐹) = 0.0084 𝑃(𝐻9 = 𝐹) = 0.0107

For the sake of readability, we assume that instances do not fail due to intrinsic faults. Hence, they have an availability
of one.

∙ The entry point for client applications is the firewall:  = {𝐹𝑊}
∙ With 𝑐 = 𝑡𝑟𝑢𝑒, the model will consider communication between the instances, describing a replicated service.

For example, the final model would address failure modes where rack 𝑅𝑎1 would fail, which leads to the failure of all its
built-in components. This includes its hosts𝐻1 to𝐻3, the firewall, and the switches𝑁1 and𝑁2 to fail as well. As a result,
the replicas 𝐼1 to 𝐼3 would also fail since 𝑅𝑎1 is a common cause of failure here. The Bayesian network model compactly
encodes all combinations of component state and their probabilities, for which the service is considered available, as part
of its qualitative representation, without enumerating all potential failure combinations explicitly.

4 BAYESIAN NETWORKMODEL

The translation of the high-level service model into a Bayesian network consists of three steps. First, it builds a Bayesian
networkmodel of the fault dependency graph. Afterward, it extends the initial Bayesian networkwith the failuremodel for
inner-replica communication when considering replicated services. The third step finalizes the Bayesian network model
by including the failure model for the client-to-instance communication. This modeling approach is novel insofar it can
address network partitioning failures, which defines the availability of the service as a function of the channels between
instances. For instance, in the case of replicated services with voting-based replication, instead of building a model that
accounts for at least k-out-of-n working instances, we build a model where we can infer the probability that for any
reachable instance, there are at least (k-1)-out-of-(n-1) working channels connected to the remaining working instances.

4.1 Background

Wewill use the Bayesian network representation of fault tree gates throughout themodeling process. This section provides
the necessary background to understand fault trees and their equivalent Bayesian network notation. Readers familiar with
this notation are free to skip this subsection.
There are three basic gate types that have all fault tree variants in common: the AND, OR, and the k-out-of-n voting

gate.27 Bobbio et al.28 introduced the general approach to represent fault tree gates with the help of Bayesian networks.
This work will use the translation concepts as templates to construct the proposed Bayesian network availability model.
A discrete Bayesian network29 is a DAG 𝐺 = (𝑋, 𝐸) that represents a joint probability distribution 𝑃(𝑋) over the set of

discrete random variables 𝑋 = {𝑋1, 𝑋2, …𝑋𝑛}. The term variable or node are used interchangeably to denote the vertices
of the Bayesian network graph. For every edge (𝑋𝑖, 𝑋𝑗) ∈ 𝐸 between the nodes 𝑋𝑖 and 𝑋𝑗, 𝑋𝑖 is said to be a parent node of
𝑋𝑗 , and 𝑋𝑗 is a child node of 𝑋𝑖 . Each variable has a conditional probability distribution 𝑃(𝑋𝑖 = 𝑥𝑖|pa(𝑋𝑖)) encoded as a
conditional probability table (CPT). The CPT contains the probability to observe a certain state𝑋𝑖 = 𝑥𝑖 given the observed
states of its parent nodes denoted by parent function pa(𝑋𝑖) = {𝑋𝑝 ∶ ∀(𝑋𝑝, 𝑋𝑖) ∈ 𝐸}. Nodes without parents are called root
nodes and have an a prior probability distribution 𝑃(𝑋𝑖 = 𝑥𝑖).
A Bayesian network entails a full joint probability distribution compactly as the product of all the nodes’ conditional

probability distributions:

𝑃(𝑋) =
∏
𝑥∈𝑋

𝑃(𝑥|pa(𝑥)) (1)

With the help of the joint probability distribution, one can use inference to compute the posterior distribution 𝑃(𝑌|𝑋′) of
some query 𝑌 ⊂ 𝑋 of uncertain variables from a given subset 𝑋′ ⊂ 𝑋∖𝑌 of observations of the remaining variables.
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F IGURE 4 Basic Bayesian network to represent the fault tree’s AND/OR, or k-out-of-n voting gates (left). Example instance of a
Bayesian network k-out-of-n model (right).

Figure 4 (left side) shows the main Bayesian network structure to realize the AND/OR and the k-out-of-n voting gate.
The basic structure has 𝑛 components 𝐶1 to 𝐶𝑛 with prior probabilities represented by their eponymous binary random
variables with states {𝐹, 𝑇}, observing the component either faulty or available, respectively. The individual semantics of
the gate types are encoded within the CPT of the Gate node.

4.1.1 AND model

For every state combination of the parent nodes, we define Gate = 𝐹 if all parent nodes are observed to be in state 𝐹.
Hence, the conditional probability distribution for the Gate node has the following short-hand definition:

𝑃(Gate = 𝑇|∀𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝐹) = 0

𝑃(Gate = 𝐹|∀𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝐹) = 1

𝑃(Gate = 𝑇|∃𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝑇) = 1

𝑃(Gate = 𝐹|∃𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝑇) = 0

(2)

4.1.2 OR model

For every state combination of the parent nodes, we will observe Gate = 𝐹 if at least one parent node is in state 𝐹.

𝑃(Gate = 𝑇|∀𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝑇) = 1

𝑃(Gate = 𝐹|∀𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝑇) = 0

𝑃(Gate = 𝑇|∃𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝐹) = 0

𝑃(Gate = 𝐹|∃𝐶 ∈ 𝑝𝑎(Gate) ∶ 𝐶 = 𝐹) = 1

(3)

4.1.3 k-out-of-n model

For example, Figure 4 (right side) shows an instance of the k-out-of-n model for a two-out-of-three voting gate. The k-out-
of-n voting gate triggers a fault event when 𝑘 or more input events are in a faulty state. Hence, the CPT of the Gate node
has to count how many parent nodes are in the state 𝐹. This is done for each column. We set the probability to 1 for state
𝑇 if less than 𝑘 parent nodes are in the state 𝐹, or set the probability of 𝐹 to 1 if 𝑘 or more parent nodes are in the state 𝐹.
Formally, the conditional probability distribution of the k-out-of-n model has the following definition:

∀𝑐1, … , 𝑐𝑛 ∈ {𝐹, 𝑇}𝑛
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ALGORITHM 1 Generating the service model.

1: procedure CreateServiceModel𝑆
2: (𝑪, 𝑄, 𝐺FD, 𝐺NET, 𝐷, 𝑃,, 𝑐) ← 𝑆

3: 𝐵𝑁 = (𝑋, 𝐸) with 𝑋 = {} and 𝐸 = {}

4: 𝑋 = 𝑋 ∪ 

5: CreateFaultGraph(𝐵𝑁,𝐺FD, 𝐷, 𝑃)
6: if c then
7: ReplicatedService(𝐵𝑁,𝑄, 𝐺NET,, 𝐷)
8: else
9: RedundantService(𝐵𝑁,𝑄, 𝐺NET,, 𝐷)
10: end if
11: return 𝐵𝑁

12: end procedure

𝑃(Gate = 𝐹|𝑐1, … , 𝑐𝑛) =

⎧⎪⎨⎪⎩
1

𝑛∑
𝑖=1

𝟏𝐹(𝑐𝑖) ≥ 𝑘

0 otherwise

𝑃(Gate = 𝑇|𝑐1, … , 𝑐𝑛) = 1 − 𝑃(Gate = 𝐹|𝑐1, … , 𝑐𝑛) (4)

where 𝟏𝐹(𝑥) is an indicator function such that

𝟏𝐹(𝑥) ∶=

{
1 if 𝑥 = 𝐹,

0 otherwise.

4.2 Transformation overview

Algorithm 1 introduces the pseudo code to build the Bayesian network model based on the high-level service description.
Here, the notion (𝑥, 𝑦, 𝑧) ← 𝑆 means that a structure, say 𝑆, provides its elements 𝑥, 𝑦, and 𝑧 to the outer scope, which
is known as pattern matching in the context of functional programming. First we set up a an empty Bayesian network
with the node set 𝑋 and edge set 𝐸. Afterward, we add our first node 𝑆, which is a binary random variable representing
the availability of the service. At the end of the procedure, one can then infer the fault probability, or availability, of the
service by computing themarginalization𝑃( = 𝐹), or𝑃( = 𝑇) respectively. The definition of the conditional probability
distribution of 𝑆 follows in the procedures in line 7 or 9.
For any given service model 𝑆, we build the Bayesian network availability model of the fault dependency graph with the

method CreateFaultGraph in line 5, in order to account for cascading and common cause failures, and then include
the concrete service type according to 𝑐. If 𝑐 is true, we include the replicated servicemodel with themethod Replicated-
Service in line 7, otherwise the procedure builds the redundant servicemodel in line 9. The remainder of this section will
introduce each of the three sub-procedures in detail.

4.3 Fault dependency graph

Given a system model 𝑆, the first step in the translation procedure is to build the Bayesian network representation of
the fault dependency graph. Perhaps it is not apparent why the fault dependency graph forms the beginning. However,
due to the cause-effect semantics of Bayesian networks, it is essential to start with root causes first and then successively
attach the effects, which themselves are failure causes for other components. Hence, infrastructure failures form the initial
causes of failures.
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F IGURE 5 AND fault relation between infrastructure components.

4.3.1 Failure model of a component

A component 𝐶 ∈ 𝑪 fails either because of an intrinsic failure or because of an external fault caused by its parent compo-
nents. First, we define the general Bayesian network structure of a single component. This structure will then be used as
a building block for the upcoming Bayesian network representation of the fault dependency graph.
First, the procedure creates a binary random variable for every component in  with the states {𝐹, 𝑇}, where each

variable defines the probability of observing the eponymous component as faulty or available. The procedure applies to
each component 𝐶 the Bayesian network transformation of 𝐹𝑇(𝐶) according to,28 where the fault of 𝐶 is the TE, and 𝐶’s
parent components are the base events. For example, Figure 5 shows the Bayesian network representation of a component
𝐶 that expresses its dependability to its parent components 𝐶𝑝1

to 𝐶𝑝𝑁
as a fault tree with one AND gate. Hence, the CPT

uses the previously introduced AND model from Equation (2). A component 𝐶 can also fail by its intrinsic fault with
probability 𝑞, which is part of 𝐶’s CPT definition. The conditional probability distribution of 𝐶 represents a noisy-AND
model. Hence, the CPT of 𝐶 from Figure 5 has the following definition.

𝑃(𝐶 = 𝑇|𝑨𝑵𝑫 = 𝐹) = 0

𝑃(𝐶 = 𝐹|𝑨𝑵𝑫 = 𝐹) = 1

𝑃(𝐶 = 𝑇|𝑨𝑵𝑫 = 𝑇) = 1 − 𝑞

𝑃(𝐶 = 𝐹|𝑨𝑵𝑫 = 𝑇) = 𝑞

(5)

4.3.2 Translating the fault dependency graph

Algorithm 2 repeats the approach mentioned above for each component. It transforms a given fault dependency graph
𝐺FD into a Bayesian network. First, the procedure creates a node for every component (line 3). Then, it creates their
corresponding Bayesian network fault tree representation defined in 𝐹𝑇(𝐶) (line 7), using the building formalism intro-
duced by Bobbio et al. in ref. [28], and then connecting the parent components as base events to the resulting structure
at line 9. Finally, we also connect the node of the component that represents the TE with the corresponding component
node (line 11). Afterward, it adds the node representation of the instances to the host nodes according to a predefined
deployment 𝐷 (line 15).
Applying Algorithm 2 to the example 𝑆Example leads to the preliminary Bayesian network shown in Figure 6. Here,

without loss of generality and for the sake of readability, the AND fault relation between all infrastructure components
can be simply combined to one node with the noisy ANDmodel of the component. With this simplification, the Bayesian
network corresponds in its shape to the fault dependency graph, as illustrated in Figure 3. Moreover, to visually assist the
translation procedure, the nodes in Figure 6 are rearranged. All network components are on the left, and all hosts with
their processes are on the right side (gray dashed box).
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ALGORITHM 2 Building the Bayesian network
infrastructure model.

1: procedure CreateFaultGraph𝐵𝑁,𝐺FD, 𝐷, 𝑃

2: (𝑪, 𝐸INF, 𝐹𝑇) ← 𝐺FD

3: for 𝐶 ∈ 𝑪 do
4: 𝑋 = 𝑋 ∪ 𝐶 ▹ Create node 𝐶 with state {𝐹, 𝑇}

5: end for
6: for 𝐶 ∈ 𝑪 ⧵ 𝑰 do
7: 𝐵𝑁𝐶 = 𝐹𝑇(𝐶) ▹ Create Bayesian network model of

𝐹𝑇(𝐶) according to28

8: for 𝐶𝑝𝑗 ∈ pa(𝐶) do
9: 𝐸 = 𝐸 ∪ (𝐶𝑝𝑗, 𝐵𝑁𝐶,𝑗)

10: end for
11: 𝐸 = 𝐸 ∪ (𝑇𝐸(𝐵𝑁𝐶), 𝐶)

12: add CPT to 𝐶 using 𝑃 and Equation (5)
13: with 𝑞 = 𝑃(𝐼𝑖 = 𝐹)

14: end for
15: for 𝐼𝑖 ∈ 𝐼 do
16: 𝐸 = 𝐸 ∪ (𝐷(𝐼𝑖), 𝐼𝑖)

17: add CPT to 𝐼𝑖 using 𝑃 and Equation (5)
18: with 𝑞 = 𝑃(𝐼𝑖 = 𝐹)

19: end for
20: return 𝐵𝑁

21: end procedure

F IGURE 6 Bayesian network infrastructure model of the data management system example.

4.3.3 Channel model

In order tomodel service reachability in the presence of network partitioning failures, we need to discuss how tomodel the
probability of observing communication failures with Bayesian networks. Instances and client applications communicate
over channels, which is realized as a route along the network graph. The goal of a channel is to assess the accessibility
between two instances in the presence of possible network faults. From an availability perspective, when a route fails,
because some network component had failed along the route, then a channel can be established along a different if one
still exists. Therefore, a channel is considered unavailable, when all potential routes have failed. A channel subsumes the
fault probability of observing all routes between the two endpoints as interrupted.
Figure 7 shows the Bayesian network structure that contains the node 𝐶𝐼𝑖−𝐼𝑗

, representing the probability of a commu-
nication failure between two instances 𝐼𝑖 and 𝐼𝑗 . For readability, this section refers to 𝐶𝐼𝑖−𝐼𝑗

simply as a channel node. A
channel node is conditionally dependent on three nodes: an AND node and two nodes for the endpoints of the channel.
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F IGURE 7 Bayesian network representation of a single communication channel.

The AND node represents the failure probability that no route exists, whereas the endpoint nodes represent the failure
probability of the corresponding instances. The CPT of the channel node entails an ORmodel, defining the probability of
observing a channel failure when one of the endpoints fails, or no working route exists.
The nodes that define the failure of the endpoints, that is, 𝐼𝑖 and 𝐼𝑗 , are the node representations of the service instances.

However, they could also represent different failure causes that indirectly affect the channel, which could be a client
application, for example, the host of the client, or a common endpoint of a second channel. The latter is essential for the
replicated service model, to model inner-replica communication.
Finally, nodes 𝑅1 to 𝑅𝑛 define the failure probabilities of routes. These route nodes use an ORmodel for their CPTs and

are conditionally dependent on the network components 𝑁1 to 𝑁𝑚 that are part of the corresponding route in the net-
work graph. This model also considers correlating route failures when a route shares the same network components.
For example, if 𝑁𝑖 fails, route 𝑅1 are 𝑅𝑛 are interrupted. The same applies when multiple channels share the same
routes, respectively.
Algorithm 3 formalizes the construction of a channel as a procedure. Necessary inputs are source 𝐶𝑠𝑟𝑐 and destination

𝐶𝑑𝑠𝑡 component and a pair of Bayesian network nodes 𝑋𝑠𝑟𝑐 and 𝑋𝑑𝑠𝑡, which represent the failure causes of the channel’s
endpoints. As discussed briefly, themodel distinguishes between the components for which it computes the routes and the
parent nodes that provide the failure causes at the channel’s endpoints. The node𝐴𝑁𝐷𝑠𝑟𝑐−𝑑𝑠𝑡 indicates that the ANDnode
belongs to the channel 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡, in order to distinguish the AND nodes between multiple channels. First, the procedure
computes all routers in the network graph at line 3. Afterward, line 4 to 8 initializes the channel nodes with its parent
nodes. Line 9 iterates over the list of routes and determines if the route has existed as a node in the Bayesian network
graph or not. If yes, then the corresponding route node is directly added to the channel as shown in line 17. If not, the
procedure creates the new route node and connects it with its corresponding network components (lines 10 to 13). The
remainder of the procedure finalizes the CPT of the channel node and returns it as a reference.
Without a doubt, the number of routes can get intractably large. In this case, onemight resort to simplifying the network

graph. That can be done either by aggregatingmultiple network components, or by considering a limited number of routes
– or both. However, while this simplification increases performance, it comes to the expense of model fidelity.

4.4 Redundant service model

Given the channel model, we can build the model of a redundant service first. Successful communication exists when
clients can access sufficient working instances directly. In real-life, a client application will most likely try to connect to
one instance, whereas the Bayesian network represents the probability of connecting to any of those instances. Due to the
high user-load assumption, we need to account for the likelihood of observing sufficient working instances, even if we
need one instance to handle the request.
Algorithm 4 describes how to extend the previously created Bayesian network model of the infrastructure with the

redundant service model. We stated in the system model, that a client application can access a service through one or
more dedicated network component that act as entry points, that is, gateways, in the network. Therefore, we introduce
a new set of binary random variables 𝐾 = {𝐾𝑖}

𝑚
𝑖=1
, with 𝑚 = ||, which represents the probability of accessing sufficient

instances through the i-th entry point defined in .
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ALGORITHM 3 Routine to create Bayesian network
sub-graph for channels.

1: procedure CreateChannel(𝐵𝑁, 𝐺NET, 𝐶𝑠𝑟𝑐 ∈ 𝐶NET,
𝐶𝑑𝑠𝑡 ∈ 𝐶NET, 𝑋𝑠𝑟𝑐 ∈ 𝑋, 𝑋𝑑𝑠𝑡 ∈ 𝑋)

2: (𝑋, 𝐸) ← 𝐵𝑁

3: routes := compute all paths from 𝐶𝑠𝑟𝑐 to 𝐶𝑑𝑠𝑡 in 𝐺NET

4: 𝑋 = 𝑋 ∪ 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡

5: 𝑋 = 𝑋 ∪ 𝐴𝑁𝐷𝑠𝑟𝑐−𝑑𝑠𝑡

6: 𝐸 = 𝐸 ∪ (𝐴𝑁𝐷𝑠𝑟𝑐−𝑑𝑠𝑡 , 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡)

7: 𝐸 = 𝐸 ∪ (𝑋𝑠𝑟𝑐, 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡)

8: 𝐸 = 𝐸 ∪ (𝑋𝑑𝑠𝑡, 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡)

9: for in routes do
10: if ∉ 𝑋 then
11: 𝑋 = 𝑋 ∪ 

12: for 𝐶 ∈ .𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡𝑠 do
13: 𝐸 = 𝐸 ∪ (𝐶,)

14: end for
15: add OR model to CPT of
16: end if
17: 𝐸 = 𝐸 ∪ (, 𝐴𝑁𝐷𝑠𝑟𝑐−𝑑𝑠𝑡)

18: end for
19: add OR model to CPT of 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡

20: add AND model to CPT of 𝐴𝑁𝐷𝑠𝑟𝑐−𝑑𝑠𝑡

21: return 𝐶𝑠𝑟𝑐−𝑑𝑠𝑡

22: end procedure

ALGORITHM 4 Implementation of the redundant
service model.

1: procedure RedundantService𝐵𝑁,𝑄, 𝐺NET,, 𝐷

2: (𝑋, 𝐸) ← 𝐵𝑁

3: 𝑚 = ||
4: for 𝑖 ∈ [1,𝑚] do
5: 𝑋 = 𝑋 ∪ 𝐾𝑖

6: end for
7: for 𝐺𝑖 ∈  do
8: for 𝐼𝑖 ∈ 𝑰 do
9: 𝐶𝐺𝑖−𝐼𝑖

∶=CreateChannel(𝐵𝑁,𝐺NET,
10: 𝐺𝑖, 𝐷(𝐼𝑖), 𝐺𝑖, 𝐼𝑖)
11: 𝐸 = 𝐸 ∪ (𝐶𝐺𝑖−𝐼𝑖

, 𝐾𝑖)

12: end for
13: 𝐸 = 𝐸 ∪ (𝐾𝑖, 𝑆)

14: add CPT of 𝐾𝑖 according to 𝑄.
15: end for
16: add AND model to CPT of 𝑆
17: end procedure
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F IGURE 8 The Bayesian network of a redundant service example.

At line 10, the procedure creates the channel nodes for each entry point in the set  to each instance. The channel
creation procedure takes as input the network component that acts as an entry point, the host of the instances as defined
by their deployments, and the two nodes that represent the failure of the channel’s endpoints. In a follow up step (line
11), all channel nodes that are related to the i-th entry point component connect to one node 𝐾𝑖 , which implements the
reachability requirement of accessing sufficient instances form that entry point as part of its CPT. For example, if one
instance is sufficient for a working service, then each 𝐾𝑖 would implement an AND model at line 14, representing the
fault probability that the i-th client cannot communicate with any instance at all. A detailed discussion on how to integrate
general requirements for 𝐾𝑖 at line 14 can be found at the end of this section.
Finally, Algorithm 4 finishes by introducing the final service node  . This node accounts for the probability that no

client at any entry point has sufficient working channels to communicate with the instances. Hence, we can compute the
probability of a single service failure as the marginal 𝑃( = 𝐹) or its availability 𝑃( = 𝑇) using Bayesian inference.
For instance, Figure 8 shows theBayesiannetworkmodel of the example service fromSection 3, assuming a redundant

service. In this example, all clients communicate with the instances via the firewall (represented by node FW). There are
three routes1 to3, which are shared by all seven channels, emphasized by the dashed box. Each channel is connected
to the firewall node, representing the client. Since there is only one entry point, the set 𝐾 = {𝐾1} contains one node. For
example, assuming the service can tolerate three instance failures, node 𝐾1 implements a four-out-of-seven model (see
Equation 4).

4.5 Replicated service model

For replicated services, we said that clients first send their request to one instance, which then communicates with the
remaining instances. This communication pattern subsumes and implements the likelihood of accessing at least one
instance that can communicate with sufficient remaining instances. Hence, we will show how to use this communication
pattern to encode all possible states in which the instances, or cannot, reach the desired number of votes, for example,
quorum size, as defined by the fault tolerance model in 𝑄. Consequently, the final Bayesian network will encode the
probability of observing the service in a working state, giving potential infrastructure and communication faults.
Algorithm 5 begins first by modeling the communication channels between instances. It introduces again the set of

binary random variables 𝐾 = {𝐾𝑖}
𝑛
𝑖=1

where 𝑛 = |𝑅|, which represent the failure probability of communicating with an
insufficient number of instances when the i-th instance initiates the replication protocol. Hence, every 𝐾𝑖 is a child node
of 𝑛 − 1 channel nodes (line 12 and 13), since the fault probability of instance 𝑅𝑖 is already part of one of the endpoints
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ALGORITHM 5 Implementation of the replicated
service model.

1: procedure ReplicatedService𝐵𝑁,𝑄, 𝐺NET,  , 𝐷

2: (𝑋, 𝐸) ← 𝐵𝑁

3: 𝑋 = 𝑋 ∪  ▹ Create service node 
4: 𝑛 = |𝑅|
5: for 𝑖 ∈ [1, 𝑛] do
6: 𝑋 = 𝑋 ∪ 𝐾𝑖

7: end for
8: for (𝑅𝑖, 𝑅𝑗) in 𝑅 × 𝑅 do
9: if 𝐶𝑅𝑖−𝑅𝑗

∉ 𝑋 and 𝐶𝑅𝑗−𝑅𝑖
∉ 𝑋 then

10: 𝐶𝑅𝑖−𝑅𝑗
:= CreateChannel(𝐵𝑁,𝐺NET,

11: 𝐷(𝑅𝑖), 𝐷(𝑅𝑗), 𝑅𝑖, 𝑅𝑗)
12: 𝐸 = 𝐸 ∪ (𝐶𝑅𝑖−𝑅𝑗

, 𝐾𝑖)

13: 𝐸 = 𝐸 ∪ (𝐶𝑅𝑖−𝑅𝑗
, 𝐾𝑗)

14: end if
15: end for
16: add CPT for all 𝐾𝑖 ∈ 𝐾 according to 𝑄.
17: for 𝐺𝑖 ∈  do ▹ Second Step
18: 𝑋 = 𝑋 ∪ 𝐺𝑖

19: for j=1; j < n; j++ do
20: 𝐶𝐺𝑖−𝑃𝑗

:= CreateChannel(𝐵𝑁,𝐺NET,
21: 𝐺𝑖, 𝐷(𝑅𝑗), 𝐺𝑖, 𝐾𝑗)
22: 𝐸 = 𝐸 ∪ (𝐶𝐺𝑖−𝑅𝑖

,)

23: end for
24: end for
25: add AND model to CPT of 
26: end procedure

of the channels. Next, the procedure builds a channel node for every entry point 𝐺𝑖 to every instance 𝑅𝑖 by using 𝐾𝑖 as
failure cause(line 21). Instead of directly addressing the failure probability of an instance, the model uses 𝐾𝑖 to represent
the instance 𝑅𝑖 . In the case of a network partitioning, 𝐾𝑖 would contain the probability that 𝑅𝑖 can still access sufficient
processes in its partition.
Finally, node  accounts for the failure probability that no client can access the service through any gateway(line 25).

Hence, one can now infer the fault probability, or availability, of the service by computing the marginalization 𝑃( = 𝐹),
or 𝑃( = 𝑇) respectively.
For example, Figure 9 shows the Bayesian network of the database service example, based on the assumption that client

applications access the service via the firewall. The left box shows the channel nodes representing the fault probabilities
for the communication between clients and service instances. The right box shows the channels of each instance to every
other instance. A node 𝐾𝑖 has as parent nodes the channel nodes of the i-th instance. Hence, to implement the majority
set requirement, one can use a three-out-of-six model for 𝐾𝑖 to encode the probability of observing at least three working
channels, which implies that the i-th instance is also working.
Next, we discuss in detail how to implement the CPTs of the nodes in 𝐾 as hinted at line 16.

4.5.1 Read-one/write-all

Read-one/write-all is a special case in replication since every operation has its particular quorum requirements. We
already had a brief introduction on read-one/write-all in the last section. There, we discussed how to implement the
service requirements for read 𝑄𝑟𝑜 = 2𝑅∕∅, and for write quorums 𝑄𝑤𝑎 = {𝑅}. Consequently, each operation needs its own
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F IGURE 9 The Bayesian network of the indirect communication pattern for the database example.

Bayesian network model to assess its availability individually. Read-one can be modeled by using the redundant service
model. Hence, the model uses an AND model for all CPTs of the nodes in 𝐾 to account for the fault probability that no
channel works. In contrast, for write-all, it depends on the system design. One can use either the redundant or the repli-
cated service model. Both models use the OR model for the CPTs of nodes in 𝐾, accounting for the fault probability that
there is at least one channel faulty to an instance.

4.5.2 k-out-of-n voting

In voting-based replication, instances have one vote to decide on an incoming operation request. The system is available
when it can reach k-out-of-n votes for some request, for example, majority sets require 𝑘 = ⌊𝑛

2
⌋ + 1 votes. For replicated

services that use the indirect communication pattern, the i-th replica is part of the voting process, where it must acquire
at least 𝑘 − 1 votes from the remaining 𝑛 − 1 replicas to consider the service as available. Thus, the CPT of 𝐾𝑖 implements
an 𝑛 − 𝑘 + 1-out-of-𝑛 − 1mode as defined in Equation (4), that is, considering the inverse on howmany channel failures
can be tolerated.
For redundant services that use the direct communication pattern with 𝑛 instances, where 𝑘 instances are sufficient to

signify that the service does not fail due to overload, the model implements the CPT of 𝐾𝑖 by using an (𝑛 − 𝑘)-out-of-𝑛
model. Thus, the system fails if there are more than 𝑛 − 𝑘 channels faulty.

4.5.3 Weighted voting

In weighted voting, individual replicas can have multiple votes. This forms the general case of the normal voting-based
approach from above. To reach a potential quorum, the total number of votes that are available byworking instances needs
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to exceed a given threshold 𝑡. As a result, this work extends the k-out-of-n model from Equation (4) to account for the
individual vote counts of the replicas. We use the tuple notation for 𝑄 = (𝑉, 𝑡), where 𝑉 = (𝑣1, … , 𝑣𝑛) are instance votes
and 𝑡 the threshold value. Given that 𝐾𝑖 refers to the i-th instance, the models use 𝑣𝑗 to denote the number of votes of
the instance at the opposing endpoint of the j-th channel for a given state combination 𝑐𝑖−1, … , 𝑐𝑖−𝑚 of the channel nodes
connected at 𝐾𝑖 . Here, since the i-th instance initiated the replication protocol, we automatically assume that its votes 𝑣𝑖

contribute to the request. Hence we reduce the threshold by its votes.

∀𝑐𝑖−1, … , 𝑐𝑖−𝑚 ∈ {𝐹, 𝑇}𝑚

𝑃(𝐾𝑖 = 𝑇|𝑐𝑖−1, … , 𝑐𝑖−𝑚) =

⎧⎪⎪⎨⎪⎪⎩
1

𝑚∑
𝑗=1

𝟏𝑇(𝑐𝑖−𝑗)𝑣𝑗 ≥ 𝑡 − 𝑣𝑖

0 otherwise

𝑃(𝐾𝑖 = 𝐹|𝑐𝑖−1, … , 𝑐𝑖−𝑚) = 1 − 𝑃(𝐾𝑖 = 𝑇|𝑐𝑖−1, … , 𝑐𝑖−𝑚)

For every state combination 𝑐𝑖−1, … , 𝑐𝑖−𝑚, the model builds the weighted sum of those channels that are available and
checks if the result is above the threshold.

4.6 Scalability

Bayesian networks are subject to an exponential growth of memory with regard to their CPTs.30 The CPT of a node has
to implement a conditional probability distribution for each state combination of its parent nodes. If the parent nodes
are binary, then the number of CPT entries is 𝑂(2𝑛). Hence, all CPTs of 𝐾 will exhibit an exponential memory growth
in the number of instances. We have a similar situation for nodes that represent the availability of routes. Those nodes
implement an OR model, which can have multiple network components that represent a route. Assuming a CPT entry
is just several bytes large, it is not hard to see that a node with 30 parent nodes will have a CPT with several gigabytes of
memory. Therefore, this Bayesian network approach is suitable only for services with up to 30 instances and short network
routes; afterward, the memory becomes the limiting factor.
However, this problem can be mitigated for the AND/OR, and k-out-of-n model. Heckerman25 provides an equivalent

AND/OR model that reduces the space complexity to linear, while Bibartiu et al.24 provide an equivalent (scalable) k-
out-of-n model with polynomial complexity. Having these scalable models, we can substitute the existing AND/OR, and
k-out-of-n models in the Bayesian network model with their scalable counterparts. Hence, we can overcome the memory
limitations for redundant services and voting-based replication models for large services.

5 EVALUATION

This section provides an in-depth analysis of the performance and modeling feasibility of the presented Bayesian net-
work availability model. The evaluation will analyze the availability, build, and inference performance for redundant and
replicated services for an increasing number of instances. All experiments were performed on a 64-bit machine with 64
Intel(R) Xeon(R) CPU E7-4850 v4 at 2.10 GHz and 1 TB of main memory, running Arch Linux 5.13.12 with GCC 11.1.0,
Python 3.9.6, and with pgmpy 0.1.7 (the Bayesian network modeling package) and Numpy 1.20.3. Bayesian network infer-
ence is performedwith approximate and exact inferencewhenever possible. For approximate inference,weuse the forward
sampling method, and for exact inference, we used the Lauritzen-Spiegelhalter Algorithm method31 from the gRain 1.3.2
package.32,33 Furthermore, we used in all experiments the scalable Bayesian network representations for AND/OR and
voting gates by Heckerman25 and Bibartiu et al.24 The implementation of the algorithms and evaluation methods for the
presented Bayesian network model are available as open source1.
Moreover, all experiments will consider two different data center infrastructures. The first infrastructure corresponds

to the example used in Section 3, which consists of 19 components. The evaluation will refer to this example as the small

1 https://github.com/openclams/bn-availability-model
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F IGURE 10 The availability results of a service for increasing the number of instances, using approximate and exact inference.

infrastructure. Consequently, the second infrastructure will be called the large infrastructure. The large infrastructure
consists of three data centers with 40 hosts each, using a random topology of 20 network components to connect hosts
and data centers. Moreover, each data center has 100 additional infrastructure components that influence the hosts and
the network components. The large infrastructure has in total 440 components. All components in the large infrastructure
have an availability value sampled from a beta distribution with 𝐶 ∼ Beta(10, 000, 1), resulting in an average downtime of
1 h during a mission time of 10,000 h. Without loss of generality, we will require that the majority of instances are needed
for both service types to be considered available. Other k-out-of-n schemes are also possible, but a different 𝑘 changes only
the content of the corresponding nodes and not the structure of the Bayesian network.
The plot in Figure 10 shows the expected availability for both service types for an increasing number of instances, using

the small and large infrastructure, applying approximate and exact inference. Instances were placed in round-robin. We
computed the availability for services with up to 300 instances using approximate inference. Exact inference was only
possible for up to 27 instances for the redundant service experiments and for up to six instances for the replicated service
experiments, independently of the infrastructure size. Approximate inference might vary by nature with every execution.
So we compared the results of the exact and approximate inference methods by repeating them 40 times to compute their
confidence intervals. As a result, it can be statedwith 95% confidence that there is no significant difference in the inference
results between the exact and approximate inference methods here.
The availability results between the redundant and the replicated service are similar. The availability decreases up until

six instances for the small infrastructure experiments. This is mainly because all instances are placed in the first data
center. The follow-up placements also consider the second data center in the small infrastructure for services with seven
or more instances. The more instances, the less common-cause failures are shared. However, adding more instances does
not lead to higher availability. The higher the distribution of instances, the higher the risk of communication failures
since more network components are involved. This limits the availability to a point where the influence of the shared
infrastructure outweighs the benefits of replication. Even in the large infrastructure example, where we assume a low
average downtime per component, the availability does not converge arbitrarily near to 1.
The plot in Figure 11 shows the mean inference time to compute the presented availabilities. Here we can observe

the exponential time increase (linear function in a semi-log plot) of the exact inference method, which contrasts the
polynomial time increase (log function in a semi-log plot) of the approximate inference method. There are two main
observations. First, the inference time between the redundant and replicated services have different polynomial complex-
ities, and second, the inference time converges independently of the infrastructure size. Clearly, due to the twenty-fold
increase of components in the large infrastructure compared to the small infrastructure, the former is slower than the
latter for small numbers of instances. However, the number of channels nodes increases with the number of instances.
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F IGURE 11 The inference time to compute the availability of a service with increasing number of instances for the small and large
infrastructure example, using approximate and exact inference.

F IGURE 1 2 Comparing the time to build the Bayesian network model for increasing number of instances.

Hence, the more instances, the more channel nodes. The number of channel nodes outweighs the number of infrastruc-
ture components until they become the influencing factor in the computation. The model of the redundant service has a
linear increase of channels, whereas the replicated service has a quadratic increase of channel nodes due to the indirect
communication pattern.
Finally, Figure 12 introduces the build time to construct the Bayesian network. Clearly, the build time shows a significant

difference between the large and small infrastructure examples for small numbers of instances with 𝑛 less than 30 w.r.t.
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service type. However, with increasing numbers instances the time difference diminishes. Afterwards, the sole factor that
determines the build time is the service type. For large numbers of instances, the infrastructure has almost not significant
influence on the build time anymore. Again the number of channel nodes that grow in proportion to the number of
instances outweighs the component nodes of the infrastructure.

6 DISCUSSION

The evaluation demonstrated the feasibility of the Bayesian network approach tomodel large-scale and replicated systems.
Build and inference time is within manageable time frames for reliability engineers to make informed decisions on the
service. Overall, for small service sizes with three to seven replicas as commonly used for transaction-oriented database
systems, the reliability engineer can even use exact inference to assess the availability in order to compute deterministic
results. We discussed that the number of channels has the most influence with regard to the build and inference time.
Replicated services lead to a quadratic growth of channel nodes in the number of instances. Also, the build procedure needs
to compute all possible routes that constitute a channel. Finding all possible routes in a graph can become a performance
impediment, which is why we suggest considering only a subset of essential routes if performance is of higher priority.
The largest model with 300 instances took about 1 h to build. But once the model is built, inference can be performed
independently often. Even updating individual beliefs of component failures can be done directly to the respective nodes
if needed, without rebuilding the whole Bayesian network.
A particular modeling challenge is the potential lack of accurate availability data (failure probabilities). Acquiring accu-

rate failure data is a non-trivial task for rare events, which require a large number of observations to conclude statistical
significance. However, this issue can be addressed in several ways. First, many vendors already provide mean time to
failure (MTTF) information for their software or hardware components. Secondly, cloud providers host larger numbers of
hardware components in their data centers, which are constantly monitored, providing significant amounts of data also
for rare events.34 Thirdly, for yet unobserved failures of highly available components, one can use rare event analysis (an
active research area) in conjunction with expert knowledge acquisition to incorporate prior beliefs first and later refine
the estimate with observation during mission time.
Moreover, our model does not consider the effects of long-running requests and the implications of component failures

and recoveries during a longer execution time. This would require a dynamic Bayesian network approach35,36 to model
the time dimension, bringing new challenges w.r.t. model assumptions, which might require additional implementation
details of the particular replication protocol, increasing the model complexity. Therefore, we consider this challenge as
future work.

7 RELATEDWORK

Modeling complex infrastructures is subject to various areas of reliability engineering.13,18,37,38 Jammal et al.14 provide
a hierarchical infrastructure model for cloud services with Petri nets as an evaluation framework. They consider fault
propagation within a hierarchical infrastructure model supporting redundant cloud services with a one-out-of-n fault
tolerance semantic. However, they do not consider network communication.
Ghosh et al.,16 and Narayanan et al.38 consider a k-out-of-n redundancy model for their instances; however, their

infrastructure model only considers fault-independent compute nodes or data centers, respectively.
The Palladio Component model39,40 provides a holistic modeling approach to evaluate the performance and availabil-

ity of complex software systems unifying hard- and software into one model. However, the Palladio availability model
supports only a one-out-of-n redundancy model and cannot model quorum requirements.
There are several methods to evaluate the availability of a system, among which Bayesian networks have gained large

acceptance within the industry and research.41–44
Bobbio et al.28,45 demonstrated the applicability and superiority of Bayesian networks inmodeling and evaluating equiv-

alent fault trees.26 Moreover, Boudali and Dugan35,36 showed how to use dynamic Bayesian networks to model dynamic
fault trees as well, effectively proving that the Bayesian network formalism is powerful enough to cover all non-state
space models.
Bennacer et al.15 use Bayesian networks for network diagnostics by introducing a case-based reasoning inference

approach to increase diagnostic performance for large-scale Bayesian network models. While they only focus on
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network communication, they provide a tailored inference technique for efficient diagnostics of root causes, which can
also be combined with our Bayesian network model when diagnostics is of interest.
Pitakrat et al.46 use Bayesian networks for online failure predictions ofmicroservice applications. The Bayesian network

represents the interconnection between themicroservice instances and updates the fault probabilities of the services based
on the online monitoring of performance metrics. They consider fault propagation between services; however, replication
is not considered.
In summary, a Bayesian network modeling approach, covering a wide range of redundant and replicated services

that also includes cascading and correlated faults caused by dependent infrastructure and network communication,
was missing.

8 CONCLUSION

This work introduced a Bayesian network availability model for redundant and replicated services. The Bayesian net-
work model unifies the fault aspects defined within a high-level model description of the service. The high-level model
consists of three sub-models: a fault dependency graph to express the failure relation between components of the infras-
tructure and execution environment, a network model to address communication and network partitioning failures, and
a model to define fault-tolerance requirements of the service. We show how to translate the high-level model into one
Bayesian network to compute the expected availability. Finally, evaluations demonstrate the feasibility of the Bayesian
network approach to represent and assess the availability of large-scale service with hundreds of fault influences and
service instances.
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