
   

 

Supplementary Material 

 

Supplementary Figure 1: Detailed definition of the simulation environment for use in OpenAI Gym 

– definition of the continuous action space and observation (or state).  

 

 

Supplementary Figure 2: Detailed definition of the simulation environment for use in OpenAI Gym 

– definition of reward and done condition (end of a learning episode).  
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Supplementary Figure 3: Detailed definition of the simulation environment for use in OpenAI Gym 

– definition of the info. 

 

 

Supplementary Figure 4: Detailed description of the real-time pipeline for supervised learning of a 

human feedback policy function (fully connected neural network).  
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Supplementary Figure 5: Optimized replay buffer for training the human feedback policy via a fully 

connected neural network. 

 

 

Supplementary Figure 6: Fully connected neural network for the human feedback policy.  
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Supplementary Figure 7: Deep deterministic policy gradient network architecture consisting of 

actor-critic neural networks. 


