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Vorwort 

Digitale Forschungsinfrastrukturen sind wichtige Werkzeuge, um bahnbrechende Forschungsergeb-
nisse zu ermöglichen und damit Antworten auf gesellschaftliche Herausforderungen zu finden. Der 
Anspruch des Landes ist es, allen Wissenschaftlerinnen und Wissenschaftlern in Baden-Württemberg 
mit leistungsfähigen Forschungsinfrastrukturen optimale Rahmenbedingungen für innovative und 
exzellente Forschung zu bieten. An diesem Anspruch orientiert sich auch die Landesstrategie für das 
High Performance Computing, im Dialog mit der Spitzenforschung die notwendigen erstklassigen 
Infrastrukturen aufzubauen, verlässlich zu gestalten und durch geeignete Support- und 
Fortbildungsstrukturen zu unterstützen. 

Um das gesamte Leistungsspektrum abzudecken und eine optimale Betreuung der Nutzerinnen und 
Nutzer sicherzustellen, leben unsere Rechenzentren eine Kultur der Zusammenarbeit. Diese 
Kooperationskultur ist das Ergebnis des gemeinsamen Wirkens vieler engagierter Menschen. Im 
Namen des Ministeriums für Wissenschaft, Forschung und Kunst danke ich allen Beteiligten für ihr 
außerordentliches Engagement und ihren Einsatz für die besten Lösungen. 

Lassen Sie uns diesen Weg auch zukünftig gemeinsam mit landesweiten Kooperationen erfolgreich 
gehen. Nur durch eine vertrauensvolle Zusammenarbeit und selbstbestimmte Gestaltung können wir 
die Chancen der digitalen Zukunft optimal nutzen. 

Wesentlich für den Erfolg ist, dass die hochschulübergreifende Zusammenarbeit auch den 
fortwährenden Dialog zwischen Betreibern und Nutzenden einschließt, der auf beiden Seiten das 
Bewusstsein für die Möglichkeiten und Bedürfnisse des anderen schärft. Für den gelebten Austausch 
ist das bwHPC-Symposium ein wichtiges Format. Eine starke Einbindung der Nutzerinnen und Nutzer 
in die Konzeption und Gestaltung der Infrastrukturdienste ist unerlässlich, um das volle Potenzial der 
digitalen Werkzeuge bestmöglich auszuschöpfen. Mit Blick auf die bestehenden digitalen 
Infrastrukturen im Land ergeben sich daraus weitergehende Anforderungen, wie z. B. die Integration 
von Werkzeugen zur Datenanalyse, das Management und die Archivierung von Forschungsdaten 
sowie die Berücksichtigung neuer methodischer Ansätze. Eine fortlaufende Weiterentwicklung der 
digitalen Forschungsinfrastruktur bleibt essentiell, um den geeigneten Rahmen für eine exzellente, 
international konkurrenzfähige Forschungslandschaft zu setzen. 

Dr. Raphael Dorn 
Ministerium für Wissenschaft, Forschung 
und Kunst des Landes Baden-Württemberg 
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Grußwort zum 8. bwHPC Symposium 

Das 8. bwHPC Symposium brachte erstmals die HPC Community des Landes Baden-Württemberg 
an das Höchstleistungsrechenzentrum der Universität Stuttgart (HLRS). Das HLRS ist ein zentraler 
Bestandteil des baden-württembergischen Landeskonzeptes für das Hoch- und Höchstleistungs-
rechnen. In seiner doppelten Rolle als Bundeshöchstleistungsrechenzentrum und als Ankerzentrum 
für das Land Baden-Württemberg stellt das HLRS die Schnittstelle zwischen der obersten Ebene des 
Höchstleistungsrechnens und dem Bereich des Hochleistungsrechnens dar. Insbesondere die 
Problematik der Durchlässigkeit und der Schulung stehen bei dieser Schnittstellenfunktion im 
Vordergrund. Aspekte des nationalen und europäischen Hoch- und Höchstleistungsrechnens und ihr 
Einfluss auf die wissenschaftliche Benutzergruppen waren daher ein Fokus der Veranstaltung. 

Während Computersimulationen in den letzten Jahrzehnten das Hoch- und Höchstleistungsrechnen 
dominiert haben, sind in den letzten Jahren die Themen Large Data und Artificial Intelligence stärker 
in den Fokus gerückt. Beide neuen Konzepte erfordern eine flexible Reaktion der Betreiberzentren um 
auch in diesen Bereichen das Potential der Hard- und Software für wissenschaftliche Durchbrüche voll 
nutzen zu können. Im Fokus des Symposiums standen daher auch die National ForschungsDaten 
Infrastruktur (NFDI) sowie das Thema der Künstlichen Intelligenz. 

Die Vorträge der Benutzer spiegelten im Symposium die Breite der Anwendungen der 
wissenschaftlichen Community in Baden-Württemberg wieder. Das Programm war zwar noch deutlich 
von klassischen Anwendungen geprägt doch zeigten sich spannende neue Ansätze und Beiträge zu 
neuen Forschungsthemen, die für das Höch- und Höchstleistungsrechnen im Land Baden-
Württemberg in den kommenden Jahren sukzessive erweitern und damit verändern werden. 

Prof. Michael M. Resch 
Höchstleitungsrechenzentrum Stuttgart 
Universität Stuttgart 
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Abstract 

In metagenomics analysis, one common approach involves aligning sequencing reads against a 
protein reference database and subsequently binning those reads into taxonomic and functional 
categories. Here we discuss the use of the DIAMOND+MEGAN pipeline for this purpose and report 
on work that we have done with the help of BinAC (also de.NBI) to compare the performance of 
DIAMOND+MEGAN using two different protein reference databases. We showed that, while NCBI-nr 
is more comprehensive, the AnnoTree database is a good alternative when only prokaryotic 
microbiome members are of interest. 

 

1. Introduction 

For metagenomics analysis, one approach is to align sequencing reads against a protein reference 
database and then to bin those reads into taxonomic and functional categories. This can help to answer 
the question of which organisms are present and what functional potential they hold. This is embodied 
in the DIA- MOND+MEGAN approach [1, 2], in which reads are initially aligned against the NCBI-nr 
protein reference database using DIAMOND [3] and then binned into taxonomic and functional 
categories using MEGAN [4, 5]. MEGAN provides algorithms for analysing short- and long-read reads, 
and allows the user to interactively explore that data using interactive plots, alignment visualizations, 
gene-centric assembly, and many other techniques. The current computational bottleneck of this 
approach is the size of the NCBI-nr database [6], which as of today contains 536,937,122 entries. 
Further, NCBI-nr contains protein sequences from all domains of life, while researchers working on 
microbiomes are often focused on the prokaryotic aspect (Bacteria and Archaea). 

Because of this, we are interested in considering alternatives to the full NCBI-nr database. Hence, we 
explored the use of the AnnoTree [7] database, which contains protein sequences for Bacteria and 
Archaea, based on the annotation of genomes from the GTDB database [8]. And in our study, we 
found that AnnoTree is only 1/4 the size of full NCBI-nr, while showing similar alignment rates and 
higher assignment rates, and calculations only take half as long, as compared to using the prokaryotic 
part of NCBI-nr [9] (While for the dataset used for this extended abstract AnnoTree run is 3.4 times 
faster than the NCBI-nr run. This is due to the increased number of protein entries in the NCBI-nr 
database compared to the one used in the original paper. Additionally, it’s worth noting that the 
reported time in this instance is based on real-time measurements reported by software, whereas the 
paper [9] presented CPU time). 
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2. Summary of the study 

In our study [9], we used 10 samples (9 short- and 1 long-reads) from different environmental sources 
like seagrass, river, skin, bioreactor, etc., and different sequencing technology. We also used one 
mock community long-read dataset, MBARC-26 [10], consisting of 23 bacterial and 3 archaeal strains. 

We setup the protein FastA file and mapping file for AnnoTree required by the DIAMOND+MEGAN 
pipeline from data provided on the AnnoTree download page. The NCBI-nr FastA file was downloaded 
from NCBI-FTP and the mapping file for MEGAN was obtained from the MEGAN download page. 

We carried out DIAMOND+MEGAN runs on all the datasets, comparing both against AnnoTree 
(referred to as AnnoTree runs) and against the prokaryotic part of NCBI-nr (referred to as NCBI-nr 
runs). 

On the mock community, both types of runs resulted in taxonomic profiles with very few false positives 
(5 for NCBI-nr run and 2 for AnnoTree). On the real metagenomics samples, DIAMOND was able to 
align more than 51% of reads, with nearly 1% more reads aligned by DIAMOND against the AnnoTree. 

DIAMOND-generated alignment files were processed by MEGAN to assign reads to the NCBI 
taxonomy 

[11] and the GTDB-taxonomy, the EC [12], eggNOG [13], InterPro [14], KEGG [15], and SEED [16] 
functional categories. For both runs, we observed similar assignment rates, with some categories 
(GTDB, eggNOG, KEGG) showing an overall higher assignment rate for the AnnoTree run. 

We further carried out a read-wise comparison of these assignments between both runs. On the NCBI- 
taxonomy, the two types of runs agree to 30 to 60% of all reads, with only a small percentage of reads 
assigned incompatibly to different lineages. For GTDB, a taxonomy higher assignment rate (≈ 99%) 
was observed for the AnnoTree runs, and there was a decrease in the level of conflicting assignments 
for most data sets. Also, for the KEGG functional category, the AnnoTree run show a much higher 
assignment rate of aligned reads. 

Looking at CPU time used, an NCBI-nr run takes twice as long for alignment compared to an AnnoTree 
run, on average (Moreover, for the dataset used in this extended abstract, an NCBI-nr run takes 4.4 
times longer than an AnnoTree run, possibly due to the increased database size. The time reported 
here is based on real-time measurements provided by DIAMOND, while the paper [9] presented CPU 
time). 
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3. Usage of BinAC and example workflow 

We used BinAC to carry out the initial pre-processing of the datasets for our study and for generating 
the required files needed by the DIAMOND+MEGAN pipeline. Below we show how can one use BinAC 
(General workflow Figure 1) to carry out a DIAMOND+MEGAN analysis. 

 

 

Figure 1: Workflow. The figure illustrates the general workflow for conducting a DIAMOND+MEGAN 
analysis on BinAC. The process begins with data retrieval from NCBI-SRA, followed by obtaining the 
respective databases for AnnoTree and NCBI-nr. Subsequently, quality control and preprocessing 
steps are implemented. The workflow then proceeds to the alignment phase using the preprocessed 
files and DIAMOND. The alignment results are then processed by MEGAN6 (daa-meganiser). Finally, 
the files are served by MeganServer, allowing for interactive analysis through the MEGAN6 GUI. The 
key distinguishes tasks performed on BinAC’s side from those carried out on the user’s laptop or end. 

 

3.1 Data and databases 

Here we use a whole genome shotgun metagenomic dataset set from the Human Microbiome Project 
(HMP) [17, 18] belonging to the healthy human subjects (HHS) cohort SRS011405 
(https://www.ncbi.nlm.nih. gov/sra/SRX023992). It has two sequencing runs, their respective SRR ids 
are SRR061164 and SRR061166. Samples were downloaded using the NCBI SRA toolkit and fastq-
dump. Below is the PBS script that was used for downloading the sample. In it, we indicate that we 
need 1 node with 1 core (nodes=1:ppn=1) and a wall-clock time of 10 hours (walltime=10:00:00). More 
information on the syntax of PBS can be found on the BinAC wiki pages 
https://wiki.bwhpc.de/e/BinAC/Quickstart_Guide. We used --split-3 to download or generate separate 
paired reads. The variable wd determines the working directory for file storage.  

#PBS -N SRRDataDownload 
#PBS -l nodes=1:ppn=1 
#PBS -l walltime=10:00:00 
#PBS -S /bin/bash 
#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 
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wd="AbsolutePathToWrokingDirectory" 
fq="AbsolutePathTosratoolkit/sratoolkit.3.0.2-ubuntu64/bin/fastq-dump" 

echo ">>>>>>>>>>>>>>>>>>>>> downloading data >>>>>>>>>>>>>>>>>>>>" 

cd $wd 
$fq --split-3 SRR061164 
$fq --split-3 SRR061166 

We submitted a short job using qsub -q short SRRDataDownload.sh. The whole PBS script is present 
in a file with the name SRRDataDownload.sh. It took 01:38:52 (Table 1) to download both SRR 
accession files.  

For generating indices, a FastA file for AnnoTree was downloaded from the MEGAN-AnnoTree 
download page using the command wget https://software-ab.cs.uni-tuebingen.de/download/ megan-
annotree/annotree.fasta.gz, and an NCBI-nr file was downloaded using command wget https: 
//ftp.ncbi.nlm.nih.gov/blast/db/FASTA/nr.gz. Since NCBI-nr is large, we used a short job to down- load 
it. We also require nodes.dmp and names.dmp to add taxon node and taxon name information to the 
index. Both files are present in the taxdmp.zip, which is downloaded using the following command 
wget https://ftp.ncbi.nlm.nih.gov/pub/taxonomy/taxdmp.zip. We also need prot.accession2taxid.FULL 
mapping information, which can be obtained using the command wget https://ftp.ncbi.nlm.nih.gov/ 
pub/taxonomy/accession2taxid/prot.accession2taxid.FULL.gz.  

The files nodes.dmp, names.dmp, and prot.accession2taxid.FULL are only required if you want to 
restrict DIAMOND alignment to bacteria and archaea. 

 

3.2 DIAMOND Index generation 

Next, we generated the DIAMOND index using the above mentioned database files. DIAMOND (ver- 
sion:v2.0.15.153) was downloaded using the following command wget https://github.com/bbuchfink/ 
diamond/releases/download/v2.0.15/diamond-linux64.tar.gz.  

For the NCBI-nr index we use the below mentioned PBS script, indicating that we need 1 node with 
28 cores (nodes=1:ppn=28) and a wall-clock time of 14 hours (walltime=14:00:00). The variable temp 
determines the path to the temporary directory required by DIAMOND. We use the makedb command 
of DIAMOND and files are provided using the mentioned flag. We also used --taxonmap (for 
prot.accession2taxid.FULL), --taxonnodes (for nodes.dmp), --taxonnames (for names.dmp), and -t (for 
temporary directory path).  

#PBS -N nrIndex 
#PBS -l nodes=1:ppn=28 
#PBS -l walltime=14:00:00 
#PBS -S /bin/bash 
#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 

wd="AbsolutePathToWrokingDirectory" 
diamond="AbsolutePathToDIAMOND/diamond" 
taxdmp="AbsolutePathToDIAMOND/taxdmp/" 
temp="AbsolutePathToTemporarayDirectory/" 

echo ">>>>>>>>>>>>>>>>>>>>> [diamond] makedb >>>>>>>>>>>>>>>>>>>>" 
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$diamond makedb --in ${wd}nr.gz -d ${wd}nr.dmnd \ 
--taxonmap ${wd}prot.accession2taxid.FULL \ 
--taxonnodes ${taxdmp}nodes.dmp --taxonnames ${taxdmp}names.dmp -t ${temp} 

This is submitted using qsub -q short makeIndexnr.sh. The whole PBS script is present in a file with 
the name makeIndexnr.sh. It took 04:52:42 (Table 1) to generate the NCBI-nr index.  

Similarly, we used the below PBS script to generate the AnnoTree index, the main change is in the re- 
quested wall-clock time, which is one hour (walltime=01:00:00). The options --taxonmap, --
taxonnodes, --taxonnames are not used.  

#PBS -N AnnoTreeIndex 
#PBS -l nodes=1:ppn=28 
#PBS -l walltime=01:00:00 
#PBS -S /bin/bash 
#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 

wd="AbsolutePathToWrokingDirectory" 
diamond="AbsolutePathToDIAMOND/diamond" 
temp="AbsolutePathToTemporarayDirectory/" 

echo ">>>>>>>>>>>>>>>>>>>>> [diamond] makedb >>>>>>>>>>>>>>>>>>>>" 

$diamond makedb --in ${wd}annotree.fasta.gz -d ${wd}annotree.dmnd -t ${temp} 

This is submitted using qsub -q short makeAnnoTreeIndex.sh. The whole PBS script is present in a 
file with the name makeAnnoTreeIndex.sh. It took 00:20:47 (Table 1) to generate AnnoTree index. 

 

3.3 Data pre-processing 

We used KneadData for pre-processing of FastQ files to remove any contamination, low-quality reads, 
etc. We installed KneadData (version:v0.12.0) via Conda and downloaded Trimmomatic (version:0.39) 
[19]. We used the hg37 and human contamination database to remove human reads and 
contamination. It was downloaded using the command kneaddata database --download human bow 
tie2 $DIR, where $DIR is the path to the directory where you want to store database. Below is the PBS 
script we use for processing sample SRR061164, another sample can be processed in the same way, 

Table 1: BinAC Submitted Job Statistics. For each run, we report the job name, the script name, 
num- ber of node requested (nodes), number of core requested (ppn), wall-clock time requested WR 
(HH:MM:SS), and wall-clock time used by job for completion WC (HH:MM:SS).  

JobName ScriptName nodes ppn WR WC 
SRRDataDownload fordataDownload.sh 1 1 10:00:00 01:38:52 

nrIndex makeIndexnr.sh 1 28 14:00:00 04:52:42 
AnnoTreeIndex makeIndexAnnoTree.sh 1 28 01:00:00 00:20:47 

kneaddata SRR061164 kneaddata SRR061164.sh 1 28 10:00:00 00:33:27 
kneaddata SRR061166 kneaddata SRR061166.sh 1 28 10:00:00 00:37:47 

DM SRR061164 dm nr SRR061164.sh 1 28 48:00:00 20:17:58 
DM SRR061164 dm nr SRR061166.sh 1 28 48:00:00 20:33:29 

DM SRR061164 Annotree dm annotree SRR061164.sh 1 28 48:00:00 05:40:09 
DM SRR061166 Annotree dm annotree SRR061166.sh 1 28 48:00:00 06:15:07 
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you can also process more than one sample in a single PBS script but you need to take care off the 
wall-clock time parameter. In the script we indicate that we need 1 node with 28 cores 
(nodes=1:ppn=28) and a wall-clock time of 10 hours (walltime=10:00:00). Variables r1 and r2 store the 
paired-end reads file absolute path, variable trimmo contains the absolute path to the Trimmomatic 
installation directory and kd db contains the absolute path to the hg37 and human contamination 
database. 

#PBS -N kneaddata_SRR061164 
#PBS -l nodes=1:ppn=28 
#PBS -l pmem=4gb 
#PBS -l walltime=10:00:00 
#PBS -S /bin/bash 
#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 

source AbsolutePathToCondaInstallationDirectory/anaconda3/etc/profile.d/conda.sh 
conda activate kneaddata 

wd="AbsolutPathToWrokingDirectory" 
r1="AbsolutPathToReadsFile/SRR061164_1.fastq" 
r2="AbsolutPathToReadsFile/SRR061164_2.fastq" 
trimmo="AbsolutPathToTrimmomaticInstallationDirectory/Trimmomatic-0.39" 
sample="SRR061164" 
kd_db="AbsolutPathToindexDirectory" 

echo ">>>>>>>>>>>>>>>>>>>>> [kneaddata] pe >>>>>>>>>>>>>>>>>>>>" 
kneaddata --input1 $r1 --input2 $r2 \ 
 --output ${wd}${sample} -t 28 \ 
  --run-fastqc-start --reference-db ${kd_db} --trimmomatic $trimmo \ 
  --trimmomatic-options=" Your Trimmomatics options " \ 
   --max-memory 40000m --run-fastqc-end --bypass-trf  --reorder 

One important thing to take care of is that we have installed kneaddata in a conda environment so we 
need to run source AbsolutePathToCondaInstallationDirectory/anaconda3/etc/profile.d/conda.sh 
before activating the environment. We can specify Trimmomatic options by using flag --trimmomatic-
options, for more details please check the kneadData https://huttenhower.sph. 
harvard.edu/kneaddata/, and Trimmomatic http://www.usadellab.org/cms/?page=trimmomatic pages. 
We also used --bypass-trf as this just an example, but you can proceed for the removal of tandem 
repeats depending on your data.  

The job was submitted using qsub -q short kneaddata SRR061164.sh. The whole PBS script is present 
in a file with the name kneaddata SRR061164.sh. It took 00:33:27 (Table 1) for run to complete.  

The generated output files were concatenated to a single file by using com- mand cat SRR061164 1 
kneaddata paired 1.fastq SRR061164 1 kneaddata paired 2.fastq SRR061164 1 kneaddata 
unmatched 1.fastq SRR061164 1 kneaddata unmatched 2.fastq >SRR061164.fastq. There are 
different strategies for handling paired-end data, depend on use-case. same was done for sample 
SRR061166. 
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3.4 DIAMOND+MEGAN run 

Finally, the DIAMOND+MEGAN run was carried out by using the PBS script mentioned below, and we 
used MEGAN Ultimate Edition (version:6.24.22, built 12 Apr 2023) for linux from MEGAN6 Download 
Page, downloaded using wget https://software-ab.cs.uni-tuebingen.de/download/megan6/MEGAN_ 
Ultimate_unix_6_24_22.sh. The most efficient way to use DIAMOND is to run it on a single compute 
node, using all threads. In the following, the same instructions can be used to run the Community 
Edition of MEGAN.  

We used 1 node with 28 cores (nodes=1:ppn=28) and a wall-clock time of 48 hours 
(walltime=48:00:00). For the NCBI-nr run DIAMOND alignment was restricted to bacteria and archaea 
(--taxonlist 2,2157: where 2 is for Bacteria, and 2157 is for Archaea). DIAMOND blastx command was 
used. The flag -f 100 instructs DIAMOND to output DAA format (DIAMOND Alignment Archive), -b for 
block size, -t is for the temporary directory. variable diamond stores the absolute path to the DIAMOND, 
megan store path to daa-meganizer, dmnd store path to index, and mdbfile store path to megan-
mapping files. Generated DAA files were processed by MEGAN for binning by using daa-meganizer, 
which is present in the MEGAN installation tools directory, we call this pro- cess meganization. For 
Meganization, we used a mapping file that is obtained from the MEGAN6 download page. For NCBI-
nr run we used megan-map-Feb2022-ue.db (wget https://software-ab. cs.uni-tuebingen.de/download/ 
megan6/megan-map-Feb2022-ue.db.zip) and for the AnnoTree run we used megan-mapping-
annotree-June-2021.db (wget https://software-ab.cs.uni-tuebingen.de/download/megan-annotree/ 
megan-mapping-annotree-June-2021.db.zip). 

#PBS -N DM_SRR061164 
#PBS -l nodes=1:ppn=28 
#PBS -l walltime=48:00:00 
#PBS -S /bin/bash 
#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 

wd="AbsolutPathToWrokingDirectory" 
reads="AbsolutPathToReadsFile/SRR061164.fastq" 
sample="SRR061164" 

diamond="AbsolutePathToDIAMOND/diamond" 
megan="AbsolutePathToReadsDIAMOND/megan/tools/daa-meganizer" 
dmnd="AbsolutePathTonrIndexFile/nr.dmnd" 
output="AbsolutePathToOutputDirectory/" 

mdbfile="AbsolutePathToMEGANMappingFile/megan-map-Feb2022-ue.db" 

echo ">>>>>>>>>>>>>>>>>>>>> [DIAMOND] align to nr >>>>>>>>>>>>>>>>>>>>" 

$diamond blastx -p 28 -d $dmnd -q $reads -o ${output}${sample}.daa -f 100 -b 4\ 
-c 1 -t ${wd} --taxonlist 2,2157 

echo ">>>>>>>>> [MEGAN] MEGANIZING via megan-map-Feb2022-ue.db >>>>>>>>>>>" 

$megan -i ${output}${sample}.daa -mdb $mdbfile -t 28 

#PBS -N DM_SRR061164_Annotree 
#PBS -l nodes=1:ppn=28 
#PBS -l walltime=48:00:00 
#PBS -S /bin/bash 
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#PBS -j oe 
#PBS -o AbsolutePathToLogFile 
#PBS -M YourEmailAddress 

wd="AbsolutePathToWrokingDirectory" 
reads="AbsolutePathToFile/SRR061164.fastq" 
sample="SRR061164" 

diamond="AbsolutePathToReadsDIAMOND/diamond" 
megan="AbsolutePathToDIAMOND/megan/tools/daa-meganizer" 
dmnd="AbsolutePathTonrIndexFile/annotree.dmnd" 
output="AbsolutePathToOutputDirectory/" 
mdbfile="AbsolutePathToMEGANMappingFile/megan-mapping-annotree-June-2021.db" 

echo ">>>>>>>>>>>>>>>>>>>>> [DIAMOND] align to AnnoTree >>>>>>>>>>>>>>>>>>>>" 

$diamond blastx -p 28 -d $dmnd -q $reads -o ${output}${sample}.daa -f 100 -b 4\ 
-c 1 -t ${wd} 

echo ">>>>>>>>> [MEGAN] MEGANIZING via megan-mapping-annotree-June-2021.db 
>>>>>>>>>>>" 

$megan -i ${output}${sample}.daa -mdb $mdbfile -t 28 

The only difference between the PBS script for the NCBI-nr run and AnnoTree is the index, and 
mapping files and that we don’t need the --taxonlist flag for the AnnoTree run. The jobs were submitted 
using qsub -q short dm nr SRR061164.sh for the NCBI-nr run and qsub -q short dm annotree 
SRR061164.sh for the AnnoTree run. The whole PBS script is present in the named files. Similar jobs 
for sample SRR061166 were submitted. In Table 2, we report on DIAMOND alignment for samples 
SRR061164 and SRR061166 against NCBI-nr and AnnoTree, and in Table 3, we report on 
meganization of the alignments against NCBI- nr and AnnoTree. 

Table 2: DIAMOND alignment for sample SRR061164, and SRR061166 against NCBI-nr and 
AnnoTree. For both the NCBI-nr and AnnoTree runs on the SRR061164, and SRR061166 short-read 
samples, we report the number of reads, the number of aligned reads, the total number of alignments, 
and the real time required (in minutes, reported by DIAMOND). 

Run Sample Reads Aligned Alignments Time 
NCBI-nr SRR061164 58,473,295 47,262,780 981,477,133 1,050.40m 

AnnoTree SRR061164 58,473,295 44,676,509 705,639,919 222.06m 
NCBI-nr SRR061166 59,097,591 46,922,500 970,394,311 1,059.92m 

AnnoTree SRR061166 59,097,591 44,606,308 697,445,398 254.276m 
 

Table 3: Meganization of alignments against NCBI-nr and AnnoTree. For both the AnnoTree and 
NCBI-nr runs on the SRR061164, and SRR061166 short-read samples, we report the number of 
aligned reads, and the number of reads assigned to the NCBI and GTDB taxonomies, and to the EC, 
EGGNOG, INTERPRO, SEED, and KEGG functional classifications. We also report the time required 
for meganization of each file (reported by daa-meganizer). 

Run Sample Aligned Taxonomy GTDB EC EGGNOG INTERPRO SEED KEGG Time 
NCBI-nr SRR061164 47,262,780 43,290,410 39,524,786 8,395,046 15,138,478 15,413,493 11,663,174 15,726,592 166.668m 

AnnoTree SRR061164 44,676,509 40,654,907 40,610,772 7,659,943 16,732,698 17,057,298 11,169,402 19,115,257 117.87m 
NCBI-nr SRR061166 46,922,500 42,231,682 38,600,797 8,305,174 14,713,798 14,928,688 11,510,802 15,453,216 172.77m 

AnnoTree SRR061166 44,606,308 39,722,656 39,691,627 7,497,388 16,198,287 16,583,549 10,984,994 18,748,077 120.02m 
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Figure 2: Comparative View. The NCBI taxonomy comparative view of short-read samples for 
SSR061164 and SSR061166 in NCBI-nr, and AnnoTree run, projected to the genus level. 

We ran an instance of MeganServer [20] on BinAC to serve the meganized DAA files via HTML to an 
instance of MEGAN running on a personal MacBook Pro laptop. Figure 2 shows the default NCBI- 
taxonomy viewer of MEGAN with samples rank projected at the genus level. We used MEGAN 
Ultimate edition but the above commands are also applicable in the MEGAN Community edition. For 
more details on how to carry out the different types of analysis using MEGAN, one can follow the 
protocol by Gautam et al [1] or Caner et al [2]. Additionally, consult the MEGAN manual available at 
https://software-ab. cs.uni-tuebingen.de/download/megan6/manual.pdf.  

This report uses a more recent NCBI-nr release than the one used in our paper describing the use of 
AnnoTree. Now, the alignment rate of NCBI-nr is higher than compared to the alignment rate using 
AnnoTree. A new release of AnnoTree is expected in 2024 and we anticipate that will improve the 
alignment rate when using AnnoTree.  
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Abstract 

This contribution describes a proof of concept for the archival of the entire life cycle of the data, the 
analysis code, and the necessary software stack of an analysis realised during a typical PhD or master
 thesis in experimental High Energy Physics. Altogether, the derived datasets, the container 
with the appropriate software, and the dedicated analysis code are wrapped together into a dataset 
and stored on an appropriate long-term storage, e.g. on the S3 storage of the bwSFS (Baden-
Württemberg – Storage for Science) hosted in the computing centres of the University of Freiburg and 
Tübingen. A database keeps track of the individual datasets, so that based on the author’s name, the 
thesis title, or the doi of the considered thesis, the corresponding dataset can be pulled up. 
Furthermore, it is described how the setup can be generalised to be utilised for the entire physics 
department at the University of Freiburg. 

1. Introduction 

A typical physics analysis for a PhD thesis, in the field of experimental High-Energy Physics (exp. 
HEP) at an LHC experiment like the ATLAS experiment, evaluates currently input data of the order of 
40 PB. This corresponds to the recorded dataset of the LHC Program of Run 2 (2015-2018) and the 
corresponding simulated events. Since, according to the guidelines of the German Research 
Foundation [1], research data has to be archived for at least 10 years, a good compromise has to be 
found for storing the complete dataset and the necessary software tools used for the physics analysis 
of a PhD or master thesis considering the available storage capacity. The analysis workflow of the 
LHC experiments foresees a data analysis with an appropriate data reduction on the world wide LHC 
computing grid (WLCG). The fundamental idea of the archival procedure described here, is to store a 
list of the original datasets, the used software stack as docker container and the analysis specific 
software, which has been utilised to provide the reduced datasets. The reduced datasets, the software 
stack used for further analysis steps, as well as analysis specific software has to be archived in 
addition. All items listed can be bundled together, labelled with appropriate metadata and stored in the 
dedicated S3 bucket reserved for thesis data archival. This article is organised as follows. First the 
data size reduction and a suitable folder structure is discussed in detail, together with the software 
suite dtool [2], which is used for bundling the data and the source code and attaching meaningful 
metadata. Then the web front-end, which is implemented with the Python based web framework 
Django [3] and the hardware requirements are described. Before concluding, the generalization of the 
proposed setup is briefly discussed. 

2. Data size 

As described above, the original dataset of about 40 PB is not suitable to be stored for each thesis 
individually. Therefore, the thesis data archival has to start with a reduced dataset. This dataset has 
to be produced on the WLCG. Once an analysis specific reduced dataset is available, it has to be 
downloaded to the local storage system. A typical thesis, analysing ATLAS data [4] from LHC Run2 
(2015-2018), is based on ∼ 10 TB reduced datasets. Usually, another analysis step applies the final 
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selection and creates further output data and files with histograms. The output data is usually of order 
of 5-10 GB and is used to create additional histograms or as input data for further statistical analysis 
such as high dimensional likelihood. This data amounts to another data volume of about 1 GB. These 
final analysis steps hardly contribute to the total amount of roughly 10 TB per thesis. An overview of 
the single steps is shown in Fig. 1. 

 

 

 

 

 

 

Figure 1: Data sizes of input and output data of a typical ATLAS analysis. 

 

 

 

 

 

Table 1: List of the data sizes of all components of a physical analysis. The sum is dominated by the 
input dataset size. 

In addition to the datasets, the source code of the user analysis, and the appropriate software stack 
has to be archived. Table 1 summarises the total amount of data. The overall sum is still dominated 
by the input dataset size. The ATLAS computing model for Run-3 (2022-2025) foresees comparable 
data sizes, although larger amounts of data are expected, this can be achieved through more 
aggressive data reduction during the data processing on the WLCG. 

3. Data structure 

All components of the analysis have to be archived together, so that when examining a thesis, both 
data and source code are available and the respective result can be reproduced. The proof of concept 
described here is based on dtool, a software suite dedicated for managing scientific data. dtool allows 
to freeze a dataset and provides a command line interface to label a dataset with appropriate metadata. 
Only three steps are necessary to create a dtool dataset 

1. create a so called “proto dataset” 

2. add data and metadata to this “proto dataset” 

3. convert the “proto dataset” into a dataset by “freezing” it 

During the creation of the “proto dataset”, the metadata in the upper (grey) box in Fig. 2 is generated 
automatically. Then the data which should be archived has to be moved or copied to the data directory 
in the “proto dataset”. A proposed data structure is shown in the lower (yellow) box in Fig. 2. 

 

item data size [GB] 
reduced data set from WLCG 10,000 
software stack - docker image 5 
source code user analysis « 1 
local output data 5 - 10 

plots and fit results 1 

sum 10,015 
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Figure 2: Data structure of a dtool dataset. The directory called .dtool contains the hidden metadata 
which is created automatically by the dtool software and should not be edited by the user [2]. The 
README.yml file contains user defined metadata, which should describe the dataset, it can be read 
and modified by the Python API. The items of the dataset are stored in the directory named data. The 
lower (yellow) box shows the proposed structure to store all components of the analysis. Sometimes 
a PhD thesis consists of more than one analysis, in such a case one needs to number the analyses. 

 

The items in the dataset descriptive metadata are created based on a predefined template. This 
template can be customised in such a way that each user is able to create valid and meaningful 
metadata for the dataset. Figure 3 shows an example of the process of generating the metadata based 
on a tailor-made template of the thesis archival. 

 

 

 

 

 

 

 

Figure 3: Example of creating metadata with a tailor-made template for the thesis archival use case. 

dtool provides support for storages systems as S3, Azure, ECS S3, and iRODS. A Python Application 
Programming Interface (API) allows to manage the datasets and read and overwrite the metadata. 
These functionalities are quite convenient because the setup of the proof of concept described here, 
is designed to store data in the S3 data store of the bwSFS [5] storage system at the University of 
Freiburg and Tübingen. The setup requires to be able to adjust the metadata, because important 
entries as the doi or the final submission date of the thesis might be unknown when freezing the 
dataset. 
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4. Web frontend 

The dataset selection as well as metadata maintenance should be able to be done centrally via a 
simple and intuitive web interface. The Python based web framework Django allows to create such a 
web front-end with a few lines of code. It keeps the data within any preferred database and provides 
a user administration for admin users (privileged permissions) and normal users (unprivileged 
permissions). The data from the database is published on the web front-end via so called views, 
following the model–template–views (MTV) architectural pattern. [6] The big advantage of using 
Django instead of any php based web front-end, is the simple integration of dtool’s Python API. This 
allows to synchronise the metadata of the datasets with the data stored in the Django database. The 
initial ingest to the Django database is carried out by a synchronisation of the S3 storage and the 
database, when the user is uploading the dataset to the storage. A data steward with privileged access 
is allowed to maintain the metadata via the web interface (see Fig. 4). When the dataset was stored 
long enough (10 years), the web interface of the data steward shows the expiration and the dataset 
can be deleted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Example of the Django admin view (privileged access) for metadata modification. 

 

Unprivileged users (e.g. all members of the University of Freiburg) are allowed to search the Django 
database via a dedicated web site. Figure 5 shows a demonstrator web page with access to a Django 
database preloaded with all PhD theses of the physics department since 2010 (data source: 
FreiDok[7]). 
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5. Hardware requirements 

The web server can be installed on a small virtual  

machine with 4GB RAM, 1 core and 100 GB disk space. It has to be accessible at least from the 
internal network of the University. The web server requires access to the S3 storage back-end, such 
that the metadata from S3 can be read and published on the web server and metadata modifications 
or dataset deletions executed by a privileged user on the web server can act on datasets stored on 
the S3 storage. The Django software and dtool need to be installed on the web server. Since the initial 
dataset creation should be performed by the user, the dtool package together with the template 
providing the appropriate metadata structure has to be present in the working environment of the user, 
ideally pre-installed on the used login nodes. All necessary components are summarised in the sketch 
in Fig. 6 

 

 

 

 

 

 

 

 

 

Figure 5: Example view of a Django web page with access to a database preloaded with all PhD 
theses of the physics department since 2010. 

 

 

 

 

 

 

 

 

Figure 6: Overview of the individual components of this proof of concept. The central component is 
the dtool software package, which provides the necessary command line interface to create meaningful 
metadata during the data archival process, as well as the functionality required for an automated 
synchronisation of the Django database and the available metadata on the S3 storage. 
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6. Generalization 

The success of a proof of concept is usually driven by its flexibility and scalability. Is this setup scalable 
to the entire physics department or even to the entire university? 

Figure 7 shows the number of PhD theses of the physics department since 2010. The golden bars 
show the number of dissertations in exp. HEP and the grey hashed bars are stacked on top of the exp. 
HEP numbers showing the dissertations of other physics groups, which are registered on the 
publication platform FreiDok[7] of the University of Freiburg. There were 34 PhD theses submitted in 
the field of exp. HEP and 180 in total. Considering the 10 TB per thesis, this would amount to a total 
disk space of 340 TB for the exp. HEP community and 1.8 PB for the entire physics department 
assuming that a non HEP thesis requires the same amount disk space as a exp. HEP analysis, which 
is a rather conservative assumption. The number of privileged users can be estimated by the number 
of primary supervisors of the recorded PhD theses integrated over the last 10 years, as shown in Fig. 
8. Django can easily handle order of 50 privileged users. 

Since Django provides a user administration interface, each working group within the physics 
department can have its own privileged user, who is responsible to maintain the metadata of the thesis 
datasets and executes the final dataset deletion once or twice a year. 

 

Figure 7: Number of recorded PhD theses 
since 2010, exported from FreiDok [7]. There 
were 34 PhD the- sis submitted in the field of 
exp. HEP and 180 in total in the physics 
department. 

 

 

 

 

 

Figure 8: Integrated number of primary theses 
super- visors since 2010. In total there are 42 
supervisors (grey triangles), 4 of them (golden 
circles) belong to exp. HEP (data source 
FreiDok[7]). 

 

 

 

7. Conclusion  

A rather simple setup has been presented, which fulfils the requirements to archive the datasets, 
software stack, and the user analysis code of exp. HEP theses. This makes use of well-established 
software packages: Django and dtool. The datasets are searchable in a web interface. The chosen 
implementation allows to both monitor the age of a given dataset and to delete it centrally via the web 
interface. The built-in functionality of a user management allows to scale the setup to other 
communities, if the capacity of the storage system is big enough. 
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Abstract 

Earth system models of intermediate complexity, like the Planet Simulator (PlaSim), can be used for 
studying the long-term climate response to external forcing, for example, from greenhouse gas 
emissions. The equilibrium climate sensitivity (ECS) quantifies this response and is one of the most 
important parameters to project future global warming. Convective parameterization plays a key role 
for the hydrological cycle of atmospheric general circulation models such as PlaSim, but its influence 
on ECS remains uncertain. The aim of this study is to investigate the influence of two different 
convection schemes on the ECS in PlaSim. To achieve this goal, we implement a simple Tiedtke 
convection scheme (following Molteni [1]) in PlaSim and tune the model. The results show that the 
new scheme reduces the ECS compared to the operational Kuo scheme. Five of eight configurations 
yield ECS values which are within the very likely range obtained from more complex climate 
simulations. In addition to the convection scheme, we identify other parameters, like the horizontal 
heat diffusion that influence the ECS in PlaSim. 

1. Introduction 

Numerical climate models provide a unique toolbox to investigate future climate scenarios under global 
warming. In addition, they are used to investigate the behaviour of the climate system and its key 
mechanisms. Physics-based models are invaluable in providing the scientific base for policies tackling 
anthropogenic warming [2]. A downside of the most comprehensive model types, like Atmospheric 
General Circulation Models (AGCMs), is their high computational cost. This limits the applicability for 
multi-centennial or longer simulations, which are crucial for investigating the long-term climate 
response. In contrast, AGCMs with simpler parameterization schemes, classified as Earth System 
Models of Intermediate Complexity, like the Planet Simulator (PlaSim) [3, 4], have an increased 
computational efficiency, while still retaining a desired level of accuracy. The results depend on the 
chosen parameterization schemes and their level of complexity. The parameterization of clouds and 
deep convection is considered a large uncertainty in these models [5]. Equilibrium climate 
sensitivity (ECS) is a central quantity for describing how sensitive Earth’s climate system is to changes 
in radiative forcing. It is defined as the temperature change following an instantaneous doubling of 
atmospheric CO2 concentrations and after having reached a new equilibrium [6]. The IPCC 6th 
Assessment Report (AR6) [7] concludes that the ECS is very likely (≥ 90 %) in the interval of 2 ◦C to 5 
◦C, 33  likely (≥ 66 %) in the interval of 2.5 ◦C to 4 ◦C, virtually certain (≥ 99 %) above 1.5 ◦C and has 
the best estimate of 3 ◦C. Despite large efforts to reduce the uncertainty, especially on the upper 
bound, ECS remains 35 a major source of uncertainty in climate projections [8]. We investigate the 
climate sensitivity in PlaSim and its dependence on convective parameterization. To this end, we 
implement a new convection scheme in PlaSim and tune it to present-day climate. We compare it to 
the existing Kuo convection scheme [9, 10]. Moreover, we study how PlaSim’s ECS depends on certain 
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parameters like the horizontal heat diffusion, which plays a key role in obtaining reliable simulations 
for present-day climate [11]. 

 

2. Theory and methods 

2.1 Planet Simulator 

This work uses a modified PlaSim version, called PaleoPlaSim1. It contains updates in several model 
compartments and was designed for long transient simulations [12]. PlaSim’s dynamical core is a 
simplified General Circulation Model (GCM) called PUMA, which solves the wet primitive equations in 
the atmosphere [3, 4]. Here, all simulations apply a T21 (5.63◦×5.63◦) or T42 (2.81◦×2.81◦) spectral 
resolution combined with 10 vertical layers. PlaSim has a modular structure, which allows selecting 
subsets and coupling them to the atmospheric GCM [13]. For this work, only the mixed layer (ML) 
ocean and the sea ice module were considered. The ML ocean module in PlaSim uses a mixed layer 
model with constant thickness to simulate the sea surface temperatures (SSTs) and other related 
oceanographic quantities [13]. In contrast, for an atmosphere-only  simulation, the SSTs are prescribed 
from climatology. The same holds for the sea ice distribution, which can either be prescribed from 
climatology or simulated by the sea ice module, which uses a thermodynamic sea ice model, based 
on a zero layer model [11]. Many physical processes, which are not resolved in PlaSim are included 
by simplified parameterizations. Further details on the model can be found in the PlaSim reference 
manual [4] and the PaleoPlaSim documentation [12]. 

 

2.2 Convective parameterization in PlaSim 

The vertical distribution of latent heat and moisture in the atmosphere is mainly driven by cumulus 
convection. Therefore, it is of crucial importance to adequately describe this process within a GCM. 
However, the spatial extent of cumulus clouds is O(1 km), whereas T42/T21 GCM resolution implies 
O(500 km) grid cells. This necessitates including collective effects of an ensemble of convective clouds 
with parameterization schemes [5]. The deep cumulus convection in PlaSim is parameterised by a 
modified version of the standard Kuo convection scheme [9, 10]. Here, the main drivers for cumulus 
convection are moisture convergence into one grid column plus the surface evaporation from below 
and the temperature differences between the cloud air and the surrounding air [4, 9, 10]. Because of 
its simplicity, it has been widely used. However, due to some critical model deficiencies (e.g., 
overestimation of net heating in the lower troposphere), mass flux schemes have been implemented 
in operational models since the 1980s [15]. They describe cumulus convection with an ensemble of 
convective clouds consisting of updrafts, which lead to entrainment and detrainment of environmental 
air, and downdrafts proportional to the mass flux from the updrafts (Figure 1). 
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Figure 1: The main processes occurring due to convection. These processes have to be accounted 
for in convective parameterization schemes. Figure from The COMET Program [14]. 

 

This study investigates the influence of one of these convective parameterizations on the climate 
sensitivity, as simulated in PlaSim. Therefore, the simplified Tiedtke mass flux scheme from the 
SPEEDY GCM [1] was implemented. Here, the updrafts transport saturated air from the planetary 
boundary layer (PBL) up to the "top-of-convection" (TCN) level. Entrainment occurs between the PBL 

and a predefined layer, typically in the mid-troposphere. Detrainment is only allowed at the TCN level, 
which simplifies the calculation of the latent heat release. Thus, convective precipitation is only 
calculated at the TCN level [1]. The new parameters, introduced from the Tiedtke scheme, were tuned, 
such that PlaSim simulates a mean climatology in accordance with observations. 

 

2.3 Parameter tuning 

Parametrizations may be physically constrained. However, parameters are often uncertain and 
sometimes unobservable [16]. Tuning then estimates parameters which minimise the difference 
between observations and model simulations of a chosen set of variables. 

Atmospheric components of PlaSim have been tuned in the past using an adjoint method [17]. This 
study uses the approach of Mehling et al. [18]. As a first step, a suitable objective function was chosen, 
which defines the tuning target. Here, the normalised mean absolute errors between ERA5 reanalysis 
data and some target fields were computed. Those fields consist of the 2-D precipitation and 
evaporation patterns. Additionally, the 2 m temperature and top of the atmosphere (TOA) fields were 
selected to avoid overtuning and retain a reasonable climatology. To obtain a list of the most important 
parameters for tuning, an initial sensitivity experiment was carried out. Here, the parameters were 
chosen randomly within physically motivated bounds. Subsequently, a Random Forest Regression 
was used to calculate the permutation importance of each parameter on the objective function [19, 20]. 
Finally, after identifying a set of tunable parameters, Bayesian optimization was used to identify the 
optimal parameters that minimise the objective function1 [21]. 

 

 

 

 
1 Tuned values:  https://github.com/felyx04/tuned-params-bwClusterAbstract 
 

https://github.com/felyx04/tuned-params-bwClusterAbstract
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2.4 Climate sensitivity 

Here, we investigate three research questions regarding the ECS of PlaSim: 

1. What is the influence of the convection scheme on ECS in PlaSim? 

2. How does horizontal heat diffusion in the ML ocean impact ECS? 

3. Which parameters impact the ECS most? 

To answer the first question, we compare ECS values for both convection schemes. Therefore, an 
ensemble of 150 simulations was performed for each scheme. Every single simulation was run for 50 
years with a CO2 concentration of 397 ppm, restarted with a doubled concentration of 794 ppm and 
rerun for 50 more years. The last 10 years of both intervals were selected for time averaging the global 
mean surface temperature (GMST). The temperature difference between both intervals yields the 
ECS. Additionally, both models were run once with and once without the sea ice module. 

The second question concerns the results from Angeloni et al. [11] who identified the horizontal heat 
diffusion in the ML ocean as an important process for reproducing the observed present-day climate. 
It reduces the cold bias for the GMST, which is present for the default PlaSim version when coupled 
to ML ocean and sea ice module. Their tuning of the horizontal heat diffusion coefficient Kh resulted in 
two different values for the Northern (NH) and Southern Hemisphere (SH). Following the same steps 
as above, we investigate the influence of the horizontal heat diffusion on the ECS. 

Regarding the third question, each investigated parameter was randomly varied within its physically or 
numerically constrained bounds. The remaining parameters were set to their default values. A 100-
year-long simulation with a doubling of CO2 concentrations after 50 years was run, as described above, 
to obtain the corresponding ECS. This procedure was repeated a reasonable number of times to 
sample the whole parameter space. 

All simulations were carried out with the bwUniCluster 2.0. With convection modifications, runtime 
demands remain low, 1 simulation year equals 4 to 5 min on a single core. With 16 cores 1 simulation 
year required 50 s machine time. The time steps for the simulation were set to 45 min. 

 

3. Results and discussion 

3.1 Evaluation of the new convection scheme and tuning 

To compare the Kuo and Tiedtke convection schemes, we focus on precipitation and TOA fields. 
Figure 2 (a-c) shows the offset in global mean precipitation between PlaSim and ERA5 reanalysis data 
(period: 1979-2018). Panel d-f depict the difference in TOA radiation imbalance. Tuning the Tiedtke 
scheme strongly improves the agreement with ERA5. Without tuning, the TOA radiation imbalance is 
underestimated almost everywhere. The improvement after tuning is less pronounced for precipitation 
compared to TOA radiation imbalance. The strong dry bias over South America, which is already 
present in the default Kuo PlaSim version, is decreased in the tuned version. Furthermore, a dry bias 
over Sub-Saharan Africa and a wet bias over the Indian Ocean are reduced as well. The precipitation 
patterns of PlaSim with Kuo convection and the tuned Tiedtke scheme look similar. The dry bias over 
South America is more pronounced in the Tiedtke version, whereas the dry bias over Africa is stronger 
for the Kuo scheme. Much stronger deviations are introduced by the different convective clouds, 
influencing the TOA radiation imbalance. The Tiedtke scheme overestimates the TOA radiation 
imbalance almost everywhere over the sea. The Kuo scheme tends to underestimate it. Over land, 
both models tend to underestimate the fluxes. This process is more distinct for the Kuo scheme. 
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Figure 2: Global mean annual bias of precipitation (panel a-c) and TOA radiation imbalance (panel d-
f) between PlaSim simulations and ERA5 reanalysis data (averaged over period 1979-2018). Panel a 
and d show the results for standard Kuo convection, panel b and e for the untuned Tiedtke scheme 
and panel c and f for the tuned one. All simulations are performed with T42 spatial resolution and run 
for 100 years with boundary conditions set according to the period 1979-2018. The annual mean is 
obtained by averaging over the last 50 simulation years. 

 

3.1 Climate Sensitivity in PlaSim 

After the successful tuning of the new Tiedtke scheme, we determined the ECS. Table 1 shows the 
ensemble mean ECS for each of the four configurations. In general, if the sea ice module in PlaSim is 
switched on, ECS values are higher. The direct comparison between the two different convection 
schemes (with the same configuration of compartments) yields larger ECS values for the Kuo 
compared to the Tiedtke convection scheme. 

The experiments with enabled horizontal heat diffusion (#N = 5,6,7,8) show lower values for the ECS. 
The strongest decrease in ECS, with a value of ∆ECS = 0.955 ◦C, is obtained for the Kuo model, 
coupled to sea ice and ML ocean compartment. In contrast, the smallest decrease of ∆ECS = 0 .339 
◦C is obtained for the Tiedtke model when coupled to the ML ocean. 

Four parameters were found to strongly influence ECS (Figure 3): gamma, tswr2, drhssea and hdiffk. 
gamma describes how much of the precipitation reevaporates. tswr2 affects the cloud back scattering. 
drhssea is the wetness factor for ice-free ocean, and hdiffk is the horizontal heat diffusion coefficient 
Kh. We refer to the PlaSim User’s Guide [3] and the source code for further information on these 
parameters. The range of ECS values obtained for one parameter is always larger for the Kuo 
convection compared to the Tiedtke convection. Furthermore, besides drhssea, the ECS’s 
dependence on the parameters looks similar for the remaining three parameters for both types of 
convection. Panel (b) shows that the ECS exhibits asymptotic behaviour for tswr2 for both convection 
schemes. This leads to high ECS values, when approaching the asymptote from low values. By 
contrast, non-physically low values of −30 ◦C are reached when approaching from high tswr2 values. 
These parameter values have been tested and were found to result in unrealistic climatologies. 

 

 

 

https://www.mi.uni-hamburg.de/en/arbeitsgruppen/theoretische-meteorologie/modelle/plasim.html
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#N Convection scheme Compartments Horizontal 
heat diffusion 

ECS [◦C] 
(± SD) 

IPCC range 
[7] 

1 Tiedtke Atmosphere + ML Ocean No 1.973 ± 0.049 ✓ 

2 Tiedtke Atmosphere + ML Ocean + Ice No 3.131 ± 0.062 ✓ 

3 Kuo Atmosphere + ML Ocean No 2.565 ± 0.069 ✓ 

4 Kuo Atmosphere + ML Ocean + Ice No 6.845 ± 0.140 ✘ 

5 Tiedtke Atmosphere + ML Ocean Yes 1.634 ± 0.042 ✘ 

6 Tiedtke Atmosphere + ML Ocean + Ice Yes 2.572 ± 0.043 ✓ 

7 Kuo Atmosphere + ML Ocean Yes 1.955 ± 0.052 ✓ 

8 Kuo Atmosphere + ML Ocean + Ice Yes 5.890 ± 0.101 ✘ 

 

Figure 3: Parameter dependence of the ECS. Each parameter was randomly varied within its 
predefined bounds, while leaving the other parameters at their default values. Those values were then 
used for a 100- year-long simulation, including a doubling of CO2 concentrations after 50 years. The 
first row shows the results for the Tiedtke convection in combination with the sea ice module and the 
second one for the Kuo convection. Dotted vertical lines refer to the default value of each parameter. 
Dotted horizontal lines refer to the default ECS value for the given PlaSim configuration. 

 

4. Discussion and outlook 

We extended the Planet Simulator by a simplified Tiedtke convection scheme and tuned it via Bayesian 
Optimization to present-day climate. The model tuning significantly decreased differences between the 
model output and ERA5 reanalysis data, especially for the TOA radiation imbalance. However, some 
known model deficiencies, like the dry bias along the equator, could not be removed with the new 
convection scheme. Future work could address this problem by using a more sophisticated Tiedtke 
scheme, instead of the simplified version used here. 

The ECS for PlaSim changes with convection schemes, with enabled or disabled sea ice modules and 
with activated horizontal heat diffusion using distinct values for the NH and SH. The Tiedtke convection 
yields smaller ECS values compared to the Kuo convection. The sea ice module increases the ECS. 
Three out of four Tiedtke configurations show ECS values within the very likely range of the ECS as 
given by the AR6 [7]. 

The default Kuo convection coupled to the ML ocean and sea ice modules yields an ECS exceeding 
this range. Switching on the horizontal heat diffusion leads to a more realistic present-day climate [11] 
and also reduces the ECS for this configuration. However, it is still above the upper bound. This 
stresses the possibility of having models with high ECS values, exceeding the AR6 range, which still 
produce realistic climatologies [8]. Moreover, the four most influential parameters on the ECS were 
investigated. Overall, the Kuo scheme reacts more sensitive to changes in these parameters. Besides 
the drhssea parameter, all show a similar pattern for both convection schemes. Exploiting the whole 
parameter space reveals non-physical behaviour of the ECS, including negative values or an 
asymptote for the tswr2 parameter, which leads to unrealistic climatologies. Therefore, future work 
should define a metric to exclude unrealistic parameters to obtain a more plausible range of ECS 
values, similar to the work done by Schneider von Deimling et al. [8]. Nevertheless, this study shows 
how sensitive the ECS of a climate model can react to even small changes in parameters. This is of 
special interest for model tuning, when multiple sets of parameters are possible, which yield similar 
global mean climate fields but distinct ECS values. Such a situation would imply the existence of 
distinct model configurations consistent with present-day observations but resulting in substantially 
different future projections and would need to be accounted for. 
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Abstract 
 

As a rule, the adult brain does not generate new cells. However, in some animal species including 
humans, neurons are generated and integrated into the dentate gyrus of the hippocampus throughout 
the animal's lifetime. Since the dentate acts as the gateway to the hippocampus, the addition of new 
cells might affect hippocampal functions such as memory formation and contextual pattern separation. 
We have developed a biologically constrained model that allows us to study the dynamics of adult 
neurogenesis in the dentate gyrus more comprehensively than ever before. Through large-scale 
simulations, we were able to confirm the long-standing hypothesis that age-dependent properties of 
newborn cells are crucial for their successful integration into pre-existing networks. We also found that 
low rates of adult neurogenesis guarantee stable growth and prevent pathologies. Finally, our findings 
support previous experimental observations that newborn cells seem to compete with mature cells for 
synaptic input. The resulting synaptic redistribution might have interesting implications for the 
computations performed by hippocampal circuits. 

 
 

1. Introduction 
 

The foundation of the brain's neuronal architecture is laid during early development, but the cellular 
composition of the healthy adult brain no longer changes significantly. Nevertheless, in some species, 
new neurons are constantly being born in specialised regions throughout the animal's entire lifespan 
[1]. One of the two known neurogenic niches resides in the dentate gyrus and generates its principal 
neurons known as granule cells. Located within the hippocampal formation, the dentate acts as a 
regulatory gateway for the flow of information through it. Therefore, it is widely believed that adult 
neurogenesis in the dentate gyrus potentially contributes to various hippocampal functions, including 
memory formation, spatial navigation, and contextual pattern separation, among others [2, 3]. 
However, the precise role of newly generated neurons and their impact on the computational properties 
of the hippocampus remains unclear. 

 

Newborn granule cells exhibit characteristic morphological and electrophysiological features [3-6]. As 
these adult-born cells gradually mature, their properties progressively resemble those of fully mature 
cells. However, despite the convergence of age-dependent properties upon maturation, it cannot be 
assumed that adult-born cells partake in the same computations as mature cells. Interestingly, adult-
born cells compete for synaptic input with mature cells, leading to a redistribution of synaptic 
connections [7]. This not only highlights the high degree of plasticity within the dentate network, but 
also suggests that adult-born cells may be involved in distinct computational processes. 
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We hypothesised that the various processes involved in maturation, specifically the convergence of 
age-dependent cell properties, play a role in the integration of adult-born neurons into the pre-existing 
networks. To investigate the role of these parameters in integration dynamics and computational 
properties, we have developed a computational model of adult neurogenesis in the dentate gyrus. 
Following a maturation process that closely resembles experimental observations [4-6,11], adult-born 
granule cells are introduced into a simplified hippocampal network where plastic connections are 
established under the control of homeostatic structural plasticity [8,9].  

 

Results indicate that adult-born cells gradually mature, establish plastic connectivity, and robustly 
integrate into the dentate circuits avoiding runaway growth. Age-dependent properties play a crucial 
role in facilitating this integration. Additionally, our analysis of network dynamics indicates that 
pathological states resembling epilepsy may emerge if large numbers of cells are rapidly added. The 
detailed study of connectivity further suggests that, although network integration has been achieved, 
newborn cells keep competing with mature cells for synaptic resources. Such synaptic redistribution 
holds implications for the computations performed in hippocampal circuits. 

 

2. Methods 

2.1 Network properties 

The goal is to investigate the integration dynamics of adult-born granule cells into the circuits of the 
dentate gyrus. To achieve this, the hippocampal networks are simplified into two populations of 
excitatory-inhibitory networks, which represent the principal cells, diverse interneurons, and complex 
connectivity motifs of the entorhinal cortex (EC) and dentate gyrus (DG). 

Within EC and DG, static connections are established randomly between the excitatory and inhibitory 
subpopulations (solid arrows in Fig. 1(a)). In contrast, plastic connectivity (dashed arrows) is 
established through homeostatic structural plasticity, where connectivity is regulated such that neurons 
fire at their specified firing rate set point. For each excitatory population (ECE, DGGC, and DGabGC), the 
recurrent connections are made structurally plastic. Similarly, reciprocal connections between the 
adult-born (DGabGC) and developmentally-born granule cells (DGGC) are also structurally plastic. The 
plastic connections originating from the ECE and leading to the granule cell subpopulations, known as 
the perforant pathway, form the main input to the DG. In our model, each subpopulation receives 
additional stimulation from a Poisson drive that resembles the background activity within the EC and 
DG. 
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Figure 1: (a) The EC—DG network comprises two excitatory-inhibitory populations. Solid lines indicate 
static connections while dashed lines represent plastic connectivity. The numbers indicate the 
respective neuron counts in each subpopulation. (b) The age-dependent profiles for membrane time 
constant (τm) and synaptic weight represent the response amplitude of unitary inputs. The top x-axis 
indicates that input resistance (Rin) also varies with age. (c) As adult-born cells undergo morphological 
growth, it is expected that their background inputs will increase as well. Therefore, the membrane 
capacitance profile for adult-born cells is adjusted to represent their age-dependent background input. 

 

2.2 Modelling adult neurogenesis 

As mentioned before, adult-born cells exhibit distinct age-dependent properties. Newborn cells exhibit 
properties such as large input resistance, slow membrane time constant, and small depolarising 
synaptic currents [4-6,11]. Additionally, their early connectivity is limited to receiving excitatory and 
inhibitory inputs solely from local interneurons, but they gradually integrate into the full network over 
time [12]. We model these age-dependent functional properties by updating the membrane time 
constant, synaptic weight, and the rate of the external drive of adult-born cells as they mature (see 
Fig. 1(b, c)). These age-dependent profiles closely align with experimental findings [4,11]. 

 

At the onset of the simulation, the DGabGC population is absent from the network and the rest of the 
EC‒DG network self-organises through homeostatic structural plasticity. This creates a stable plastic 
network which resembles the pre-existing EC‒DG circuits. At this stage, newborn granule cells are 
introduced into the network. Initially, these newborn cells have parameters that correspond to zero 
weeks post mitosis (wpm). As the simulation progresses and new dynamic equilibria are established, 
newborn cells are incrementally aged with an arbitrary resolution and provided parameters which 
correspond to the new age. This maturation process continues until adult-born cells are six weeks old, 
indicating full maturity, and have parameters that are identical to those of developmentally born cells 
(DGGC). 
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2.3 Simulation setup 

We simulated networks comprising 12 000 to 35 500 leaky integrate-and-fire neurons with structural 
plasticity using the NEST simulator [8,10]. The NEST kernel supports multithreaded and distributed 
simulations for cluster computers. Due to the very high computational demands of the project, running 
all simulations and subsequent analyses on a large cluster computer like the bwForCluster NEMO was 
an indispensable requirement. A typical job involving 16 000 neurons that requested 80 processors 
and 320 GB of main memory took approximately two days to complete. We stored simulation results 
in NEMO workspaces as compressed HDF5 files which, taken all together, occupy 2 TB of secondary 
storage. The process of structural plasticity creates the primary computational load involving millions 
of primitives per neuron. Additionally, simulating adult neurogenesis requires multiple maturation 
stages, which results in exceedingly long simulation times. Given these constraints and requirements, 
the bwForCluster NEMO plays a pivotal role in enabling our current and related future work. 

 

3. Results & Discussions 

Prior to the onset of adult neurogenesis, the activity-dependent self-organisation of the base EC–DG 
network is finalised (see Fig. 2(a)). The firing of ECE and DGGC occurs at their designated set points, 
demonstrating stable connectivity dynamics. The introduction of DGabGC at time 0, indicating the onset 
of adult neurogenesis, perturbs the existing equilibria. However, the structural plasticity homeostat 
eventually establishes new equilibria. Adult-born cells are matured in increments of half a week until 
six weeks. Firing rate homeostasis eventually occurs at each maturation stage and the network 
dynamics remains stable. Interestingly, the structural plasticity homeostat over-corrects the maturation 
perturbation at 3.5 wpm by transiently deleting all perforant pathway synapses to the adult-born cells. 
Nonetheless, increased maturation resolutions resolve this behaviour and the dynamics exhibit smooth 
stabilisation.  

Analysis of activity dynamics reveals that mature adult-born cells fire in an asynchronous-irregular 
regime, similar to DGGC. Furthermore, the distributions of firing rate, irregularity, cytosolic calcium 
concentration, and membrane potentials between DGGC and mature DGabGC do not display significant 
differences (not shown). Finally, the perforant pathway connectivity formed by mature adult-born cells 
is at levels comparable to that of DGGC. The convergence of dynamics suggests that adult-born cells 
have been successfully integrated into the EC–DG network in a smooth and robust manner.  

To investigate the importance of age-dependent parameters for network integration, we performed 
experiments where the parameters of adult-born cells do not vary with age. The absence of age-
dependent parameters led to network dynamics resembling pathological states. Therefore, we think 
that a gradual and sufficiently slow maturation of the functional properties makes an important 
contribution to the successful integration of adult-born cells into the DG circuits. 
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Figure 2: (a) Dynamics of adult neurogenesis. The top panel illustrates the activity dynamics, while 
the bottom panel represents the connectivity dynamics. Adult-born cells are introduced at time 0 and 
age by 0.5 weeks until they reach 6 weeks of age. Firing rate homeostasis is observed at each 
maturation stage, and after 258 minutes, the activity dynamics fully stabilise at the set point. Although 
the connectivities of adult-born (yGC) and developmentally-born (GC) cells vary throughout the stages, 
they eventually reach comparable equilibria. (b) The cytosolic calcium concentration of 
developmentally-born (x-axis) and adult-born (y-axis) is normalised to the firing rate set point at 2 Hz. 
The colour of the data points represents normalised calcium levels after the onset of neurogenesis. In 
the 5% network, both populations smoothly equilibrate at their joint set point. However, in the 75% 
network, strong switching dynamics are observed as the calcium levels of the two populations fluctuate 
around the joint set point. 

 

The rate of adult neurogenesis in an animal is influenced by various factors, but typically, fewer than 
10% of all granule cells in the dentate gyrus are adult-born [13-15]. To investigate the impact of 
different rates on network dynamics, we conducted simulations with varying proportions of adult-born 
to developmentally-born cells. Our findings revealed that networks with more than 10% adult-born cells 
exhibit increasing non-linear switching dynamics [16]. In contrast, networks with lower rates (<10%) 
barely showed any switching (see Fig. 2(b)). Switching dynamics indicate a competitive interaction 
between the two cell populations, where one population transiently fires at very high rates while 
suppressing the other. With increasing relative sizes, the duration of these transient states also 
exponentially increases. These dynamics bear a resemblance with epilepsy, providing a potential 
explanation for the observed low rates of adult neurogenesis in the dentate gyrus. 

 

Granule cells are known to lack direct recurrent connections and instead receive indirect feedback 
through excitatory interneurons called mossy cells. Therefore, to investigate whether there is a 
redistribution of perforant pathway synapses between adult-born and developmentally-born granule 
cells, we disabled the direct feedback for adult-born cells.  Unsurprisingly, in the absence of feedback, 
adult-born cells formed more perforant pathway synapses (not shown). Furthermore, we observed that 
no synapse redistribution occurs within the developmentally-born population where direct recurrence 
is allowed (not shown). This suggests that the only way adult-born cells can form perforant pathway 
connections is by appropriating the synapses of developmentally-born cells. While this experiment 
predicts the appropriation of existing perforant pathway synapses by adult-born cells, further research 
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is required to definitively support this claim. Nevertheless, the competition-based synaptic 
redistribution has implications for the computational properties of the hippocampal circuits. 

 

4. Conclusion 

Our experiments provide evidence of the robust integration of adult-born cells into the existing EC—
DG network. The functional integration of these cells is significantly influenced by their age-dependent 
properties. When neurogenesis occurs at low enough rates, adult-born cells smoothly integrate into 
the dentate gyrus. However, the rapid addition of a large number of cells into the DG leads to the 
emergence of pathological states. Finally, we predict that a competitive synapse redistribution takes 
place between adult-born and developmentally-born cells. Our findings align with experimental 
observations and contribute valuable insights into the dynamics of adult neurogenesis. 
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Abstract  

Surveys are facing pressures to shorten questionnaires: Long questionnaires are associated with low 
response rates, poor response quality, and are particularly considered inappropriate for the 
increasingly popular online mode. This is why survey designs with planned missing data, such as split 
questionnaire designs, are becoming more and more common in large-scale social surveys: They help 
reducing survey length by administering varying components of the whole questionnaire to each 
respondent. However, imputation may be needed to obtain reasonably analysable data with such a 
design. Yet, these data can be difficult to impute due to common features of social survey data, such 
as low correlations, predominantly categorical data, and relatively small sample sizes available to 
support imputation models with many potential predictor variables. In this extended abstract, I will 
discuss findings from a series of Monte Carlo simulation studies in which split questionnaire designs 
are simulated using real social survey data from the German Internet Panel and subsequently imputed. 
Estimates based on the imputed data are compared to population benchmarks to determine their 
accuracy. In the course of these studies, several different strategies regarding the design of the 
planned missing data and their imputation are examined in their effects on the accuracy of estimates. 

1 Introduction and Theory 

Long questionnaires in social surveys can lead to problems with data quality, such as low response 
rates and high breakoff (see for example Galesic et al. 2009) as well as increased measurement error 
(Peytchev and Peytcheva 2017). Furthermore, declining response rates (de Heer & de Leeuw 2002; 
de Leeuw et al. 2018) and the high financial costs of traditional survey modes make more and more 
surveys move to an online mode of data collection. Online surveys are comparatively cheap, but also 
require particularly short questionnaires. According to online survey respondents themselves, 
questionnaires should not exceed 25 minutes (Revilla and Höhne 2020). However, this would mean 
that moving a conventional (e.g., face-to-face) survey to an online mode may force researchers to drop 
lots of survey items that are potentially highly important to substantive researchers. 

Split questionnaire designs (SQDs, Raghunathan and Grizzle 1995) could be a way to reconcile the 
need to collect data on many items with the need to keep questionnaires short for the individual 
respondent. SQDs entail that all survey items are allocated to (mutually exclusive) modules. Some 
items that are deemed especially important can be allocated to a core module, which is presented to 
all respondents alike. Each respondent further receives a randomly assigned subset of at least two of 
the other modules. Thereby, the questionnaire length for each respondent is reduced while still 
collecting data on all items and all bivariate relations between items.  

However, this also yields considerable amounts of planned missing data for all respondents and for 
most variables. This means that conventional, simple procedures to deal with missing data, such as 
listwise or pairwise deletion, may not work with this type of data for many kinds of analyses, since it 
would yield datasets that are empty or have very low case numbers. 

In consequence, Raghunathan and Grizzle (1995) propose to use multiple imputation (MI; Rubin 1987; 
van Buuren 2018) to complete data from SQDs and thereby make them analysable. By using multiple 
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imputation, each missing value is replaced with a number of m plausible values based on an imputation 
model. For the imputation model, one needs to specify a suitable imputation method and a set of 
relevant predictors. Finally, MI yields us multiple m imputed datasets, which are analysed separately 
with consequential estimates being pooled thereafter by using Rubin’s Rules (Rubin 1987). 

Ideally, the imputation of social survey data from an SQD would be performed before providing the 
data to substantive researchers. This would remove burden from individual researchers who might not 
be sufficiently familiar with multiple imputation or lack the computational resources to impute the data 
themselves. However, this also means the challenge for this study is to impute all variables in the 
survey and all relations between them at once rather than only a small fraction that is relevant for some 
specific research objective. 

There are various other issues that may make imputing social survey data from SQDs especially 
challenging. First, presenting each respondent only a fraction of the whole questionnaire means that 
large amounts of data are missing by design and need to be imputed. This entails not only that the 
imputation models need to rely on a relatively small number of available cases. It also means that the 
imputations will have a big impact on the eventual substantive analyses of the data, implying that poor 
imputations could lead to invalid and unreliable inference from the data. Second, many variables need 
to be considered in the imputation model, especially with respect to the low case numbers. In theory, 
predictor sets in imputation models should at least cover all analysis variables (here: potentially all 
variables, since the analysis objective is unknown) as well as variables highly correlated to the imputed 
variable (Meng 1994; van Buuren 2018). Thus, we would need to include all variables in the data as 
predictors. However, estimating such complex imputation models accurately may be difficult 
considering that usually sample sizes are limited. Third, survey data in general often shows a tendency 
towards low correlations, suggesting potentially weak imputation models despite many predictor 
variables. Finally, variables from social surveys are often categorical rather than continuous, which 
restricts the number of imputation models available for this kind of data. 

 

2 Data and methods 

To determine which imputation strategies may work with planned missing data in a social survey, 
various methods were examined in a simulation study conducted via bwHPC (for the full detailed 
results see Axenfeld et al. 2022a).  

First, the multivariate normal model (as included in the Amelia package in R; R Core Team 2021; 
Honaker et al. 2011) and Bayesian linear regressions (as included in the mice package (van Buuren 
and Groothuis-Oudshoorn 2011) may allow to construct relatively simple regression models, in which 
only one parameter per predictor variable needs to be estimated. However, these methods may be a 
poor fit for the many non-continuous variables in social survey data, for which the linearity and 
normality assumptions may not hold. Furthermore, imputed values would turn out continuous rather 
than discrete-categorical as observed in the real data. Amelia offers an option to transform imputed 
values to a discrete scale, but it remains unclear how this affects correlation estimates.  

Second, generalised linear models for categorical variables (also included in mice; e.g., logistic 
regression) may fit the imputed variables’ measurement level better, but previous research suggests 
that these methods in particular do not work well with a large number of predictors when sample sizes 
are limited (van Buuren 2018; White et al. 2011).  

Third, predictive mean matching (PMM; also included in mice) is a technique that matches a missing 
data point with observed data points based on the predicted values for the imputed variable in a 
regression model, drawing one of the matched observed values as imputation. Compared to linear 
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regressions, this method is more robust for violations of the linearity and normality assumptions. Thus, 
it may be useful for imputing variables that are at least ordinal.  

Finally, classification trees (also included in mice) are a simple decision-tree technique that imputes 
data from dividing the data into smaller and smaller subregions based on binary splits in the predictor 
space and drawing an observed value from the final, smallest subregion as imputed value. Unlike the 
other methods, this method has no assumptions at all regarding linearity or normality. However, limited 
sample sizes of real-world surveys allow only a certain number of consecutive splits before case 
numbers drop too low to allow for further splits. This suggests that classification trees make an implicit 
selection of predictor variables, and the relations of the imputed variable to the implicitly excluded 
predictor variables may be lost. 

Furthermore, three different strategies regarding the definition of predictor sets were tested. A first 
approach is to always include all variables as predictors in the imputation model (i.e., unrestricted 
predictor sets). This may be the most valid approach from a theoretical perspective, but may also mean 
too complex imputation models in practice.  

A second approach is to remove variables from the predictor set that are not correlated with the 
imputed variable (i.e., restricted predictor sets). This follows the idea that if these variables indeed 
have no relation to the imputed variable, nothing will be lost by excluding them.  

A final approach is to reduce the dimensionality of the predictor space through partial-least-squares 
(PLS) regression (Robitzsch et al. 2016; included in the miceadds package, Robitzsch and Grund 
2021). This is a technique similar to principal components analysis, reducing the predictor space to a 
few uncorrelated components that predict the imputed variable.  

We also examined three strategies to design modules for an SQD: random modules, modules each 
covering a single survey topic, or modules each covering all different topics (for the full detailed results, 
see Axenfeld et al. 2022b). While single-topic modules may be considered useful from a questionnaire 
design perspective, they also imply that most highly correlated variables will always be both observed 
or both missing. The imputation, however, would likely benefit from highly correlated variables being 
allocated to different modules so that they can be used as predictors for the imputation model. 

For the simulation study, data from wave 37 and 38 of the German Internet Panel (GIP; Blom et al. 
2016a,b; 2019a,b; for further information see Blom, Gathmann & Krieger 2015, Blom et al. 2017, 
Cornesse et al. 2021) were used. The GIP is an online panel survey based on the German general 
population (size of the population dataset in this study: n=4,061). The 61 items included in this study 
were all categorical (mostly ordinal or binary). They covered socio-demographic characteristics and 
the sampling cohort (which were allocated to the core module) and on the respondents’ membership 
in organizations, Big-Five personality traits, the influence of lobbying over EU politics, and domestic 
and party politics.  

The simulation was conducted in several batch jobs on bwUniCluster 2.0 with over a thousand runs 
executed in parallel on 36 nodes of the former multiple_e queue (28 simulation runs per node). Each 
simulation run entailed several steps: 

1. Draw 2,000 cases from our population dataset. 

2. Simulate planned missing data i.e., drop observations. No missing data is generated on the 11 
sociodemographic core items, while 40% missing data is created on the remaining 50 survey 
items by allocating them to five modules and assigning three of them to each respondent. 

3. Impute the planned missing data (𝑚=20 drawn after 10 iterations). To keep resource usage 
manageable, different batch jobs were used for each imputation method. 
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4. Calculate Spearman correlations between all variables based on the imputed data and 
compare them to population benchmarks. 

The average deviations of the estimates from the population benchmarks (i.e., average Monte Carlo 
biases) were used to evaluate the different imputation strategies. 

 

3 Results and discussion 

The results indicate that several established imputation strategies perform poorly, especially (ordinal) 
logistic regression models and classification trees, destroying a considerable amount of correlations 
between variables. Correlations were preserved surprisingly well with Bayesian linear regressions and 
with Amelia. However, one should still bear in mind that the regression assumptions may be invalid 
and the imputed values will not be discrete. When continuous imputations were transformed to a 
discrete scale via Amelia, correlation estimates turned out less accurate. Predictive mean matching 
also resulted in moderate biases when using unrestricted predictor sets. Results with predictive mean 
matching could be improved a lot by reducing complexity in the imputation model, either using 
restricted predictor sets or partial-least-squares regression. Furthermore, the analysis showed that 
single-topic modules overall lead to inferior estimates compared to random modules or modules each 
covering all topics. Random modules and modules covering all topics showed a very similar 
performance, indicating that there might be only little potential for optimising modules for imputation 
beyond a random allocation of items to modules.  
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Abstract  

In this research, we employed household-level micro-simulation to assess the economic viability of 
acacia woodlot investments by smallholder farmers in Ethiopia. The decision-making process of these 
households integrates factors such as woodlot investment, crop production, and food security, set 
within an unstable environment marked by yield and price fluctuations and limited financial access. 
Using the agroeconomic agent-based modelling software MPMAS, we modelled this decision problem 
for a representative sample of 72 farms. Using bwHPC (specifically bwForCluster), we simulated 
household decisions over a decade, emphasising food security, income, and land use implications. 
Our first findings hint at considerable long-term economic benefits of Acacia woodlots, demonstrating 
robustness against price shocks. 

 

1. Introduction 

In recent decades, the upper Nile basin of Ethiopian Highlands has witnessed an unprecedented 
expansion of Acacia decurrens (green wattle) woodlots [1], [2]. Predominantly cultivated by 
smallholder farmers on former cropland, this tree species was initially introduced as a versatile solution 
for short-rotation forestry to counteract deforestation, cater to the escalating firewood demand, and 
enhance soil fertility [3]. Acacia decurrens is a leguminous, nitrogen fixing tree that helps reduce soil 
acidity and erosion and improve nitrogen and organic matter contents when grown over repeated 
cycles [2], [4]–[6]. Preliminary net present value (NPV) analyses validate the immediate economic 
advantage of adopting the acacia-based agroforestry system for regional smallholders, elucidating its 
widespread adoption [7]. In addition, this expansion led to the establishment of a charcoal value chain 
which brought off-farm employment opportunities for farmers and reduced seasonal migration for 
casual labour work in other parts of the country [6].  

Nonetheless, while the immediate economic benefits are evident, the long-term sustainability and 
robustness of smallholder investments in acacia remains a subject of debate. Establishment of a 
woodlot commits farmer resources for a number of years. Continued woodlot expansion may lead to 
long-term declines of acacia product prices and emerging threats through acacia diseases; 
additionally, farmers grapple with weather and market risks for annual food crops and livestock they 
produce, all while still relying on their own production for food security. This study seeks to understand 
the farmers' capacity to navigate potential future disruptions in yield, price, and disease in the long 
term, and whether acacia investments fortify their resilience or inadvertently create detrimental 
dependencies. To this end, we employ farm-level microsimulation to simulate farming household 
production decisions and their repercussions across a decade under diverse scenarios. 
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2. Data and Methods 

Smallholders investment in acacia is at least a four-year investment decision [7]. Seedlings of acacia 
are planted along with annual crops in the first year, and trees grow with pasture in the following years. 
Earliest at the end of the fourth year, farmers cut the trees, make charcoal and sell it to distributors or 
final consumers [6].  

Investment in acacia – akin to livestock - hence constitutes a multi-year planning problem. Given the 
uncertainty of crop yields, prices and other shocks, multiple possible outcomes (states of nature) and 
their intertemporal effects have to be considered in farm investment planning. We conceptualised the 
agent decision problem as a mixed-integer programming (MIP) whole-farm model [8]–[10] with 15 
years planning horizon and risk management. This MIP problem was used to parameterise the 
decision module of the agent-based simulation package - Mathematical Programming-based Multi-
Agent Systems (MPMAS) [11], [12] for a sample of 72 farm agents representing smallholder farming 
households in the study area in the Awi Zone of the Amhara region. The district is the main acacia 
growing hot spot in the country. Information to initialize each agent was obtained from a comprehensive 
farm household survey collected in 2018 in Ethiopia’s northwestern highlands. At the beginning of each 
simulation year of a 10 year simulation run2, each farm agent solves its own version of the MIP 
reflecting their resources and available production and investment options at that point of time. Then 
MPMAS calculates production outcomes of the year depending on exogenous input on weather-
specific yields, prices or the occurrence of plant diseases. The combined outcomes of decisions and 
their consequences determine the starting conditions for the agent decisions at the beginning of the 
next season (i.e. the model is recursive-dynamic [9]). 

The farm agents’ main goals in the decision problem are to satisfy their minimum demand for food 
covering other non-food minimum expenditures under all states of nature. Once these main goals are 
fulfilled, they maximize discretionary income3. Farm agents’ decisions are constrained by their 
resource base, household labour, production and off-farm employment options, market access, human 
and social capital, and cultural constraints on labour and consumption. The decision model captures 
both the ex-ante decision situation where the agent plans for the coming season and beyond, and the 
ex-post decision situation where the agent has to cope with the potentially adverse outcomes of the 
previous cropping season. Time series data on yield and prices was collected from Ethiopia’s central 
statistical agency (CSA). Land use decisions simulated by the model were validated against land use 
observations in the survey and by interactive validation experiments with local experts (similar to [8]).   

To evaluate the economic sustainability of acacia production, we compared simulations for different 
expected price scenarios. Price shock scenarios were defined as combinations of percentage point 
changes of expected prices of tree products and crops and compared with a no price shock scenario. 
In addition, scenarios with and without the occurrence of acacia seedling disease shocks are 
simulated. Simulations were repeated varying parameters to reflect uncertainty in input data and model 
assumptions [13]. A total of 16 parameters and variables were selected for uncertainty analysis 
comprising crop and tree product yields, livestock output, output prices, input prices and financial 
parameters (interest rates, inflation rates and discount rate). Using the Sobol’ quasi-random sequence 
an experimental design of 40 repetitions was defined to reflect the global uncertainty space defined by 
these 16 factors [9], [14]. 

 

 
2 Simulations were conducted over a span of 10 simulation years. At the start of each simulation year, agents plan for a 
forthcoming 15-year term. Agent planning has a 15-year horizon to consider expected costs and benefits over the lifecycle 
of all investments (incl. perennials, oxen, forestry). A simulation time span of 10 years was considered sufficient to observe 
the actual outcomes of two acacia cycles of 4 years each. 
3 Discretionary income is household income after food and essential non-food expenditures are covered. 
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3. Simulation on bwHPC 

Simulations were performed on bwForCluster MLS&WISO that is part of the Tier 3 of Baden-
Württemberg's high-performance compute cluster infrastructure (bwHPC). The model implementation 
and simulation design offer various levels at which parallelization can be exploited: The IBM CPLEX 
library, which is used by MPMAS to solve individual MIP problems of farm agents, allows multi-
threaded processing in the branch-and-cut algorithm. MPMAS allows solving the decision problems of 
several agents in parallel using openMPI [15]. And finally, the HPC cluster can be used to perform 
many simulation runs (i.e. scenario-uncertainty repetition combinations) in parallel. For the simulations 
presented here, only the last form of parallelization was used, proving most efficient at acceptable 
overall runtimes. 

 

4. Results and discussion 

Scenarios with and without investment in acacia are compared first to show the contribution of 
investment in acacia to income and land-use shares. Simulation results show that acacia takes more 
than 40% of land-use share in the area per year on average. Results also show that with investment 
in acacia agents achieve 8% higher per-capita discretionary incomes each year on average (Fig. 1). 
As a result, agents are able to fulfil the food and non-food expenditures better with acacia than without 
acacia, except for a few agents with smaller farm sizes in the first couple of simulation periods. 

 

Figure 1: Average annual per capita discretionary income in 40 model repetitions 

The effect of shocks on annual per capita discretionary income is presented in Figure 2. Occurrence 
of a single year outbreak of acacia seedling disease in the fourth period only reduces average per 
capita discretionary income by 2.7%. As the yield from investment in acacia would be realised four 
years after the seedling was affected, the average discretionary income decreases by 31% four years 
later. In the fourth year, when potato late blight and acacia seedling disease coincide, annual per capita 
discretionary income decreased by 27% in the shock year compared to the baseline scenario and an 
additional decrease of another 27% after four years because of late effects of acacia seedling disease.  
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Figure 2: Effects of shocks on discretionary income 

To understand the effect of price shocks, the percentage change of aggregated land-use share of each 
price scenario from the baseline is presented. First, acacia charcoal price was decreased by 50%. As 
a result, land-use share of acacia decreases by 26.5% on average. Whereas the aggregated land-use 
share of potatoes and wheat increases by 13.5% and 14.3%, respectively. The aggregated land-use 
shares of bamboo, teff and barley is still meager in this scenario and there is no change from the 
baseline. With the 50% decrease in expected charcoal price, agents would shift their acacia woodlots 
into croplands dominated by potatoes and wheat. Figure 3 shows the substitution of land-use from 
trees to crops. 

Second, the expected prices of tree products were decreased (acacia charcoal and bamboo culms) 
by 50% simultaneously to see the effect on aggregated land-use shares in the future. The combined 
effect of price decrease in bamboo and acacia has a similar effect as the 50% decrease in charcoal 
prices alone. Aggregated land-use share of acacia decreases by 26.6% whereas potato and wheat 
share increase by 13.4% and 14.3% respectively. Provided that farmers can grow bamboo only in the 
farmstead, it is plausible to see if there is no significant change in aggregated land-use share 
irrespective of the price stimulus from bamboo. 

 

Figure 3: Percentage point difference of land-use share for all price scenarios from the baseline 

 

Third, all expected prices of crops were increased by 50%, keeping other prices at the baseline value. 
Agents shift from forestry dominated to crop-dominated production system as a result – similar to the 
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results obtained in the 50% decrease in charcoal’s expected price. Accordingly, the aggregated land-
use share of acacia decreases by 23%, whereas it increases by 8.5% and 12.4% for potatoes and 
wheat, respectively. Finally, the expected price of crops was increased by 50% and decreased the 
expected price of tree products by 50% to see the agents’ land-use decisions. The aggregated land-
use of acacia decreases by 28.3%, while that of potatoes and wheat increased by 14.5% and 15%, 
respectively. 

 

5. Conclusions 

This study applied household level micro-simulation to analyse the economic sustainability of acacia 
woodlot investments by smallholder farmers in Ethiopia against shocks. The frequent and intense crop 
and tree diseases in the area – potato late blight and acacia seedling disease were introduced as 
shocks in the model. Simulation results show that both potato late blight and single-year acacia 
seedling disease reduce annual per-capita discretionary income significantly and force the resource-
limited agents to fall short in meeting essential non-food expenditures. The trade-off in agents’ land-
use decisions between trees and crops by agents shows that agent still prefer to plant trees rather 
than crops as an ex-ante planning strategy for shocks. 

The second shock that was examined was the effect of long-run expected price changes on agent 
land-use decisions. Simulation results show that agents are highly responsive to changes in expected 
prices in the long run, except for the expected price of bamboo. In cases where there is a decrease in 
the expected price of charcoal or an increase in the expected price of crops or both, simulation results 
show that agents will go back to potatoes and wheat-dominated production system instead of the 
acacia-dominated production system as in the baseline. This suggests that while acacia offers 
considerable benefits under prevailing economic conditions, farmers are not locked-in by their 
investment and are able to shift production fairly quickly, given the relatively short maturation time of 
acacia. 
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Abstract 

High-performance graphical processing units (GPU) are used for the repeated parallelised 
propagation of non-linear partial differential equations on large spatio-temporal grids. The main 
challenge results as a combination of the requirement of large grids for exploring scaling over 
several orders of magnitude, both in space and time, and the need for high statistics in 
averaging over many runs, in computing correlation functions for highly fluctuating quantum 
many-body states. With our simulations, we explore the dynamics of complex quantum 
systems far from equilibrium, with the aim of classifying their universal characteristics such as 
scaling exponents near non-thermal fixed points. Our results are strongly relevant for 
the development of synthetic quantum systems when exploring the respective physics in the 
laboratory. 

 

1. Introduction 

The characterization of complex physical structures, in particular when being far from 
equilibrium and exhibiting strong correlations, poses a long-standing challenge to physics. Of 
particular interest are universal aspects of equilibrium as well as non-equilibrium systems, 
which imply that experiments on one system can be relevant for the understanding of entirely 
different ones. An increasing interest lies also on the question to what extent complex 
structures could be used for developing new technologies for physical computation. A primary 
task is to develop theoretical and experimental tools for precisely controlling many-particle 
systems and observing their dynamics. Basic strategies comprise extending the range of 
predictive methods by studying prototypical models numerically. These models allow mutual 
benchmarks in terms of mathematical analysis, numerical simulations, as well as 
measurements on well-controlled synthetic quantum systems, in our context ultracold atomic 
gases. Such systems typically comprise a few thousand to million atoms cooled to 
temperatures in the nano Kelvin regime, where they exhibit quantum properties and in 
particular undergo a transition to a so-called Bose-Einstein condensate, forming a nearly 
incompressible superfluid that flows without friction. During recent years, we have developed 
a strong focus on far-from-equilibrium dynamics as well as on strong correlations in such 
systems. Our specific research includes the development and application of parallelised 
computing techniques, which ensure reaching the necessary statistical precision and system 
sizes for the characterisation of the considered dynamical phenomena and properties. 
Exemplary topics include the classification of universal quantum dynamics near non-thermal 
fixed points of the time evolution, the precise characterisation of strongly correlated equilibrium 
and non-equilibrium states, as well as long-time evolution and the approach to thermal 
equilibrium. 
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2. Simulations of ultracold superfluid quantum gases 

In the following we give a brief introduction to the main aspects of universal dynamics near a 
non-thermal fixed point, for the example of a three-component ultracold atomic gas and discuss 
the challenges posed by statistical simulations of the highly fluctuating and correlated system, 
which we perform in a highly parallelised manner on clusters of graphical processing units 
(GPU). 

 

 

 

 

 

 

 

 

Figure 1: Space-time evolution of a spin F⊥(𝑡, 𝑥) = (𝐹𝑥 , 𝐹𝑦) of length |𝐹⊥| = (𝐹𝑥
2 + 𝐹𝑦

2)
1

2⁄  and 
orientation angle 𝜑L = arg(𝐹𝑥 + i𝐹𝑦) in the 𝐹𝑥 − 𝐹𝑦-plane. Starting with an equilibrated but 
fluctuating system and suddenly changing some parameter, here an external magnetic field, 
introduces short-wave-length excitations which subsequently lead to the formation of textures 
in the transversal spin after a few characteristic time scales ts. These spin textures, i.e., 
domains of different orientation (panel b), with overall constant spin length (a) are separated 
by kink-like defects and travel with a roughly uniform velocity in either direction. The size of the 
spin textures grows in time and goes together with a decreasing frequency of the occurrence 
of vortex-type defects in space and time (c) each of which changes the overall winding number 
𝑄𝑤(𝑡) = ∫ d𝑥 𝜕𝑥𝜑L(𝑡, 𝑥) of the Larmor phase 𝜑L (d) along the system with a periodic boundary 
condition. See [20, 26] for more details. 

 

2.1 Universal dynamics far from equilibrium 

Quantum many-body systems driven far out of equilibrium can show universal dynamical 
behaviour [1–25]. This includes, e.g., systems suddenly quenched to a non-equilibrium state 
and relaxing back to equilibrium. Universality typically means that correlations between fields 
evaluated at in general different space (and time) points show a simple form independent of 
the particular details of the system, defined only by symmetries of the underlying model [19]. 
They are commonly characterised by power laws in momentum space and frequency, and also 
their change in time reduces to a rescaling defined by a few universal exponents only. 
Examples include the evolution of ensembles of topological excitations and their quantum 
turbulent dynamics, phase-ordering processes, and other phenomena described by so far 
unknown non-thermal fixed points [9, 11, 19]. The goal is to understand which types of such 
dynamics there are, i.e., to find and characterise the universality classes of non-thermal fixed 
points, in order to learn about possible dynamics of similar type in entirely different system, 
ranging, e.g., from structure formation in the early universe, following the big bang, via 
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astrophysical objects such as neutron stars, to dynamics of ocean waves and microscopic 
phenomena in the solid state. 

Consider, for instance, a one-dimensional Bose-Einstein condensate, which consists of 
bosonic atoms that can move along the x direction, and which can be in three different internal 
electronic states. Its state can be described by a spin vector field F(𝑡, 𝑥) = (𝐹𝑥 , 𝐹𝑦 , 𝐹𝑧)(𝑡, 𝑥), 
which encodes the local density of atoms and  the mean orientation of F representing the 
atoms’ three-component quantum mechanical spin-1 state. 

Fig. 1 shows an example of such a field 𝐹⊥ ≡ 𝐹𝑥 + i𝐹𝑦 = |𝐹⊥| exp {i𝜑L} separated into spin 

length |𝐹⊥| and orientation angle 𝜑L between the vector (𝐹𝑥 , 𝐹𝑦) and the 𝐹𝑥-axis [20, 26], initially 
fluctuating weakly about a vanishing mean < 𝐅(0, 𝑥) >≡ 0. Both the length and orientation 
grow and thereby fluctuate in time. While (a) shows that the length rather quickly assumes a 
fairly constant value, (b) exhibits large patches of equal orientation, separated by sharp jumps 
in the angle. The jumps propagate with a fairly constant velocity forward and backward along 
the spatial coordinate, which is here measured in units of the so-called spin coherence length 
ξs. On average, the interval lengths of co-alignment of the spin slowly increase. Such a 
phenomenon is typically called domain coarsening and known to be associated with power-
law evolution [27, 28]. Hence, there is a correlation length scale ℓΛ governing 

Figure 2: Scaling evolution of the structure factor 𝑆(𝑘, 𝑡). (a) Following a fast initial growth of 
modes up to a certain maximum, the form of 𝑆(𝑘, 𝑡) approaches a universal shape, which only 
slowly evolves and rescales in time, Eq. (1), separately in the (b) IR regime of momenta, 
towards lower p, with 𝛽 ≃ 0.25, ∝≃ 0.27, thereby conserving the integral under the curve (see 
inset), and in the (c) UV, where a different set of (negative) exponents implies that the scaling 
is towards higher momenta. The shape of the curve becomes universal, in particular also 
exhibiting a constant power-law fall off ~𝑘−𝜁 (see inset of panel a). The rescaling of the IR 
scale 𝑘∧(𝑡)~𝑡−𝛽 reflects the coarsening seen in Fig. 1, i.e., a self-similar growth of the spin-
orientation pattern characterised by a correlation length ℓ∧~𝑘∧

−1. The exponents together with 
the scaling form fs define the universality class the underlying non-thermal fixed point belongs 
to. Figure taken from Ref. [20]. 

the size of the patches of equal colour, which grows in time as ℓ∧(𝑡)~𝑡𝛽, with the exponent 
being 𝛽 ≃ 1/4 as found in [20]. More recent investigations indicate that the coarsening process 
goes along with the appearance of vortex-like defects in space and time (Fig. 1c) [26], which 
give rise to jumps of the winding number 𝑄𝑤 = ∫ d𝑥𝜕𝑥𝜑L(𝑥) and which can be associated with 
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caustics appearing in the chaotic wave propagation, similar to rogue waves on ocean surfaces 
[29] (Fig. 1d). 

Taking averages over many such evolutions 𝐅(𝑡, 𝑥), starting from said randomly fluctuating 
initial configurations, we typically compute a so-called structure factor, e.g., 𝑆(𝑡, 𝑘) = (𝐹⊥(𝑡, 𝑘) ∗

𝐹⊥(𝑡, 𝑘)), of the Fourier transform 𝐹⊥(𝑡, 𝑘) to momenta k, of the spin orientation 𝐹⊥(𝑡, 𝑘) = (𝐹𝑥 +

i𝐹𝑦)(𝑡, 𝑘) in the 𝐹𝑥 − 𝐹𝑦-plane. This quantity encodes the time evolving spectrum of excitations 
exemplarily shown in Fig. 1. Fig. 2 depicts the resulting averaged structure factor: Starting from 
a constant distribution over all momenta (blue triangles), during the early evolution, a strong 
buildup of excitations, up to a maximum momentum 𝑘𝑄 ≃ 1 set by the quench, is seen (green 
crosses), which, at late times, goes over into a universal form with a plateau in the infrared 
(IR), a power-law fall off ~𝑘−𝜁 at larger momenta, and a steep fall-off at the ultraviolet (UV) 
end. This distribution shows scaling evolution according to 

𝑆(𝑡, 𝑘) = (𝑡/𝑡ref)
α𝑓s([𝑡/𝑡ref]

𝛽𝑘). 

Here 𝑓s represents the universal scaling function, i.e., the shape of 𝑆(𝑡, 𝑘) (considered 
separately in the IR, 𝑘 < 𝑘IR

> , and UV, 𝑘UV
< < 𝑘 < 𝑘UV

> ), which depends only on the momentum 
𝑘, 𝑡ref is a reference time within the range of times where scaling prevails, and the scaling 
exponents characterise the IR (panel b) or UV (c) rescaling, with values indicated inside the 
respective panels. In the IR, they are related by ∝= 𝑑𝛽, ensuring the momentum integral over 
𝑆(𝑡, 𝑘) to be conserved in time. 

2.2 Highly parallelised statistical simulations of the quantum field dynamics 

The systems’ dynamics is subject to non-linear coupled differential equations for multi-
component quantum fields 𝜓𝑚(𝑡, 𝑥), in one or more spatial dimensions, which for the above 3-
component system 

iℏ ∂𝑡 (

𝜓1

𝜓0

𝜓−1

) = [−
ℏ2

2𝑚
∆ + 𝑞 + (𝑐0 + 𝑐1)𝜌 + 𝑐1 (

−2|𝜓−1|
2 𝜓−1

∗ 𝜓0 0

𝜓−1𝜓0
∗ −|𝜓0|

2 − 𝑞/𝑐1 𝜓0
∗𝜓1

0 𝜓0𝜓1
∗ −2|𝜓1|

2

)](

𝜓1

𝜓0

𝜓−1

), 

(2) 

take the form where ℏ,𝑚, 𝑞, and 𝑐0,1 are real-valued constants and the fields 𝜓𝑚(𝑡, 𝑥) are 
complex and define the local density of atoms 𝜌 = ∑𝑚=0,±1|𝜓𝑚|2. As in quantum mechanics, 
the three-component field defines a spinor, which encodes the mean orientation and strength 
of the angular momentum vector F, for which examples were shown in Figs. 1 and 2. To solve 
the equations, we use a split-step Fourier method, in which the operator in (2) in square 
brackets is split into three parts, each of which we use to propagate in one time step from 𝑡𝑛 
to 𝑡𝑛+1 separately: The kinetic part involving the Laplacian ∆= ∑𝑖=1

𝑑 𝜕𝑖
2, which is readily diagonal 

in momentum space; the diagonal interaction part, which includes all terms except those in the 
off-diagonal elements of the matrix, and the off-diagonal interaction part, which accounts for 
component mixing. The first step involves two Fourier transforms ℱ, with a phase evolution 
over time step ∆𝑡 = 𝑡𝑛+1 − 𝑡𝑛 sandwiched in between, while the second and third steps involve 
a phase and matrix multiplication directly in position space, 

�⃗� ′(𝑥𝑗 , 𝑡𝑛+1) ≡ (𝜓1, 𝜓0,𝜓−1)
𝑇(𝑥𝑗 , 𝑡𝑛+1) = ℱ−1{𝑒−i∆𝑡|𝑘|2/2ℱ[�⃗� (𝑥𝑗 , 𝑡𝑛](𝑘)},   (3) 

�⃗� ′′(𝑥𝑗 , 𝑡𝑛+1) = exp{−i[𝑉𝑚(𝑥𝑗) + 𝑓𝑚( |𝜓0(𝑥𝑗 , 𝑡𝑛)|2, |𝜓1(𝑥𝑗 , 𝑡𝑛)|2,𝜓−1(𝑥𝑗 , 𝑡𝑛)|2)]∆𝑡}�⃗� ′(𝑥𝑗 , 𝑡𝑛+1),(4) 
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�⃗� (𝑥𝑗 , 𝑡𝑛+1) =
1

𝜆2
(

|𝑎|2cos(λ𝑐1∆𝑡) + |𝑏|2 −i𝑎𝜆 sin(𝜆𝑐1∆𝑡) 𝑎𝑏 cos(𝜆𝑐1∆𝑡) − 1

−i𝑎∗𝜆 sin(𝜆𝑐1∆𝑡) 𝜆2 cos(𝜆𝑐1∆𝑡) −i𝑏𝜆 sin(𝜆𝑐1∆𝑡)

𝑎∗𝑏∗cos(𝜆𝑐1∆𝑡) − 1 −i𝑏∗𝜆 sin(𝜆𝑐1∆𝑡) |𝑎|2 + |𝑏|2cos(𝜆𝑐1∆𝑡)

) �⃗� ′′(𝑥𝑗 , 𝑡𝑛+1).(5) 

Here, 𝑉𝑚 and 𝑓𝑚 include the potential and diagonal non-linear parts of the operator in (2) in 
square brackets, and 𝜆 = √|𝑎|2 + |𝑏|2,with 𝑎 = [𝜓−1

∗ 𝜓0 + �̃�−1�̃�0]/2, 𝑏 = [𝜓0
∗𝜓1 + �̃�0�̃�1]/2, 

and where �̃�𝑚 = 𝜓𝑚 − i𝑆𝑚𝑛𝜓𝑛 with S being the off-diagonal part of the matrix in (2). 

The above propagation needs to be performed on sufficiently large spatial and temporal grids, 
many times in sequence, starting from slightly fluctuating initial conditions, in order to 
accumulate sufficient statistics for evaluating the average correlations such as shown in Fig. 2 
and to take into account quantum fluctuations. This requires computational resources 
exceeding by far local PC clusters. As an example, in our 1D simulations, we chose a spatial 
grid of 4096 lattice points, each of which needs to hold 3 complex numbers, which results in a 
3 × 2 × 4096 = 24 k grid of at least double-precision numbers. We start as many runs 
simultaneously on each GPU (Nvidia V100 und A100), as its RAM captures, and one such 
total run for the example case described above is over typically ca. 1.5M time steps. It lasts 
between 120 and 150s wall time, and thus it takes ∼ 11 hrs for 250 runs, or for 1000 runs on 
a machine with 4 GPUs, typically needed for achieving well averaged distributions. As 
compared with computations on CPU clusters alone, the described combination has an 
advantage of roughly a factor of 10 for our purposes. 2D and 3D systems require smaller grids 
and less runs to average well, so far up to 2563 × 3 × 2 in three dimensions, with larger grids 
being possible for systems with less internal components. All data evaluation is done in parallel 
on CPUs, and the code has been developed in C++ with CUDA and OpenMP parallelisation. 

 

3. Discussion and Conclusions 

Architectures of high-performance graphical processing units (GPU) are used for the repeated 
parallelised propagation of non-linear partial differential equations on large spatio temporal 
grids. The main challenge consists of a combination of several bottleneck-like limitations: On 
the one side, studies of universal dynamics require the evaluation of the time-evolving field 
configurations within large volumes and with high resolution, in order to span as many orders 
of magnitude in spatial extent as possible. This requirement results from the goal to detect self-
similar scaling behaviour with sufficient precision. On the other hand, the considered dynamics 
far from thermal equilibrium gives rise to strong fluctuations and catastrophe-type events such 
as rogue waves and caustics, as well as non-linear excitations like topological defects. As a 
result, a sufficiently high temporal resolution is needed to capture their short-time 
characteristics, while typically only long evolution times give rise to scaling behaviour. 
Moreover, due to the strong fluctuations, many runs, starting from slightly different initial 
conditions, are required in order to achieve sufficient averaging statistics in evaluating 
correlation functions, i.e., moments of the underlying probability distributions. 

The exemplary results shown here demonstrate the power of the parallelised evaluation of our 
simulations, which allows a speedup by up to a factor 10 as compared to standard OpenMP 
parallelisation on CPUs. So far, this has been considered to be of higher relevance than the 
limitations set by the RAM size of available high-end GPUs. Possible future extensions include 
a parallelisation of the lattice representation of a single system over several GPUs. Such an 
extension is technically feasible but represents a severe limitation for the type of split-step 
Fourier propagation we employ in propagating the differential equations. Techniques 
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developed for the grid-based numerical solution of partial differential equations such as DUNE 
[30] could help overcoming the RAM limitations but likely require to avoid split-step Fourier in 
order to reduce data exchange between different GPU units. This poses a challenge for the 
evolution of PDEs of the non-linear Schrödinger type, which involve topological defect 
solutions which are most easily captured within the chosen approach. 

Even harder challenges prevail in computing full quantum fluctuation properties of many-body 
systems, both in and, even more so, out of equilibrium. Technically similar techniques can be 
used, when extended to twice as large configuration spaces, to determine properties of highly 
correlated quantum systems, e.g., near equilibrium phase transitions [31]. In summary, the 
high-performance computing facilities provided by bw|HPC represent a decisive element in 
efforts to explore, model, and understand fundamental characteristics of the physics of 
complex quantum systems, in view of near-future developments in controlling such systems in 
a tailored way in the laboratory. 
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