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1 | INTRODUCTION

Claus Haslauer'

Abstract

Drinking-water quality in supply pipe networks can be negatively affected by high
temperatures during hot summer months due to detrimental bacteria encounter-
ing ideal conditions for growth. Thus, water suppliers are interested in estimating
the temperature in their distribution networks. We investigate both experimentally
and by numerical simulation the heat and water transport from ground surface into
the subsurface, (i.e., above drinking-water pipes). We consider the meteorological
forcing functions by a sophisticated approach to model the boundary conditions
for the heat balance at the soil-atmosphere interface. From August to Decem-
ber 2020, soil temperatures and soil moisture were measured dependent on soil
type, land-use cover, and weather data at a pilot site, constructed specifically for
this purpose at the University of Stuttgart with polyethylene and cast-iron pipes
installed under typical in situ conditions. We included this interface condition at the
atmosphere—subsurface boundary into an integrated non-isothermal, variably satu-
rated (Richards’) the numerical simulator DuMu* 3. This allowed, after calibration,
to match measured soil temperatures with +£2°C accuracy. The land-use cover influ-
enced the soil temperature in 1.5 m more than the soil material used for back-filling

the trench above the pipe.

for being able to estimate the temperature in the water of
distribution networks.

In recent years, unusually warm water in drinking-water sup-
ply pipes has been observed and suspected to be caused by
high air temperatures during the summers (Osmancevic &
Hiisam, 2021). Such conditions pose a threat to drinking-
water quality as elevated temperatures can lead to increased
and undesired microbial activity and, hence, to deteriorated
drinking-water quality. It is feared that this situation will
worsen with climate change. Therefore, detailed knowledge
on the influence of soil and recharge temperatures is needed

Generally, higher soil temperatures over the last decades
are confirmed (e.g., Chen et al., 2021) and have various
effects on microbiological and chemical processes as well as
on vegetation periods that vary with time. Therefore, there
are several approaches to determine soil temperatures with
simple models, validated for special regions. Sharma et al.
(2010) were predicting soil temperatures up to 0.5 m, based on
air temperature, using linear regression in Southern Mexico.
Horton Brian (2011) worked with a coefficient model, based
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on rainfall and air temperature, covering entire Australia.
Jungqvist et al. (2014) were interested in Swedish forests and
worked with climate models. Rankinen et al. (2004) proposed
a model, working with regional soil and climate parameters,
predicting soil temperatures between 20 and 50 cm, interested
on snow-covered soils.

Various codes to calculate water saturations are available,
which are all based on solving Richards’ equation, with differ-
ent priorities. Simunek and Bradford (2008) give an overview
of various simulation codes available, namely HYDRUS,
MODFLOW-SURFACT, STOMP, SWAP, TOUGH2, and
VS2DI. HYDRUS is commonly used for variably saturated
non-isothermal conditions, for example, Steenpass et al.
(2010). Guo et al. (2017) use PCSiWaPro to predict seep-
age and concentration of pollutants. The tool WASIM is
often used to describe catchments, as for example in Burk-
ina Faso (Idrissou et al., 2020), where a successful validation
was performed.

There are many topics, related to soil temperature and sat-
uration, such as drainage in cyclic loading (Komolvilas &
Kikumoto, 2017) or the influence of groundwater tempera-
ture on river temperature (Kurylyk et al., 2015). Kelleners
et al. (2016) worked on water flow in variably saturated soils,
taking into account snow. Herrada et al. (2014) proposed a
model to predict infiltration rates. Corona and Ge (2022) were
focusing on high intensity precipitation events. Tran et al.
(2016) showed that taking heat transport into account yields
better results for an inversion scheme to define soil parame-
ters. Sandor and Fodor (2012) demonstrated the relevance of
a good vegetation model to quantify root uptake. Wessolek
et al. (2022) focused on heat transport and worked with earth
cables as heat sources.

Literature shows various approaches to describe the tem-
perature evolution in soils forced from the atmosphere
together with water flow. One approach is to reconstruct the
soil thermal field from a single measurement, which was
developed and validated by Wang (2012). Another approach,
one that we are also following, is to solve the energy balance
at the surface, which needs expressions for evapotranspiration
and sensible heat flow. This is, for example, done in Saito
et al. (2006) within the simulator HYDRUS, where evapo-
ration is set as boundary condition (Bittelli et al., 2008) and
evaporation is part of the solution.

This study uses an approach similar to HYDRUS, cal-
culating sensible heat flow based on the Penman—Monteith
equation (Allen et al., 1998) by using adequate measurements
of meteorological data. The evaporation is then calculated
from the latent heat flow, using the Bowen ratio, as described
in Section 2.2.6. The goal of this study is to implement this
kind of boundary condition in an open-access code, to cal-
ibrate against longer time series, and finally to obtain time
series of the temperature of groundwater recharge which in
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Core Ideas

* We measure and model the temperature of ground-
water recharge.

* We solve the heat and water balance at the
atmosphere—subsurface interface.

e Data: time series of hydrometeorological parame-
ters, hydraulic, and thermal material properties.

* Goal: estimate temperatures relevant for buried
drinking-water supply pipes.

this case improve the management of drinking-water networks
during changing climatic conditions.

We modeled the influence of the meteorological forcing
functions, the soil structure, and the land-use cover on tem-
peratures between ground surface and the subsurface. At a
pilot site, we focus with our analysis up to a depth of 1.5
m, that is, a typical laying depth for drinking-water pipes in
Germany. While applied to drinking-water supply pipes, this
work is of general relevance as it describes and models the
temperature of groundwater recharge driven by meteorolog-
ical forcing functions. This temperature distribution and its
evolution with climate change are critical for resilient urban
infrastructure.

A pilot site at the University of Stuttgart has been con-
structed, where drinking-water pipes of PE and cast iron were
installed at a depth of 1.50 m over a horizontal stretch of
15 m. The trench was back-filled with two different materi-
als: gravelly material typical for conditions when pipes are
buried below streets and the naturally occurring silty clay.
Two different types of land cover, natural vegetation and
asphalt, have been placed on the surface. The subsurface has
been instrumented with 64 temperature sensors, 8 soil mois-
ture sensors, and detailed hydrometeorological observations
are available from the neighboring University of Stuttgart’s
weather station. In addition to the measurements, we adapted
and employed a numerical simulator for estimating both
soil temperatures and moisture contents. The study aimed at
including the incorporation of the meteorological forcing and
the variable saturation conditions.

Section 2 describes the test site and the numerical simu-
lation methods, starting with a description of the pilot site.
Furthermore, this section introduces the numerical model and
the novel approach chosen to implement the conditions at
the air—subsurface interface. The results section (Section 3)
presents the comparison between measured data and numer-
ical simulations with a calibrated set of parameters. The
results are discussed in Section 4, followed by the conclusions
(Section 5).
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FIGURE 1 Setup of the pilot site.

2 | MATERIALS AND METHODS

This section provides a description of the pilot site, then
the numerical model is introduced. A particular emphasis is
put on the adaption of the model to be capable of includ-
ing the meteorological forcing functions in the heat and
mass balances.

2.1 | The experimental pilot site

Two pipes typical for drinking-water supply in terms of
dimension (inner diameter: 150 mm) and material (PE and
cast iron) were laid into a 1.50 m deep, 15 m long, and ~1 m
wide trench (Figure S1). The pipe was set on a slight angle into
beach sand with a horizontal length of 12 m, Figure 1 shows
the dimensions. At both ends of the pipes, vertical extensions
above ground surface were constructed. The trench was back-
filled with two types of porous media, (a) a silty clay, the
naturally occurring material at the site and (b) gravelly mate-
rial typical for street construction (“KFT gravel” and “sieved
broken gravel”). The pipes were filled with drinking water. On
the ground surface, two ~12 cm thick layers of different land-

use were established, (a) the naturally occurring vegetation
(“grass”) and (b) asphalt. Thus, in total, four combinations of
porous media and land-use were replicated, the stations refer-
enced by Roman numerals. Each station was insulated against
thermal influences from the neighboring sites.

The trench was installed in direct vicinity to (https://lhg-
902.iws.uni-stuttgart.de) the weather station of the Univer-
sity of Stuttgart, where the following hydro-meteorological
variables are measured:

* long wave radiation incoming

* short wave radiation incoming

* air temperature in 2 m above ground
» wind velocity in 2 m above ground

* relative humidity in 2m above ground
* precipitation intensity

At the site, a stationary phreatic water table at a depth
of ~5.1 m below ground surface has been observed, sit-
ting on top of a local low-conductive layer (“Arietenkalk’).
Atmospheric pressure was set constant to a value of 101,325
Pa, as its influence on vapor pressure was considered
negligible.


https://lhg-902.iws.uni-stuttgart.de
https://lhg-902.iws.uni-stuttgart.de

NISSLER ET AL.

Vadose Zon 273

The variables soil temperature and soil moisture were
observed with 64 sensors (24 temperature sensors in the
porous media, 16 temperature sensors in each pipe, 8 soil
moisture sensors) with the aim to monitor the evolution of
temperature and soil moisture from the ground surface toward
the water pipes. Temperatures were measured using PT1000
sensors, soil moistures using “Teros 10” sensors from the
metergroup. Time series of all variables were recorded in 5
min intervals, backed up, and stored in a hdf5 file using python
(Virtanen et al., 2020) for data processing.

The observed data will be compared to numerical simu-
lation results obtained by including meteorological forcing
functions at the ground surface on both heat and water bal-
ances.

2.2 | The numerical model

2.2.1 | Balance equations

The modeling of heat transport in a partially water satu-
rated porous medium requires solving the coupled balances
for water and heat. Our system of interest is located in the
variably saturated zone, where the water balance can be for-
mulated in terms of the Richards’ equation, which can be
considered as a simplified version of the multiphase flow
equation under the assumption of an infinitely mobile gas
phase. Richards’ equation combines the multiphase version of
Darcy’s law with the continuity equation for water, thus tak-
ing into account the effects of capillary pressure and relative
permeability:

3 S,0 k
%—V{OwﬂK(pr—Owg)} =qw’ (1)
t Hy

where S is the saturation, ¢ the porosity, ¢ the density, u the
dynamic viscosity, k, the relative permeability as a function
of saturation, p the pressure, g,, the source term for water,
and K the hydraulic conductivity tensor. The index w denotes
water. The Richards’ model assumes that the pressure of the
gas phase is constant, that is, in our setting at atmospheric
conditions, 1 bar. The pressure of the water phase depends
on the water saturation via the capillary-pressure-saturation
relationship as will be detailed further below.

Assuming thermal equilibrium between solid and fluids,
the heat balance coupled to the Richards’ equation can be
written as follows:

0(pytySy,) d(p,c,T)
ot A==

= Gp- (@)

¢ + V- (pyhyvy, — AVT)

Here, u,, is the specific internal energy of the water phase, c; is
the specific heat capacity of the solid, 4 the specific enthalpy,
A represents the averaged heat conductivity of the fluid-filled
porous medium, vy, is the velocity of the water phase, which is
obtained from Darcy’s law as it is already implicitly inserted
in Equation (1), T is the temperature, and ¢, the source term
for heat.

2.2.2 | Numerical simulation platform

For numerical implementation, we were working with
DuMu* 3 (Koch et al., 2020; Scheer et al., 2020), an open-
source simulator and research code for flow and transport in
porous media. With its modular design, DuMu* allows for
a flexible choice of physics and discretization methods and
solution algorithms, and it facilitates the implementation of
new approaches and adaption as in this study. For spatial dis-
cretization, we used the Box method for this study; for details,
we refer to Scheer et al. (2020). The Box method employs a
finite element mesh containing the nodes at which the solution
is calculated, while there is a secondary mesh constructed, on
which a finite-volume scheme is used. Thus, the Box method
guarantees local mass conservation.

2.2.3 | Hydraulic properties

Richards’ equation describes water flow in partially saturated
porous media. Thus, the gas phase is present, though not
explicitly modeled. Using the Richards’ approach of multi-
phase flow in the variably saturated zone implies that the
relative permeability of the water phase as a function of water
saturation is considered as well as the capillary pressure also
dependent on water saturation. We aim to reduce the over-
all uncertainty by measuring relevant parameters (saturated
hydraulic conductivity, relationship between capillary pres-
sure and saturation). In situations where measurements are
difficult, for example, because of large grain sizes such as in
the gravel for this study, the uncertainty due to the parame-
terisation is considered minor compared to the uncertainty of
the overall behavior. For the variably saturated relationships,
several models exist in addition to the van Genuchten parame-
terisation, for example, Brooks and Corey (1966) or Clapp and
Hornberger (1978). Working with a different approach can
lead to different results, as demonstrated in Yang and Wang
(2014). We compared parameters of a Brook—Corey model
to van Genuchten’s model and saw similar results for both
models but a better stability for van Genuchten’s model. For
this reason, in this study, the relative-permeability-saturation
relationship as well as the capillary-pressure-saturation rela-
tionship were used according to van Genuchten’s model. It
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can be written for the capillary pressure as:

1 (o1 1/n
pe= (s -1) 3)
with the effective saturation
S, — .S
§ = wr o 4
¢ 1-5 @

wr

a [1/Pa] and n are parameters to be determined specifically for
the porous material. a is a scaling parameter for the magnitude
of the capillary pressure (comparable to the entry pressure in
Brooks—Corey’s approach), and the parameter n characterizes
the uniformity or non-uniformity of the pore-size distribution.
A large n expresses a comparatively uniform soil. Commonly,
the parameter m is expressed in terms of n by

m=1—l. (5)
n

The relative-permeability function is, accordingly:

ke, = \/5_8[1—<1—Sj/'”>m]2. ©)

We measured a, n, and saturated conductivity for the
natural material with the simplified evaporation method as
described in Peters and Durner (2008) with a HYPROP
device. This method was not suitable for the sandy gravel,
as these materials are too coarse for measurements, hence
their parameters were calibrated. Asphalt is basically not
permeable, thus should receive a close-to-zero permeability.
However, in our case, the 1D simplification of the model
domain cannot account for effects that occur close to the
surface and lead to small lateral inflow of water, which
contradicts the idealized 1D assumption of an impermeable
boundary. Thus, the apparent permeability of the asphalt in
the simplified 1D system is part of the calibration procedure.
For the grass surface, it is difficult to perform representative
measurements. Consequently, all permeabilities were used as
calibration parameters. Another key hydraulic property is the
porosity. Again, this could be measured for some soils (e.g.,
sand), for others, (e.g., grass) it would have been difficult
to measure. For this reason, properties were also used as
calibration parameters.

2.2.4 | Thermal properties

Basically, the thermal conductivity and the heat capacity are
material- and temperature-dependent properties of the porous
medium. While temperature dependence is small in the range
of temperatures encountered in our application (-10 to 40°C),
water content plays a more important role. In reality, we have

an inhomogeneous mixture of soil, water, and air. Thus, the
water saturation has an effect on the thermal properties. It is
challenging to find an appropriate model or a set of tabulated
values for a given material. There are several models available
to calculate thermal conductivity based on water content, for
example, Ghanbarian and Daigle (2015); Lu et al. (2007); Lu
and Dong (2015); Markert et al. (2017); Sadeghi et al. (2018).

The effective heat capacity can be computed as the vol-
umetric average of water, air, and solid heat capacity. The
effective thermal conductivity of a wet solid matrix with a
given water content depends on the grain sizes. Johansen
(1975) introduced a way to determine the effective thermal
conductivity by defining the effective thermal conductivity
and using K, the Kersten number:

Aty = Adry + Ke(Sw)(Awet - idry)' )

Thus, the effective conductivity is calculated from the val-
ues for the dry conductivity and the wet conductivity. There
are several models available based on measured correlations
(e.g., Somerton et al., 1974). For this research, we were work-
ing with Lu et al. (2007), as the temperatures and soils used
for the underlying correlation fit to our test settings. In their
approach, the definition for K, is

Ke(Sy) =expoy, [1-85%, 3], ®)
and the dry conductivity is calculated as
Agry =—a-$+0b, ©)]

where a;, is 0.27 for fine-textured soil and 0.96 for coarse-
textured soil, a and b are empirical parameters and are
determined to be 0.56 and 0.51 with ¢ being the porosity.
Typically, the saturated (wet) conductivity is calculated via
Johansen (1975):

Ay = AP % 298 (10)

wet solid

2.2.5 | Model domain

The dominant force at our test site in heat and water trans-
port acts in the z-direction (from surface to ground). There
is no force for a transport to occur in a horizontal direc-
tion. The zones corresponding to various porous media and
land-use covers extend horizontally for short distances only
(perpendicular to the pipes’ length about 0.4 m, parallel to
the pipes’ length about 3 m) and are thermally insulated with
polystyrene. Thus, boundary effects in horizontal directions
are very small and can be neglected. For this reason, we chose
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to represent the four stations of our setup (I, II, III, and IV)
each with a 1D model without modeling the pipe of the test
side. We worked with a daily resolution of the boundary con-
ditions. For the different sections of the trench, there were
layers in the solid materials modeled as seen in Figure 1. Each
layer has its specific thermal and hydraulic properties. The
covering layer was modeled as a separate layer for grass as
well as for asphalt.

2.2.6 | Boundary conditions

The boundary condition at the bottom of the domain at the
groundwater table was modeled as a Dirichlet boundary,
which means, constant temperature and pressure were set.
Temperature was set to the long-term groundwater average
of 10°C; pressure was set to the equivalent of 0.9 m, which
is the long-term water table at 5.1 m below ground surface.
The boundary conditions at the ground surface for heat and
water flow were set as Neumann boundary conditions, imply-
ing that both heat and water fluxes needed to be defined. To
determine the flux values required for the Neumann condition,
we computed heat and water balances at the interface.

Calculating Neumann conditions at the interface

The system behavior is driven by water and heat exchange
with the atmosphere. We assume a constant temperature, as
we reach lower soil layers, where conditions should be con-
stant over time. Radiation and precipitation measured values
of environmental influences, and the resulting heat and water
fluxes need to be calculated to impose these influences as
Neumann boundary conditions.

Heat
The balance of heat at the boundary can be written as:

Soil heat flux = Net radiation — Latent heat flux
— Sensible heat flux — Heat flux due to net

water flux. (11D

The temperature of the infiltrating recharge as well as the
contribution stemming from the evapotranspirating water is
considered via the specific heat capacity of water and the
temperature of air at 2 m height.

Incoming long and short wave radiation values are mea-
sured directly. Taking into account the albedo (ratio of
incoming and outgoing short wave radiation; @) of the sur-
face and Boltzmann’s law for outgoing long wave radiation,
the resulting balance is:

TS 4
Net radiation = H o in X (1 = @) + Hygpoin —0 X T .

12)

This equation can be directly solved, but latent and sensible
heat fluxes cannot be directly calculated. Therefore, we use
the so-called Bowen ratio:

oT

. H or
Sensible heat _ Hsens _ yx 2 (13)

Latent heat Hgr de

0z

The ratio of latent (Hgr) to sensible (H,) heat flux is equal
to the ratio of the vertical gradients of temperature T with
vapor pressure e multiplied by a constant, the so-called psy-
chometric constant y. This is based on the assumption of their
similar turbulent diffusion coefficients. Now, we are approx-
imating the gradients of e and T over a height z by the
difference of their measured values at 2 m (e,,, and T},,) and at
surface (e, and T,¢). Then, we solve the equation by Hg:

Hsens _ Tsurf -1y = Hor = (esurf B em) X Hsens
—_ = _— ET =
HET (esurf - em) (Tsurf - Tm) Xy

a4
This gives us a relation for H,, and Hgr, but does not define
one of them. Hgry is defined as the heat flux at phase transi-
tion, this means latent heat of vaporization times density of
water AH,,, X o, times the rate of evapotranspiration ET":

HET =FET X AHl)ap X Ow (15)

To approximate ET, we use the Penman—Monteith equation,
following Allen et al. (1998). Assuming a large surface of con-
stant vegetation height, calculations based on boundary layer
theory and Prandtl-Karman’s velocity distribution lead to:

mHZO KZ
ET = Qu RT s 1 Zm—14 74m X (esurf - em)
[m(25)] (16)
my,o
= : X (€gurf = €m)s
Qw RTypsxry ’

with the universal gas constant R, the von Karman constant x
the absolute temperature T, in K and r, defined as

m (28]
-~ (17)
ry = s
: K2 X u,

which represents the aerodynamic resistance, my,q is the
molar mass of water. Combining Equations (14)—(16), we end
up with:

Hsens —
ET X AH,,, X oy

— (Tsurf - Tm) Xy

(esurf - em)

Ho o X RT s X 1y
my,o X AI{vap X (esurf - em)

sens

) (18)
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Approximating r, with 208/u,, (Allen et al., 1998), with the
definition of the specific gas constant for air R, = R/m,;,, and

€ = my, o /my;, our boundary condition for H, results in:

ens

H _wxu_mxa* -T.) (19)
sens — Tkv % Rs 208 surf m/»

Ty, is the virtual temperature, defined as 1.01 X (T'/°C +
273) (Allen et al., 1998).

The psychrometric constant y is 66 Pa K71. As ET is
defined as the evapotranspiration from a large surface of con-
stant vegetation height, we need to consider the deviation from
that idealized assumption at our site. To be pragmatic, we
consider it as potential evapotranspiration and use a calibra-
tion factor fgt to take into account the different surfaces as a
property of the surface. Based on H,,,, we are now able to
calculate Hgr, again using the Bowen ratio (Equation 14).

exXAH u
2 B X (et — €)- (20)

Hgr = fpr X ————b
er = JET T, X R, ~ 208

While the vapor pressure at ground surface, ey, is calculated
via the Kelvin equation, the vapor pressure at2 m, e, , is deter-
mined from temperature T' and humidity at 2 m, using the
ideal gas law, directly in the simulation code.

Using Equations (20)—(12) we can now solve the heat
balance (11) and assign meaningful boundary conditions.

Water
With ET defined in Equation (15), the water balance

Incoming water = Precipitation - Evapotranspiration (ET),
21

can be solved as precipitation intensities were measured.
The basic balances are valid at the transition from air to soil.
The asphalt cover can be described with its material param-
eters. For the land-use cover, we need to add an additional
resistance, because the grass acts as an additional resistance.
This resistance can be calculated as by Equation (19), but with
the bulk surface resistance r instead of the aerodynamic resis-
tance. The equation for the resistance A of the grass cover is
given below, where the value of r is set to 71 m s~ 1 according

to Allen et al. (1998).
Tkv X Rs

A= ————Xr,. (22)
eXAH,,, Xy

2.2.77 | Initial conditions

The system is sensitive to the initial conditions. Sensors
were covering depths between 0.45 and 1.15 m, while val-
ues between 0 and 6 m were needed. Our initial approach

was to interpolate the measured temperatures from 1.15 m
below ground surface linearly down to the groundwater table
(where the groundwater temperature is fixed to 10°C; see Sec-
tion 2.2.6) and to assume a constant temperature between
0.45 m below ground surface and ground surface. This did
not succeed, as we observed rising temperatures in lower lay-
ers at the beginning of calculation time, which seemed to
have no physical reason. However, starting simulations with
1 year initialization period solved the problem, as shown
in Figure S2. This fits to results presented in Yu et al.
(2019), where the uncertainties of initial conditions are well
documented.

2.2.8 | Calibration of the model

The required model parameters are known to different degrees
and are associated with different uncertainties. As already
indicated in the description of the boundary conditions above,
some model parameters, such as permeability of the asphalt,
must also assume “apparent” values due to the use of a 1D
simplification, in order to integrate unconsidered multidi-
mensional effects into the model through the back door, so
to speak.

The properties of the fluids water (and air, though not mod-
eled explicitly) are well known and their implementation in
the model can be trusted. In particular the hydraulic proper-
ties in porous-media flow are usually associated with great
uncertainty and variability. In this study, also the parameters
for the thermal balance required attention since a sophisticated
model was elaborated as explained above.

Some of the required parameters were measured, others
are based on literature values (because measuring would have
been too complicated). As the simulation time was short
(approximately 20 min for one run), we calibrated parameters
and finally arrived at parameter sets in good agreement with
measurements. We note that the calibration was performed
based on expert judgement without sophisticated algorithms
or correlation analyses.

Assigning proper values to parameters for heat intake was
difficult, as common databases such as Stephan et al. (2019)
describe the material as one continuous solid at one fixed
water saturation, not considering different saturations. In fact,
in the partially saturated soil we encounter varying saturations
and need to model property changes with saturation. Berter-
mann et al. (2018) give an overview on the change of soil
properties based on their water contents. Farouki (1981) gives
values for “pure” materials. These were used as average val-
ues for the parameter calibration for density, heat capacity, and
solid thermal conductivity. The set of calibrated parameters,
which we finally used as well as their values of variation are
listed in Table 1. The capillary pressure—saturation curves for
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TABLE 1 Overview over parameter values used in simulations.
(a) Parameters for heat transport.
A %

Material Varied range End value Varied range End value
Asphalt 0.7-1 1 600-800 700
Grass 3-9 5 600-800 800
Sand 2.5-7 5 600-900 600
Gravel coarse 2.5-9 5 600-800 800
Gravel sieved 2.5-9 5 600-800 800
Natural material 2.5-9 3 600-800 732
Lower material 2.5-9 5 600-800 732
(b) Parameters for water transport where “VG” stands for van Genuchten.

Permeability in 1 m? Porosity VG: a VG: n
Material Value Varied range End value value value
Asphalt 1.46e—10 - 0.3 18.395 1.2
Clay 9.45e—12 Measured 0.533 18.395 1.301
Lower material 1.1e—11 0.3-0.533 0.4 15 1.1
Gravel coarse 6.65e—12 0.3-0.4 0.36 1.5
Gravel sieved 9.3e—12 0.3-0.4 0.3 1.5
Grass 6.65e—12 0.3-0.4 0.36 2 1.45
Sand 9.3e—12 0.3-0.4 0.36 15 1.3
(c) Parameters for forcing function at ground surface.

fer albedo

Material Varied range End value Varied range End value
Grass 0.4-0.6 0.6 0.18-0.26 0.26
Asphalt 0.6-0.8 0.8 0.12-0.15 0.15

the porous media at the pilot site with final calibrated values
of Table | are shown in Figure S3.

The temperature in the topmost region is highly sensitive
to the fitting parameter for evapotranspiration, fgr, and the
albedo value w, while transport parameters become relevant
further below. Based on that, we first fitted fg1 and w to the
temperature measurements in the topmost 30 cm, upon which
heat transport parameters were varied, that is, heat conductiv-
ity and heat capacity. Parameters with high sensitivity include
the permeability, the moisture content, which is closely
coupled to porosity. The used set of parameters can be found
in Table 1).

3 | RESULTS

3.1 | Measured data

The results of the measurements, which we interpret as
the meteorological forcing functions for the temperature

evolution in the different stations of our experimental pilot site
are given in Figure 2. They include (from top to bottom) long
wave and short wave radiation, the temperature at a height of
2 m above ground, the wind velocity at 2 m height, the air
humidity, and the precipitation. The data show the transition
from the summer (i.e, August 2020) to the winter (i.e., Decem-
ber 2020) with associated trends of decreasing temperatures
and radiation intensities as well as increasing air humidity.

Figure 3 shows the temperature time series for the four sta-
tions at the experimental pilot site separated into individual
panels for discrete vertical depths. Gaps in the bottom panel
indicate missing data. The land-use cover at Stations I and IV
is natural vegetation (grass), while it is asphalt at Stations II
and III. The subsurface material is naturally occurring silty
clay at Stations I and II, and is gravelly material at Stations III
and IV. The data show that the type of land-use cover has a
larger influence on the evolution of subsurface temperatures
than the porous material in the subsurface at our pilot site.
This is indicated by small temperature differences between the
green curves and the grey curves in Figure 3.
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o 3.2 | The match between measurements and
=20 numerical model
F10{ 30cm
The main results of this study is the calibration of the numer-
o“c’ 20 ical model to the measured data, which is presented below.
= 60 cm Figure 4 shows two subplots of subsurface temperature evo-
10 . . . Lo
lutions during a time period in September 2020 at the four
S stations. Subplot (a) contains the measured temperatures and
= in comparison to that there is subplot (b) with the calibrated
10l 72cm corresponding numerical simulation results. From (a), the
020 dynamics in the evolution of the vertical temperature profiles
< s is visible. The color coding indicates the time from September
. 100 cm 1 (purple) to September 21 (yellow). A larger spatial spread
20 can be observed in this figure’s central panels (Stations II
g: ﬁ and III), which represent the asphalt land-use, than in the
s 115 m —_ most left and most right panel (Stations I and IV), which
15 Sep 15 Oct 15 Nov 15 are both with grass as land-use. This indicates that, at least

—— measured grass and clay
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—— measured asphalt and gravel
—— measured grass and gravel

FIGURE 3 All measured soil temperatures over time.

for this design of the experiments, the type of land-use has
a stronger influence on temperature evolution than the soil
properties. The asphalt-covered gravel section (Station IIT)
spreads even more than the corresponding natural material
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underneath (Station IV), which proves that there is certainly
also an effect due to the different layers below the top cover.
Generally, the model is able to reproduce measured soil mois-
ture dynamics at various depths and under various land-use
as well.
Figure 4 contrasts precipitation data (top panel) with both
measured and simulated water saturations in two different
depths, that is, at 60 cm (middle panel) and at 100 cm (bot-
tom subplot). The different stations I-IV are represented in
the curves according to their labeling in the legend with grass
or asphalt as covers and natural material or gravel underneath
underneath. Easy to remember, green curves represent grass
land-use and, accordingly, black represents asphalt. Dashed
lines indicate simulated curves. Our calibrated model (panel
b) is able to reproduce the larger temperature spread under
asphalt than under grass with depth and its temporal evolution
very similarly at the observations (panel a). The influence of
precipitation in the curves observed in the experiments at the
pilot site is smaller at deeper regions. Relatively small precipi-

tation events, even where they occur over multiple consecutive
days (e.g., during October 2020) are not detected in the sat-
uration data. In contrast to that, the simulated curves show
the impact of precipitation on water saturation, that is, soil
moisture, is more finely nuanced.

Overall, during the period from August until December
2020, subsurface temperatures decline as expected follow-
ing the trend of declining seasonal average temperatures in
the fall. The deeper below ground surface the more are the
amplitudes of temperature fluctuations attenuated. Figure 6
shows how the calibrated model reproduces the observed tem-
peratures in good qualitative agreement; the accuracy of the

match between calibrated model and observation tends to
be better in the deeper regions close to the drinking-water
pipes. The curves for the natural material underneath with
asphalt/grass on top (Stations I/II) is plotted on the left,
accordingly Stations III/IV with gravel underneath are seen on
the right. Asphalt cover is plotted in black and grass cover in

green.
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FIGURE 6 Simulated (after calibration) and measured temperatures at different depths versus time for all stations.

The amplitudes of temperatures at the interface between
soil and the meteorological are dampened with increasing
depth and are not detectable anymore at a depth of 115 cm.
Up to depths of about about 1 m, the short-term high temper-
ature amplitudes are dampened and occur at the pilot site with
a delay of about 1 to 2.5 days.

There is a noticeable mismatch between measured and sim-
ulated curves for the asphalt cover at the very early times,
which can be attributed to the still hot asphalt after its pouring.
This mismatch diminishes by early September. The peri-
ods where the temperature data is not plotted continuously,
gaps marks those time periods where there are no correct
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FIGURE 8 Contour plots of water saturations over time in the soil with total water influx as forcing function.

boundary conditions available, particularly due to the erro-
neous long wave sensor. To be able to feed the model with
required boundary conditions, we used the long-wave data of
the year 2015, which exhibited similar statistical moments in
those periods. Obviously, the simulated temperatures mostly

follow the measured trends, but start with a bigger difference
after periods with missing “correct” radiation data. Look-
ing at absolute temperature differences, we notice that they
are smaller than ~8 K in the beginning at higher positions,
while at lower positions they are below 1 K. The temporal
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evolution of temperature differences between measurements
and observations is shown in Figure S6.

Figures 7 and 8 are intended to give an impression of the
dynamics of heat and moisture transport in the soil body
as obtained from the numerical model. At the top of these
time-map illustrations, we provide the meteorological forcing
functions, that is, total heat and total water, respectively. The
heat forcing is reflected directly by the temperature response
in the model domain. Comparing Stations I and IV (both grass
cover, but with different layers underneath), we observe a dif-
ference in the temperature distributions: in gravel, the extents
of zones of elevated temperatures are larger with smaller
gradients. The gravel systems, as expected, react faster than
the clayey zones. This difference in heat transport dynamics
is smaller for Stations II and III (with asphalt). Regarding
the soil moisture dynamics as expressed by the time maps
of water saturation in Figure 8, we can see that the gravel

layer acts as an efficient drainage (green zones). While there
is no strong difference in soil moisture dynamics between
asphalt and grass cover for the back-filled material, the gravel
and grass cover combination tends to lead to a drier soil
body.

Focusing on the difference of the stations, all simulated
temperatures were summed and plotted as standardized cumu-
lative frequency of T in Figure 10. Grass-covered stations
(green lines) are to the left of the other lines in this plot,
which indicates that grass-covered regions have a tendency
to be colder. In the range of to 20°C, there are differences in
slope, which means that the difference of temperatures is not
always the same. The type of land-use cover plays an even
more important role during hot days (Figure S7).

We conclude this results section with a detailed quantita-
tive assessment of the match between measured and simulated
temperatures as given by Figure 9. The performance plot
analyses the deviations between model and experiment for
different depth zones. The top row considers the entire time
period, while in the bottom row the first month was left out.
It was mentioned already above that we expect here a bias
due to freshly poured asphalt and, thus, elevated temperatures
which are not due to meteorological forcing functions. The
model can reproduce the trends of the measured data, that
is, the order of temperatures, higher temperature spreading
under asphalt cover. The match between model results and
observation data is generally good, while the deviations vary
in a range of ~+2 K for the entire period (upper panels).
When excluding the first month from this analysis, the per-
formance is always better than +2 K, while a small consistent
overestimation (~+2 K) by the model can be noticed.
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4 | DISCUSSION
4.1 | The agreement between measurement
and simulation (part A)

The results show, as summarized, for example, in Figure 9,
that calibrated numerical simulations are in satisfactory,
partly even excellent agreement with the measured data. Thus,
we can claim with confidence that the model is able to not
only qualitatively, but also quantitatively is able to describe
on a seasonal time scale the governing physical processes that

Aug 15 Sep 15 Oct 15 Nov
2020-Nov
—— measured grass and clay ----- simulated grass and clay, hours

----- simulated grass and clay

FIGURE 12
measured temperatures with varying temporal resolution in input data.

Comparison of time series of simulated and

lead to temperature evolution in the depths of drinking-water
pipes as driven by meteorological forcing functions in terms
of temperature curves and precipitation data. We note that the
calibration was not globally optimized and no correlation met-
rics were calculated. For example, the simulated results are
sensitive to the van Genuchten parameters for relative per-
meability and capillary pressure. We have tested several sets
of parameters and evaluated them with respect to best fitting
the measured data. We have found that for the overall match
between data and simulation, it is in particular important to
match saturations in the lowest and topmost regions and to
adapt the van Genuchten parameters accordingly, as shown in
Figure 11a.

4.2 | The agreement between measurement
and simulation (part B)

The calibrated 1D model had to cope with some effects that
are obviously multidimensional, which inevitably means that
the calibrated parameter values are not in all instances the
“real” values. For example, the asphalt cover is ideally close
to impermeable, while there has been some small amount of
water infiltrating from laterally, see also the discussion on
boundary conditions.

4.3 | On initial conditions

Furthermore, the difficulties with a good set of initial con-
ditions has been mentioned, which was addressed here with
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a simulated initialization period. The materials were back-
filled into the trench and had to equilibrate with ambient
conditions for some time. It is also important to note that the
measurements started while the asphalt still was fresh and the
temperatures were still elevated for a couple of days. This
explains why the agreement between simulation results and
measurements improves at later time periods.

4.4 | On the influence of the boundary
conditions

Grass is not sufficiently homogeneous for practical mea-
surements of variably saturated parameters and asphalt is
not permeable. Water intrusion does not occur through the
asphalt layer itself, but, since it has limited lateral extent,
from the sides, so that the situation modeled as 1D must in
reality be considered at least 2D. Thus, the material under-
neath the asphalt is in fact not completely dry, which means,
that a representative set of variably saturated parameter val-
ues at the top boundary had to be found in order to cope
with that situation. Alternatively, the system had to be mod-
eled in 2D, which would have increased computational costs
tremendously. Instead of that, we were fitting van Genuchten
parameters and permeability such that the resulting saturation
fitted to observations.

The boundary conditions in the 1D system strongly affect
the moisture distribution in the porous media. The two coarse
layers transport all water faster. For achieving a good fit in
saturation, it is important to work with values, which have
at all times a better conductivity than sand. Parameter stud-
ies also showed that the natural material below the test side
needs to have saturation values that are different from those
of the back-filled material. As the deeper material was not
manipulated and might also change in greater depths, this
seems reasonable.

4.5 | On the length of simulation period

We modeled only the cooling phase, as other values were not
available, when we started. This leaves the possibility, a cal-
ibration would have led to different parameters with a longer
period. For this reason, we are at the moment working on
longer time periods.

4.6 | On the heat balance solved in this
application

The solution of the heat balance coupled to the moisture
transport employs a novel and sophisticated approach to con-
sider the soil-atmosphere interface. This involves a number

of parameters, which need to be determined, partly based on
idealized assumptions, which may not be given as ideal as
assumed. This concerns in particular the assumption of a large
surface of constant vegetation height, as required for calcu-
lating the evapotranspiration, see Equation (16). In order to
have a tool to adapt the assumption to the reality, we intro-
duced a calibration parameter, fgt. Thus, one might question
the approach with respect to possible over-parameterization
or over-sophistication for such a small surface as we have
it in our application. On the other hand, the coupled, cal-
ibrated solution, gave very satisfactory agreement and the
model helps including meteorological parameters to fos-
ter the better understanding of processes and parameters,
which is considered as important as the reliable prediction
of temperatures.

In addition, such sophisticated models require reliable
meteorological time series over long periods. As our study
showed, sometimes sensors fail and backup sensors, double
measurements, etc. would be useful.

4.7 | On the temporal resolution of the data
as input for the modeling

Regarding the temporal resolution of the measured data in the
numerical model, we note that a daily precipitation time series
was chosen instead of the available hourly series. The reason
for that is that the daily series is more smooth and does not
force the model to resolve sudden high peak values, which
led to very strong changes in saturation, in particular for the
gravel. Relative to the observation time, we assume that a
daily average does not introduce significant errors in water
content distribution over depth, as can be seen in Figure 12.

S | CONCLUSIONS

The transient dynamics of water saturation and temperatures
in the shallow subsurface, dependent on land-use cover and
back-fill material were modeled with quite some confidence
when meteorological data are available. Beyond this study,
the prediction of seepage water temperatures has relevance
for further applications as in geothermal heating/cooling sys-
tems especially in urban environments. The influence of heat
balances coupled to water transport, thus including also evap-
otranspiration, is in particular high due to the water’s very
high latent heat of vaporization.

The land-use cover has the biggest effect both on tempera-
tures and saturations in the subsurface, while the soil structure
is also relevant, but not as much.

Good initial data at all depths have proven to be crucial.
They need to be either known and if (partially) missing be
obtained by an initialization period in the model to allow
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for the conditions in the layer to adapt to meteorological
data.

To achieve a good quality of predicted temperature distribu-
tion, it is important to have correct saturation data. The model
reacts sensitively on saturation parameters and radiation data,
while density, heat capacity, and thermal conductivity are
more robust.

More calibration and validation efforts are needed. We plan
to calibrate also the spring season, where temperatures tend
to increase, and thus to further increase the confidence in the
model. This will allow for modeling climate-change scenarios
to derive suggestions for resilient design criteria for drinking-
water supply networks.
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