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Abstract 

Hydraulic and environmental numerical models with ever-increasing levels of 
complexity have been developed as a result of advancements in computational speed 
and power.  In this context, the number of variables a model incorporates as input 
parameters reflects its level of complexity and the ability to consider ongoing 
processes. While increasing the number of parameters allows for a better and more 
detailed representation of the investigated system in many cases, it comes at the 
expense of higher processing costs and a more complicated model design. Moreover, 
many numerical models used to simulate real-world phenomena rely on empirically 
developed formulae, introducing a high level of uncertainty that must be considered 
alongside model simplifications when calibrating the model to accurately replicate 
physical observations. 

Currently, there is a significant demand to utilize the analytical and predictive 
capabilities of numerical models to address existing knowledge gaps in 
understanding complex hydro-morphodynamic processes, including erosion, 
transport, and deposition of sediments. The distinct advantage of such models lies in 
their ability to replicate the intricate interaction between hydrodynamics, sediment 
dynamics, and morphological changes. This capability not only enhances our ability 
to anticipate sediment-related issues but also enables us to apply the gained 
knowledge in forecasting, decision-making, and management under various 
conditions. 

To date, numerous hydro-morphodynamic sediment transport models have 
been developed for various purposes and resolved through different numerical 
techniques. Despite ongoing advancements in computational techniques, challenges 
persist due to the complex nature of sediment dynamics. Addressing these 
challenges requires the consideration of model- and sediment-specific parameters for 
calibration. Since these models are highly parameterized, involving multiple 
unknown or uncertain parameters, their reliability depends significantly on the 
quality of calibration. 
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While optimization methods are commonly used for model calibration in various 
environmental models, e.g., hydrological models, a noticeable gap exists regarding 
the application of automated inverse techniques for calibrating hydro-
morphodynamic numerical models. This research aims to bridge this gap by 
investigating the application of optimization methods for calibrating various hydro-
morphodynamic numerical models and shed light on the benefits of automatic 
calibration as a cutting-edge alternative to the conventional trial-and-error 
calibration technique prevalent in this field. While the trial-and-error approach may 
suffice when dealing with a single parameter subject to calibration, such as the 
roughness parameter in hydrodynamic models, the presence of multiple uncertain 
parameters in hydro-morphodynamic models makes manual calibration impractical, 
time-consuming and subjective due to the countless combinations involved. 

This thesis consists of three research articles discussing the applicability and 
efficiency of automatic calibration in hydro-morphodynamic numerical modeling of 
channels and reservoirs. Publication I introduces several optimization algorithms for 
automatic calibration coupled with a 3D numerical model to compute morphological 
changes in a channel bend. In this study, the efficiency and accuracy of the proposed 
algorithms for model calibration are compared based on the number of model runs 
and computed final bed level changes. In Publication II, the most efficient method 
identified in the previous study is applied to calibrate numerical models of two 
laboratory-scale reservoirs. Here, the calculation of bed elevation changes is 
conducted over different periods and compared with measured bed levels. 
Subsequently, the selected method is applied to a prototype-scale reservoir in 
Publication III to investigate morphological changes resulting from a flushing event. 
In each case study, several sensitive parameters are examined for calibration, and 
new values are proposed for them. Moreover, various statistical metrics are utilized 
to compare the results from calibrated models with measured data. 

The findings of this study emphasize the effectiveness of employing appropriate 
optimization algorithms for calibrating hydro-morphodynamic models. 
Optimization algorithms offer significant benefits, including reduced time for 
calibration, decreased reliance on user intervention, and subjectivity while 
improving the accuracy of the calibration process and leading to more reliable model 
outputs. 
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Kurzfassung 

Durch die zunehmende Rechenleistung und Rechengeschwindigkeit wurden 
immer komplexere Modelle für die Wasser- und Umweltsystemmodellierung 
entwickelt. In diesem Zusammenhang spiegelt die Anzahl der Variablen, die ein 
Modell als Eingabeparameter einbezieht, seine Komplexität und die Möglichkeit 
auftretende Prozesse zu berücksichtigen wider. Eine verbesserte und detaillierte 
Darstellung des untersuchten Systems ist in vielen Fällen durch eine Erhöhung der 
Anzahl an Parametern möglich, allerdings auf Kosten höherer Verarbeitungskosten 
und komplexerer Modellarchitektur. Viele numerische Modelle, die zur Simulation 
realer Phänomene verwendet werden, basieren auf empirischen Formeln und 
enthalten daher einen hohen Grad an Unsicherheiten, welche zusammen mit den 
Modellvereinfachungen berücksichtigt werden müssen, um physikalische 
Beobachtungen genau zu replizieren. 

Um bestehende Wissenslücken in Bezug auf die komplexen 
hydromorphologischen Prozesse der Erosion, des Transports und der Ablagerung 
von Sedimenten zu schließen, werden derzeit vermehrt numerische Modelle und 
deren analytische und prädiktive Fähigkeiten eingesetzt. Der entscheidende Vorteil 
numerischer Modelle liegt darin die komplexe Wechselwirkung zwischen 
Hydrodynamik, Sedimentdynamik und morphologischer Veränderungen zu 
replizieren. Dies verbessert unsere Möglichkeiten, sedimentbedingte 
Herausforderungen zu antizipieren und die gewonnenen Erkenntnisse in die 
Vorhersage, Entscheidungsfindung und Bewirtschaftung unter verschiedenen 
Bedingungen einzubeziehen. 

Bis heute wurden eine Vielzahl an Sedimenttransportmodellen für 
unterschiedliche Zwecke entwickelt und durch verschiedene numerische Ansätze 
gelöst. Trotz kontinuierlicher Fortschritte in der Rechenleistung bestehen aufgrund 
der Komplexität der Sedimentdynamik weiterhin Herausforderungen. Die 
Bewältigung dieser Herausforderungen erfordert die Berücksichtigung modell- und 
sedimentspezifischer Parameter für die Kalibrierung. Da diese Modelle 
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hochparametrisiert sind und mehrere unbekannte oder unsichere Parameter 
enthalten, hängt ihre Zuverlässigkeit stark von der Qualität ihrer Kalibrierung ab. 

Obwohl Optimierungsmethoden üblicherweise für die Modellkalibrierung in 
verschiedenen Modellen, z. B. in der Hydrologie, verwendet werden, besteht eine 
spürbare Lücke in Bezug auf die Anwendung automatisierter inverser Techniken für 
die Kalibrierung hydromorphodynamischer Modelle. Diese Forschungsarbeit zielt 
darauf ab, diese Lücke zu schließen, indem die Anwendung von 
Optimierungsmethoden zur Kalibrierung verschiedener hydromorphodynamischer 
numerischer Modelle untersucht wird und Einblicke in die Vorteile der 
automatischen Modellkalibrierung als moderne Alternative zur typischen Trial-and-
Error-Kalibrierungstechnik gegeben werden. Der Trial-and-Error-Ansatz kann 
durchaus gute Ergebnisse erzielen, wenn es um die Kalibrierung eines einzelnen 
Parameters geht, wie die Rauheit in hydrodynamischen numerischen Modellen. Bei 
mehreren unsicheren Parametern, die in hydromorphodynamischen Modellen 
vorhanden sind, machen jedoch die unzähligen Kombinationen die manuelle 
Kalibrierung unpraktisch, zeitaufwendig und anfällig für Subjektivität. 

Diese Dissertation besteht aus drei Forschungsartikeln, die sich mit der 
Anwendbarkeit und Effizienz der automatischen Kalibrierung bei der hydro-
morphodynamischen numerischen Modellierung von Kanälen und Stauseen 
befassen. Publikation I stellt mehrere Optimierungsalgorithmen für die automatische 
Kalibrierung vor, die mit einem 3D-numerischen Modell gekoppelt sind, um 
morphologische Veränderungen in einer Kanalkrümmung zu berechnen. In dieser 
Studie werden die Effizienz und Genauigkeit der vorgeschlagenen Algorithmen zur 
Modellkalibrierung anhand der Anzahl der Modellläufe und der berechneten 
Änderungen der Betthöhe verglichen. In Publikation II wird die effizienteste 
Methode, die in der vorherigen Studie identifiziert wurde, verwendet, um 
numerische Modelle von zwei Reservoirs im Labormaßstab zu kalibrieren. Dabei 
werden die Berechnungen der Betthöhenänderungen über verschiedene Zeiträume 
durchgeführt und mit den gemessenen Betthöhen verglichen. Anschließend wird die 
ausgewählte Methode auf ein Reservoir im Prototyp-Maßstab angewendet, um die 
morphologischen Veränderungen infolge eines Spülungsereignisses zu untersuchen 
(Publikation III). In jeder Fallstudie werden mehrere sensitive Parameter zur 
Kalibrierung untersucht, und es werden neue Werte für sie vorgeschlagen. Darüber 
hinaus werden verschiedene statistische Metriken verwendet, um die Ergebnisse der 
kalibrierten Modelle mit den gemessenen Daten zu vergleichen. 
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Die Haupterkenntnis dieser Studie unterstreicht die Wirksamkeit des Einsatzes 
geeigneter Optimierungsalgorithmen zur Kalibrierung hydromorphodynamischer 
Modelle. Optimierungsalgorithmen bieten erhebliche Vorteile, einschließlich 
reduzierter Zeit für die Kalibrierung, geringerer Abhängigkeit von 
Benutzerborgaben und daraus resultierender Subjektivität, während sie gleichzeitig 
die Genauigkeit des Kalibrierungsprozesses verbessern und zu zuverlässigeren 
Modellergebnissen führen. 
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Chapter 1 

Introduction 

Since the formation of early civilizations, rivers have served as a central 
point of human engagement. These natural streams have been perpetually 
subjected to various alterations and constructions, disturbing their 
equilibrium conditions and changing their morphological characteristics. To 
date, humans have been involved in a wide range of activities related directly 
or indirectly to rivers, including but not limited to water extraction (e.g., for 
irrigation, drinking water supply, and industrial production), hydroelectricity 
generation, flood control, navigation, and recreational pursuits. Consequently, 
rivers confront ongoing anthropogenic impediments or "pressure factors" 
(e.g., river fragmentation, flow regulation, sediment trapping, water 
consumption, and infrastructure development in floodplains and riparian 
areas as defined by Grill et al. [1]), which impair their natural spatiotemporal 
connectivity and affect the fundamental processes and features of healthy 
rivers [2–4]. Because of its significant importance, there has been a perpetual 
interest among geomorphologists, sedimentologists, and hydraulic engineers 
in investigating complex fluvial processes such as floodplain dynamics, the 
formation of river channels, and their morphological features [5]. The 
processes of erosion, transport, and deposition of sediments mainly affect river 
morphology (shape, size, slope, and bed material composition), as well as 
hydraulic structures, such as reservoirs, and the surrounding areas. In order 
to acquire an understanding of the dynamic nature of these systems, it is 
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necessary to analyze sediment transport mechanisms and address questions 
and concerns related to erosion and deposition. 

The problems associated with sediments are becoming more severe due to 
hydrological and climate changes (altered precipitation patterns, increased 
temperatures, and more frequent extreme events). Additionally, persistent 
human interventions in regulating natural systems, such as constructions, 
excavations, mining, agricultural activities, deforestation, urbanization, and 
other land use/cover changes escalate the challenges [6–13]. A number of 
problems resulting from erosion and sedimentation include changes in 
channel morphology, damages to infrastructure, navigational issues, 
exacerbation of the risk of flooding and landslides, and reservoir siltation. 
Sediments can also contribute to the degradation of water quality (e.g., an 
increase in pollutants such as nutrients and heavy metals due to contaminated 
sediment and a decrease in dissolved oxygen levels), loss of soil fertility 
(reduction of agricultural productivity and food security), habitat destruction 
(affecting flora and fauna, leading to the loss of biodiversity in aquatic 
ecosystems), and climate change by affecting soil carbon sequestration [14–26]. 
Hence, the processes of erosion and sedimentation have significant 
environmental, economic, and social impacts, which require implementing 
sustainable management practices and proper sediment control measures to 
mitigate their impacts [27]. In this regard, there is a remarkable demand to use 
numerical models' analytical and predictive capabilities for bridging the 
existing knowledge gaps in understanding the complex processes of erosion, 
transport, and deposition of sediments. Their unique advantage in replicating 
the intricate interaction between hydrodynamics, sediment dynamics, and 
morphological changes improves our ability to anticipate sediment-related 
issues under various conditions [28,29]. 

Across various disciplines, from research to engineering applications, 
numerical models have become indispensable tools to represent physical 
reality. Nevertheless, the users who rely on information provided by 
numerical simulations are still concerned about the precision and reliability of 
the predictions. In this context, it is critically important to adhere to the "good 
modeling practice" paradigm (i.e., model setup, calibration, validation, 
application) [30–33]. Thus, evaluating the credibility and trustworthiness of 
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computer simulations of physical processes remains an issue that needs 
comprehensive assessment [34,35]. While employing numerical models to 
investigate sediment transport is viable, without careful model calibration and 
validation, such modeling may yield findings lacking the accuracy or 
dependability necessary for valuable design or decision-making purposes. 

1.1 Background and motivation 

Numerical models are inherently simplified yet practical and versatile 
representatives of complex systems, providing a better understanding of real-
world phenomena [36]. Although simplifications may not lead to severely 
unrealistic simulation results, a certain level of uncertainty is involved in 
computational simulations. Therefore, despite its promising potential, 
numerical modeling presents challenges that originate from the inherent 
uncertainties resulting from our limited comprehension of natural 
phenomena, errors associated with the model's structure (i.e., assumptions, 
simplifications, approximations, initial and boundary conditions), as well as 
inadequate, imprecise and/or erratic data used for model construction, 
calibration, and validation [37,38]. The sequence of these uncertainties raises 
the vital question of "How should confidence in modeling and simulation be 
critically assessed?" [39–41]. More specifically, computational fluid dynamics 
(CFD) simulations have received increased attention regarding reliability 
assessment and confidence level enhancement [42,43]. The reliability, 
accuracy, and authenticity of numerical simulations strongly depend on the 
quality of [44–51]: 

• Mathematical description of the physical process (e.g., boundary
conditions, governing equations, empirical formulae)

• Numerical scheme used for discretization of differential equations

• Solution method for the discretized algebraic equations

• Implementation of the numerical solution in a computational code and
verification

• Model calibration and validation
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As depicted in Fig. 1.1, a physical reality can be encapsulated in a 
mathematical model (conceptual model), in an abstraction form, that 
quantitively represents and describes the knowledge about the system or 
process of interest. These models are then discretized and treated as 
computational models [52–54]. Mathematical models typically incorporate 
input parameters that are imprecise or sometimes even undefinable. This 
requires the process of model calibration and validation using sufficient 
information (measured field data, experiments, expert knowledge, and 
experience) to better reflect the phenomenon for which predictions are 
targeted. However, uncertainties exist in observational data used for model 
setup and calibration owing to errors and deficiencies associated with 
measuring equipment and techniques [55,56]. The uncertainties are even 
augmented by converting a mathematical model into a computational model 
through discretization [57–59]. Hence, it is essential to comprehend the 
ramifications of uncertainties on the model's output [60,61]. 

Fig. 1.1 Involving factors affecting the reliability of model predictions or "imperfect paths 
to knowledge" described by Oden et al. [52] 

The models for simulating fluvial hydrodynamics and sediment transport 
have evolved from simple numerical solvers into advanced hydroinformatic 
tools over multiple "generations" of numerical modeling in hydraulics, as 
described by Abbott et al. [62,63]. In light of rapid advancements in 
computational technology and efficient solvers, hydro-morphodynamic 
numerical models have emerged as flexible and cost-effective tools to analyze 
sediment transport mechanisms. Hydro-morphodynamic modeling involves 
the numerical solution of the governing differential equations (i.e., 
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momentum, energy, and continuity) describing the flow field together with 
simulating sediment transport and morphological evolution within an 
investigated domain. Because of the multiple processes involved in describing 
the dynamics of flow-sediment interactions, a substantial quantity of empirical 
parameters and input data are required [64]. Despite rapid developments in 
this field and increased knowledge of computational techniques, modelers still 
face a significant challenge in minimizing inevitable misfits between 
simulation outcomes and corresponding measured data [65,66]. Since these 
models are extensively parameterized, they are particularly subject to a 
significant amount of parametric uncertainty in addition to the 
aforementioned sources of uncertainty, such as model structure complexity 
[67–74]. This means that some input parameters required for model setup 
cannot be quantified at a desired scale or location for a specified period due to 
challenges associated with continuous in-situ monitoring, while some others 
cannot be recorded at all owing to physical constraints [75–77]. As a result, the 
accuracy of hydro-morphodynamic model predictions is constrained by the 
integrity and spatiotemporal coverage of available data. 

Model calibration constitutes the foremost step in accrediting such models 
as trustworthy tools for predictions and decision-making and addressing the 
issues encountered by institutions involved in water resource supply and 
management [78–80]. Calibration is generally applied to authenticate the 
model's capability to generate results corresponding to the actual data. 
Entailing the systematic adjustment of model parameters, calibration can be 
defined as an inverse iterative procedure that aims to mitigate uncertainty 
through the successive refinement of the model outputs. The ultimate goal is 
to obtain a rational agreement with a reasonable tolerance between 
observations and computational outcomes by recurrent comparisons [81–85]. 
Over the past decades, numerous research works have been conducted on the 
application of function optimization techniques for model calibration 
(automatic calibration) as a means to circumvent the laborious, subjective, 
time- and cost-consuming, and sometimes impractical process of manual 
calibration in various types of environmental models [86–96]. Automatic 
model calibration is state-of-the-art in many disciplines, replacing the general 
trial-and-error calibration procedure, especially when dealing with a high 
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degree of nonlinearity due to numerous uncertain input parameters and 
considering the non-uniqueness nature of the solution for the inverse problem. 
Although applying optimization methods is the conventional approach for 
model calibration in related fields such as hydrological models [97–99], there 
is a remarkable research gap regarding the use of automated inverse 
techniques to calibrate hydro-morphodynamic models [100–105]. This thesis 
tries to give new insight to the modelers in this field and propagates the 
application of automatic calibration routine as an essential step in the 
modeling process. 

1.2 Research objectives 

This dissertation investigates optimization methods for calibrating various 
hydro-morphodynamic numerical models and provides insight into the 
advantages of automatic model calibration as a cutting-edge alternative to the 
typical trial-and-error calibration technique used in this field. The main 
research question is: can the proposed methodology for automatic model calibration 
be reasonably applied to environmental models with morphological activity? 

In this regard, the following specific objectives were defined: 

• Development of 3D hydro-morphodynamic models of a curved
channel, two laboratory-scale and one prototype-scale reservoirs.

• Performing parameter identification (sensitivity analysis) and
parameter estimation (automatic calibration) using various algorithms.

• Comparison of different optimization methods and finding the most
efficient one regarding the computational time and accuracy.

1.3 Structure of the thesis 

This doctoral thesis is organized in a cumulative style. In addition to the 
five chapters, it comprises three methodically developed research papers to 
assess the performance of automatically calibrated models considering hydro-
morphological processes in channels and reservoirs from laboratory to 
prototype scale. 
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The first chapter provides an overview of the subject matter, discussing the 
background and motivation for conducting this research. Chapter 2 presents 
the fundamentals of sediment transport mechanisms and reservoir 
sedimentation. Materials and methods used for developing the numerical 
models and the algorithms for automatic calibration are introduced in Chapter 
3. The summaries of the main findings of the published papers, as well as the
conclusions and recommendations, are included in Chapters 4 and 5,
respectively. Finally, the scientific papers are attached as appendices
(Publication I, II, and III).





Chapter 2 

Fluvial sediment transport and 
reservoir sedimentation 

Sediment transport mechanisms are among the most intricate and poorly 
understood natural phenomena. Scholars are still striving to solve ongoing 
challenges by developing novel approaches and models that provide further 
insight into the complex fluvial hydrodynamics and sediment transport 
processes. The formation and arrangement of alluvial channels through the 
complex interaction between flowing water and sediment materials constitute 
the core principle of fluvial morphology. Over time, natural streams and rivers 
undergo continuous adjustments, modifying their characteristics, e.g., slope, 
shape, and grain distribution. These dynamic processes (degradation and 
aggradation) involve the scouring of channel beds, transporting sediment 
particles in suspension or as bedload, and depositing materials depending on 
the flow velocity to establish a balance between sediment supply and transport 
capacity [106]. Thus, fluvial systems exhibit a tendency to adapt to 
disturbances by transitioning toward an equilibrium state through 
morphodynamic processes.  

Sediments are produced in the catchment due to a range of physical and 
chemical mechanisms known as denudation processes. These mechanisms 
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lead to the breakdown of rocks into smaller fragments (weathering) in 
drainage basins. The soil surface undergoes erosion primarily due to the 
impact of raindrops and surface flow, which may either move in thin layers as 
sheet erosion or within specific channels as rill and gully erosion. In areas with 
moderate rainfall, sheet erosion constitutes the primary contributor to the 
overall sediment load, whereas in arid and semi-arid regions, a substantial 
portion of the load is supplied by gully and stream-channel erosion [107,108]. 
Additionally, the downslope movement of loose soil (mass wasting) further 
contributes to the ongoing process of denudation. Hence, the sediment yield 
of a catchment depends on extensive interactions among geological and 
topographical features, soil types, vegetal cover, and climate conditions, which 
is expedited by human activities. 

This chapter aims to briefly overview essential topics related to non-
cohesive sediment transport mechanisms, reservoir sedimentation, and hydro-
morphodynamic numerical modeling without going into detail or providing 
extensive empirical/theoretical equations in this field. 

2.1 Sediment properties 

The sediment transport mechanism is directly related to the size and shape 
of particles.  The size of sediment particles can be categorized into a wide range 
based on the diameter grade scale, from very fine clay (0.0005 > d > 0.00024 
mm) to very coarse boulders (4000 > d > 2000 mm) [109]. Fluvial sediment
typically consists of a heterogeneous combination of varying-sized particles,
usually presented as a particle size distribution curve. The non-uniformity of a
sediment mixture can be described by the geometric standard deviation of size
distribution and gradation coefficient parameters, which are the functions of
characteristic particle sizes of the mixture d16, d50, and d84 (sizes for which 16,
50, and 84 percent of the sediment sample by weight are finer). The other
factors related to sediment particles, as required input parameters for hydro-
morphodynamic numerical modeling, are the angle of repose, settling velocity,
and porosity.

The angle of repose refers to the slope angle formed by sediment particles 
that are on the verge of sliding, which typically varies between 30° (sand) and 
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42° (cobble and boulder) [46,110–112]. The settling velocity is a key variable in 
sediment transport studies, particularly when suspended load transport 
predominates. This variable depends on several parameters such as sediment 
size, shape, submerged specific weight, fluid viscosity, turbulence intensity, 
and suspended sediment concentration. High sediment concentration in 
turbid water significantly decreases the settling velocity compared to clear 
water, referred to as the hindered settling effect. Stokes [113] made the first 
attempt to formulate settling velocity for spherical particles in laminar clear 
water. Since then, numerous researchers have proposed a variety of empirical 
and semi-theoretical relationships for the fall velocity of natural sediment 
particles with irregular shapes and rough surfaces. A wide range of such 
formulae can be found in the literature, e.g., [114–121]. Porosity, defined as the 
volume of void per unit total volume of the sediment deposit, can also be 
approximated according to available empirical formulae [122]. 

2.2 Incipient motion of sediments 

Sediment mobilization occurs when the hydrodynamic forces (drag and 
lift) exerted on a particle exceed a threshold value to overcome the stabilizing 
forces (particle submerged weight and friction). Determining this threshold for 
particle movement is essential in studying sediment transport, the design of 
stable channels, and managing river and channel systems. Various approaches 
have been developed to establish criteria for the incipient motion of uniform 
and non-uniform sediments. These approaches encompass the determination 
of threshold bed shear stress, critical discharge, critical near-bed or average 
velocity [123–128], probabilistic concepts [129–134], as well as approaches 
considering the impact of near-bed turbulence structures on sediment 
entrainment [135–142]. According to the literature, the most renowned and 
widely used approach can be traced back to the pioneering work of Shields 
[143], based on the critical bed shear stress concept for uniform non-cohesive 
sediment on a horizontal surface [144–147]. Shields developed a diagram 
grounded in his experimental data, wherein the dimensionless critical shear stress 
(or Shields parameter, 𝜏𝜏𝑐𝑐∗) is correlated with the dimensionless grain Reynolds 
number (𝑅𝑅𝑒𝑒∗) that is a function of the shear velocity and grain size. The flow 
condition associated with the area above the curve in the Shields diagram 
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indicates sediment mobility for a certain sediment size, whereas the area below 
the curve denotes no sediment motion. The original Shields diagram, however, 
has been modified by several researchers to address its practical shortcomings 
and enhance its predictive applicability across a wider range of flow and 
sediment conditions [148–157]. As mentioned earlier, the work of Shields and 
its modified versions specifically apply to uniform sediments on nearly 
horizontal surfaces. In the case of steep streamwise or lateral gradients, the 
influence of the downslope gravity component on the incipient motion of 
sediments should also be considered (see, for example, [158–165]). The 
initiation of motion in multi-fraction sediment mixtures is governed by a more 
complex mechanism known as the hiding-exposure effect. Regarding non-
uniform sediments, coarse particles have a higher likelihood of being exposed 
to the flow, whereas fine particles are prone to being concealed by coarser 
material. Therefore, a correction factor should be considered in determining 
the critical bed shear stress of a given size fraction in accordance with the 
particle size distribution [166–168]. 

2.3 Modes of sediment transport 

Bedload and suspended load are two primary forms of sediment transport 
(Fig. 2.1). Bedload transport involves the movement of coarse sediment 
particles that stay in continuous contact with the bed (sliding/rolling) and the 
particles jumping or bouncing along near-bed trajectories (saltation). On the 
other hand, suspended load transport pertains to the movement of fine 
particles transported in suspension through the water column. As turbulence 
intensity significantly decreases, such as when a river flows into a reservoir or 
lake, most suspended particles eventually settle on the bed according to their 
settling velocity. The following criteria provide an approximate range based 
on the ratio of particle fall velocity 𝑤𝑤𝑠𝑠 to shear velocity 𝑢𝑢∗, to distinguish 
between different types of sediment transport modes1 [172]: 

1 Although the threshold condition for sediment suspension is generally defined based on 
the Rouse number (= 𝑤𝑤𝑠𝑠/κ 𝑢𝑢∗, κ is von Kármán constant), the critical values may vary in different 
literature. For other values, see, for example, Wu [46] and Armanini [169]. Furthermore, the 
threshold of sediment suspension can also be defined according to the Shields parameter [170] 
or probabilistic approaches [171]. 
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• Sliding and rolling 6 > 𝑤𝑤𝑠𝑠/𝑢𝑢∗ ≥ 2
• Saltation 2 > 𝑤𝑤𝑠𝑠/𝑢𝑢∗ ≥ 0.6 
• Suspension 0.6 > 𝑤𝑤𝑠𝑠/𝑢𝑢∗ 

  The proportion of bedload to suspended load may exhibit significant 
variation from case to case depending on factors such as sediment 
characteristics and flow conditions. However, bedload generally represents a 
smaller percentage of the total transported sediment load (about 5 - 25%) 
compared to the suspended load [172–175]. Additionally, the wash load that 
occurs near the water surface in the form of semi-permanent suspension 
involves very fine particles with extremely low settling velocities, which has a 
practically negligible contribution to the sedimentation process and channel 
morphology. These particles are transported over long distances through the 
channel and rarely come in contact with the bed layer, unlike the suspended 
load that continuously exchanges with the bed. In contrast to the two main 
modes of sediment transport, the transport rate of wash load is not necessarily 
dependent on flow characteristics but more on climate conditions and 
watershed geology (i.e., the presence of fine-grained sediments resulting from 
chemical weathering or geologic formations) [176–178]. 

Fig. 2.1 Schematic of different modes of sediment transport 

Bedload transport modeling 

When the excess bed shear stress (𝜏𝜏−𝜏𝜏𝑐𝑐) is relatively low, the bedload 
transport typically proceeds in contact with the bed layer in rolling and sliding 
manners, where the lift force exerted on particles is equal to or less than the 
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submerged weight. As the shear stress increases and the lift force exceeds the 
submerged weight, sediments momentarily lose contact with the riverbed. 
Then, the streamwise movement of sediment particles occurs in a rapid and 
successive jumping or bouncing form mainly governed by the hydrodynamic 
lift and drag forces, as well as the bed roughness and the impact force after 
hitting the bed. Consequently, most of the momentum of these saltating 
particles is transferred to the bed as horizontal impulses, which may induce 
the initiation of motion of surface sediments, commonly referred to as surface 
creep. The bedload transport rate 𝑞𝑞𝑏𝑏 can be expressed as the solid volume of 
transported particles per unit time and width. It can also be expressed in a 
dimensionless form known as bedload transport intensity 𝛷𝛷𝑏𝑏. Over the past 
century, researchers have developed numerous formulae to estimate the 
bedload transport rate based on various approaches, from empirical to more 
complex theoretical ones [179–182]. Commonly employed approaches include: 

• Excess bed shear stress concept considers the difference between the
bed shear stress acting on particles and the threshold shear stress for
initiation of motion; e.g., formulae of Meyer-Peter and Müller [183],
Fernandez Luque and van Beek [184], Paintal [185], Parker [186], and
Cheng [187].

• Energy balance concept considers the amount of energy available in
flow to transport sediments, which is typically defined as the stream
power (per unit bed area, expressed as the product of average velocity
and bed shear stress) or unit stream power (energy expenditure per unit
weight of water, defined as the product of average velocity and bed
slope) [188,189]; e.g., formulae of Bagnold [190–194] and Yang [195].

• Probabilistic concept based on the idea that the entrainment of
individual sediment particles is stochastic, considering the randomness
of particle geometry and the fluctuating nature of the turbulent flow
field, which exerts a complex set of forces on sediments. The exchange
of particles between the bed surface and bed layer and their movement
are analyzed in terms of the probability that the applied forces on a
grain surpass the resisting forces at a specific time and location; e.g.,
formulae of Einstein (empirical [196] and semi-theoretical [197]), Wang
et al. [198], and Engelund and Fredsøe [199].
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It should be noted that most of the bedload transport equations are only 
applicable for nearly horizontal flows or mild slopes. However, the downslope 
gravitational component should also be considered for steep slopes. The 
formulae for bedload transport over steep gradients can be found in Smart 
[200], Graf and Suszka [201], Suszka [202], Tsujimoto [203], Rickenmann [204], 
and Damgaard et al. [205], among others. Furthermore, the fractional transport 
rate of bedload, which is typical in natural streams with non-uniform sediment 
mixtures, has been investigated by some researchers following the pioneering 
work of Einstein [197], e.g., formulae of Parker et al. [167], Misri et al. [206], 
Samaga et al. [207], Bridge and Bennett [208], Hsu and Holly [209], Patel and 
Ranga Raju [210], and Wu et al. [168]. 

Suspended load transport modeling 

With a further rise in excess bed shear stress, turbulence formation in the 
vicinity of the bed and its fluctuations cause finer particles to be lifted upwards 
from the bed and carried in suspension over a relatively long period [211]. 
Bagnold [190] described sediment suspension as the process where the 
submerged weight of particles is balanced by the upward diffusion of 
turbulent eddies. 

According to Einstein [197], the suspended load transport rate 𝑞𝑞𝑠𝑠, 
expressed in volume per unit time and width, can be determined by 
integrating the product of flow velocity and local sediment concentration over 
the flow depth based on the advection–diffusion concept of sediment 
concentration. Other formulae to estimate 𝑞𝑞𝑠𝑠 based on the diffusion approach 
can be found in the works of Lane and Kaliske [212], Guo and Wood [213], 
Bijker [214], and van Rijn [215]. 

The concentration gradient follows an exponential pattern, with the 
highest concentration (reference concentration) near the bed (reference level), 
which decreases with an increase in flow elevation. The vertical distribution of 
suspended sediment concentration can be approximated according to Rouse's 
equation [216] as well as similar distribution functions [215,217–221], 
considering the equilibrium sediment suspension by balancing entrainment 
flux due to upward turbulent diffusion and depositional flux (volumetric 
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settling rate per unit area) due to gravity. The reference level on top of the bed 
layer (boundary for supplying sediment to the suspended load) and the 
concentration at this level are essential parameters in quantifying the 
suspended load transport rate. Numerous researchers have proposed different 
criteria to determine the reference level, which can be proportional to the flow 
depth [222,223], particle size [197,199,224], bed roughness, or bedform height 
[214,215,225]. Accordingly, they have developed formulae for calculating the 
concentration at this level. However, the direct measurement of near-bed 
suspended load concentration is practically not feasible to verify the reliability 
of these formulae. Instead, it has to be extrapolated based on measurements 
taken in the upper flow layers using the vertical concentration distribution 
functions. 

In addition to the mentioned diffusion concept for estimating the 
suspended load transport rate, there are also formulae based on the energy 
concept or stream power, e.g., Bagnold [191] and Wu et al. [168]. 

Bed-material load transport modeling 

Bed-material load (sometimes called total load by neglecting the wash 
load) is the sum of the transported bedload and suspended load per unit time 
and width. Therefore, the bed-material load transport rate can be calculated 
indirectly by defining and summing the transport rate of bedload and 
suspended load, e.g., formulae of Einstein [197],  Chang et al. [226], Bagnold 
[191], van Rijn [151,215], and Wu et al. [168]. The other method is the direct 
estimation of bed-material load without breaking it down into two separate 
components. For example, Laursen [227] established a formula considering 
size fractions in calculating the total concentration of bed-material load. 
Engelund and Hansen [228] used the stream power concept and the similarity 
principle to develop their total load transport equation. Ackers and White 
[229] used the stream power approach and introduced a mobility factor based
on dimensional analysis in their formula. Yang [230,231] related the total load
transport rate to the unit stream power. Karim [232] introduced a formula for
non-uniform sediment mixtures, including particle hiding and exposure for
fractional transport rate of bed-material load. Yang and Lim [233] and Yang
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[234] developed an equation for the total load transport rate, including the
wash load.

Selecting an appropriate sediment transport formula for a particular case 
may be challenging due to the extensive number of available equations, each 
with its certain range of applicability. These formulae have been developed 
based on different approaches and under specific conditions, such as sediment 
size, shape, sorting, flow conditions, and bed slope. Therefore, the optimal 
choice depends on a thorough understanding of the unique attributes of a 
specific case, including the sediment characteristics and hydraulic conditions. 

2.4 Reservoir sedimentation 

Reservoirs, as anthropogenic elements of river systems disturbing the 
watercourse continuity, are built for diverse purposes (e.g., water supply, 
hydropower production, and flood control). Reservoirs are susceptible to the 
progressive process of sedimentation owing to relatively low flow velocities, 
limited turbulence intensity, and restricted transport capacity of the sediment-
laden water. Reservoir sedimentation is influenced by factors such as reservoir 
characteristics (size, slope, geometry), reservoir operation, watershed 
characteristics and its hydrological features, river regime and sediment inflow 
rate. The majority of bedload sediment and heavier particles of suspended 
load contribute to the formation of delta deposits at the head of the reservoir 
and cause an increase in the backwater profile in the upstream channel, 
whereas fine particles are carried into the reservoir, resulting in depositions 
over the whole reservoir. Fine sediment usually reaches the dam structure, 
also by density currents or stratified flows (Fig. 2.2). The accumulation of 
sediment leads to a reduction in reservoir storage capacity over time and is a 
significant threat to the long-term viability and functionality of reservoirs. 
Sedimentation not only limits the reservoir's useful lifespan but also alters the 
sediment balance in the riverine environment, introduces safety concerns, 
restricts the benefits provided by dams, and negatively impacts the up- and 
downstream river regions [235]. 
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The effects resulting from reservoir sedimentation can be classified 
according to their location as [236–238]: 

• Upstream region: delta formation and backwater effect, streambed
aggradation, higher flood levels, impaired navigational clearance,
affecting upstream water intakes, elevated groundwater levels,
waterlogging riparian agricultural soil, and soil salinization

• Reservoir area: storage loss (e.g., affecting hydropower generation,
water supply, flood control benefits, recreational and commercial
navigation), and operational problems (e.g., clogging of intake
structures and abrasion of hydromechanical equipment)

• Downstream part: channel incision below the dam, bed-material
coarsening and bed armoring, destabilization of streambanks and
accelerated bank erosion, lowering of groundwater levels, limited
nutrient delivery to downstream ecosystems, and accelerated coastal
erosion

Fig. 2.2 Typical reservoir sedimentation pattern (modified after Julien [239]) 

According to the International Commission on Large Dams (ICOLD), as of 
2020, there are currently around 58,700 registered large dams worldwide with 
a cumulative storage volume of 7,000–8,300 km3. With a growing population 
resulting in increased demands for water storage, food, and renewable energy, 
the necessity for new dams and storage reservoirs is continuously rising 
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[240,241]. As a result of this ongoing development, ecological and 
environmental consequences, such as increasing river fragmentation due to 
dam construction and further reservoir sedimentation, are anticipated. 
Although sedimentation rates are highly site-specific and are not uniform 
worldwide, since the 1987 World Bank report [242], it has been consistently 
highlighted in the literature that reservoir sedimentation reduces global 
storage capacity by 0.5–1 % per year [243–245]. According to Annandale [246] 
and Schleiss et al. [247], the annual average global loss of storage capacity due 
to sedimentation exceeds the capacity growth achieved through the 
construction of new reservoirs, which indicates that reservoirs are generally 
not sustainable. Therefore, urgent mitigation measures are necessary to ensure 
the reliable and efficient management of existing reservoirs in order to extend 
their useful lifespan. 

Sediment management strategies aim to achieve equilibrium in the 
watershed-river–reservoir-dam system by manipulating its components to 
preserve storage capacity while minimizing socioeconomic and environmental 
costs. These strategies can be categorized into the following groups (Fig. 2.3) 
[235,244,248,249]: 

• Measures to decrease the proportion of sediment yield that flows into
reservoirs

• Measures to minimize the entry and deposition of sediment inside
reservoirs

• Measures to recover the storage volume by sediment removal
techniques

• Adaptive strategies to mitigate sedimentation impacts without
adjusting the sediment balance

Significant long-term reduction in sediment yield can result from soil 
conservation measures (nonstructural measures), generally by promoting 
vegetative cover. However, the downstream reaction to land-use changes 
upstream may undergo a time lag of several decades. Structures for erosion 
control, such as check dams, contribute significantly by stabilizing eroding 
channels, but their storage capacity is typically limited compared to the 
sediment yield, and they require ongoing maintenance [249]. According to 
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Wang and Kondolf [250], in regions with high sediment yield, sustainable 
strategies for managing reservoir sedimentation should prioritize the passing 
of sediment downstream rather than trapping it upstream. It is due to the 
expenses associated with construction and maintaining upstream structures, 
along with their restricted sediment trapping capacity. 

Routing strategies aim to minimize deposition by passing the sediment-
laden flow around (off-stream reservoir or bypass tunnel/channel) or through 
the reservoir. An off-stream reservoir can be constructed outside the main 
channel (e.g., across a tributary) to divert the clear water into storage (by 
pumping or gravity) through an intake, while sediment-laden flow bypasses 
the reservoir. Furthermore, the muddy water can be diverted by a 
tunnel/channel around the instream reservoir to a location below the dam 
[237,251,252]. Sediment can pass through the reservoir by releasing turbidity 
currents or sluicing (lowering the water level during a flood event, allowing 
the flow to pass the reservoir at the same rate it enters). 

Fig. 2.3 Classification of strategies for reservoir sedimentation management (modified 
after Morris [249]) 
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Among the sediment removal techniques (e.g., using hydraulic forces or 
mechanical equipment), reservoir flushing is a commonly used method to 
counteract sediment accumulation by eroding a portion of the deposited 
materials. This technique has been regarded as one of the most efficient 
methods for reservoir desiltation [235,253]. Increased velocities and flow-
induced shear forces acting on deposits lead to the mobilization and transport 
of sediment, along with scouring of a flushing channel typically following the 
river thalweg when the water level is sufficiently lowered to reach the free-
flow conditions (full drawdown or empty flushing). Moreover, pressure 
flushing (partial drawdown), which is not as efficient as empty flushing, 
occurs when low-level outlets are opened to discharge sediment while the 
water level is high. Subsequently, a scour cone forms in front of the outlets, 
and sediment removal is confined to the region immediately upstream of the 
outlets. The effectiveness of flushing is dependent upon several factors, such 
as reservoir geometry, flow discharge, sediment characteristics, and outlet 
size, among others. The large quantity of particles being flushed and the high 
suspended sediment concentration in the outflow may negatively impact the 
overall health of the downstream environment. Therefore, it is essential to 
evaluate the compatibility of sediment flushing activities with the 
conservation of the downstream ecosystem, considering the socioeconomic 
impacts [254–258], which requires careful monitoring. 

To conclude, the management strategies applicable to each reservoir may 
differ based on several factors, such as hydrological and environmental 
considerations, technical requirements, as well as financial aspects and legal 
conditions. Certain strategies can be implemented simultaneously, while 
others can be applied in a sequential manner. An optimal method often 
involves an integration of proactive and adaptive strategies for long-term 
sustainable use [249]. For a detailed and comprehensive overview of different 
management strategies applied to reservoirs worldwide, see 
[235,237,244,253,259–263]. 





Chapter 3

Materials and methods 

In this thesis, three case studies are examined. A fully three-dimensional 
CFD code is employed for calculating hydraulics and morphological changes. 
The models are automatically calibrated using various optimization 
algorithms. This chapter offers a concise overview of the methodology used, 
while detailed information for the three case studies is available in Appendices 
I, II, and III. 

3.1 Numerical modeling 

Computational hydro-morphodynamic models can be classified based on 
different aspects, e.g., dimensionality (section-averaged 1D, depth- or width-
averaged 2D, and 3D), flow state (steady, quasi-steady, and unsteady), 
discretization methods for governing equations (e.g., finite volume, finite 
difference, and finite element methods), as well as sediment related aspects 
(equilibrium or non-equilibrium transport state, uniform or non-uniform size 
fraction, and sediment transport modes). The selection of a model depends 
upon the nature and complexity of the problem, the model's ability to 
accurately simulate the problem, the availability of data for model calibration 
and verification, as well as the overall time and budget assigned for the 
simulation [28,46]. The flow dynamics in natural streams exhibit three-
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dimensional characteristics, particularly in areas such as meander bends or 
local expansions. Three-dimensional hydro-morphodynamic models typically 
employ the Reynolds-averaged form of the Navier–Stokes equations 
(momentum conservation) and the continuity equation (mass conservation) of 
fluid along with the sediment continuity equation, incorporating equations of 
varying complexity to address turbulence closure [264–267] as well as required 
equations to calculate free-flow surface, suspended load transport, bedload 
transport, and bed evolution. A comprehensive overview of related governing 
equations, turbulence models, and numerical solutions can be found in 
textbooks on fluid dynamics [46,268–275]. 

The numerical model SSIIM (Sediment Simulation In Intakes with 
Multiblock option) [276] is used for modeling hydraulics and morphological 
changes in all three case studies in this thesis. SSIIM is a freely available CFD 
code that has been successfully employed in numerous studies focused on 
hydraulics and sediment transport [277–292]. SSIIM solves the Reynolds-
averaged Navier–Stokes (RANS) equations with the continuity equation on a 
three-dimensional unstructured and non-orthogonal adaptive grid. The 
adaptive grid refinement is based on the implemented wetting/drying 
algorithm, which relies on the alterations in the free water surface and bed 
levels. This algorithm computes the number of cells generated in the vertical 
direction after each time step based on the water depth. Consequently, the 
computational domain undergoes spatiotemporal changes and can be adapted 
for the subsequent time step. For spatial discretization, SSIIM uses the finite 
volume method, and an implicit scheme is employed for temporal 
discretization, allowing the use of larger time steps. Concerning the RANS 
equations, the convective term can be modeled using different schemes (e.g., 
power-law or second-order upwind scheme). The pressure term is addressed 
through the semi-implicit method for pressure-linked equations (SIMPLE). 
The Reynolds stress term is computed using Boussinesq approximation with 
the concept of eddy viscosity, and it involves the application of different 
turbulence models (e.g., standard or RNG k–ε) for turbulence closure. The free 
water surface can be calculated based on several methods (e.g., computed 
pressure field or diffusive wave equations) [293]. Regarding the up- and 
downstream boundary conditions, SSIIM uses the Dirichlet boundary 
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condition and Neumann type zero gradient boundary condition for all 
variables, respectively. The movement of suspended sediment is modeled by 
solving the transient convection-diffusion equation using an equilibrium near-
bed sediment concentration. Several bedload transport formulae (e.g., van Rijn 
or Meyer-Peter and Müllers) have also been implemented in SSIIM. The critical 
shear stress can be calculated according to the Shields curve, and the shear 
stress for the bed and side boundaries is computed according to the wall law. 

3.2 Model calibration 

Calibration is a multi-step, inverse problem aimed at reducing uncertainty 
by updating the parameter values of a model and comparing computational 
and measured data to achieve improved agreement within a reasonable 
tolerance. In this context, the model output deviates minimally from the actual 
data as specified in performance criteria. Since hydro-morphodynamic models 
involve a multitude of imprecise or unknown input parameters, in-depth 
calibration and validation are imperative for the reliable use of such models in 
making accurate predictions about hydraulics, sediment transport, and 
morphological processes, ensuring the model's trustworthiness. However, 
model calibration is a challenging task. According to Wang and Wu [294], 
calibrated values may sometimes fall outside the reasonable range (even to an 
order of magnitude), but they still yield satisfactory results when compared 
with the measured data. This happens because the model user employs a 
limited number of calibrated parameters to account for all simplifications of 
the model. Moreover, it can be argued that if a model is calibrated based on a 
specific aspect (e.g., morphological change), there is no guarantee that other 
simulated parameters (e.g., flow velocities and sediment transport rate) agree 
with their corresponding measurements [295]. Thus, calibrated models still 
encompass a potential degree of uncertainty and have shortcomings arising 
from model errors (approximations, simplifications, and assumptions) and 
data errors (the absence of error-free observations with sufficient spatial and 
temporal resolutions for calibration), thereby contributing to discrepancies 
[296]. Hence, despite the validity of calibrated parameters for a specific site 
during the time period when the data was collected, it cannot be assured that 
the calibrated values will remain valid for other periods at the same site or at 
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a different location (spatiotemporal dependency) [32]. The calibration process, 
which can be done in a manual trial-and-error or automatic manner, comprises 
two major stages [297,298]: 

1. Parameter specification: where sensitive parameters, whose variations
significantly influence the model's output, are identified. The proper selection 
of parameters through sensitivity analysis is of utmost importance since the 
adjustment of irrelevant or non-sensitive parameters may result in extra 
dimensionality and computing burden.  

2. Parameter estimation: where optimal or quasi-optimal values for the
specified parameters are determined in order to achieve the best alignment 
between the model's predictions and observed or measured data. 

Hydro-morphodynamic model calibration is typically carried out through 
trial-and-error procedures, which, aside from being inefficient and intricate 
(highly time-consuming), is subjective and depends on the experience of 
modelers [299]. These challenges emphasize the necessity to automate the 
calibration procedure using optimization techniques. In the process of 
automatic calibration, parameters are adjusted automatically following a 
specified optimization algorithm and sequential assessments of goodness-of-
fit (objective function) until reaching the termination criterion, enabling the 
explicit statement of confidence in model simulations [300]. Automatic 
calibration of hydro-morphodynamic numerical models is still in its initial 
stage compared to other fields, such as hydrologic models, which demand 
further investigations [301,302]. 

The model-independent nonlinear Parameter ESTimation and predictive 
analysis tool (PEST) [303], using the gradient-based Gauss–Marquardt–
Levenberg (GML) local optimization algorithm, is employed for the calibration 
of the numerical models in all three case studies in this thesis. PEST iteratively 
alters uncertain parameters within a predetermined range to minimize the 
difference between calculated and measured values based on the residual sum 
of squares as the objective function. Employing the GML algorithm, which 
combines the gradient descent method and Gauss–Newton algorithm, PEST 
runs the model and linearizes the relationship between model outcomes and 
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input parameters through Taylor's expansion of the actual parameter set. The 
number of model runs in a single PEST iteration is equal to the number of 
calibration parameters. In each iteration, a Jacobian matrix, which consists of 
the partial derivatives of the model outputs, is calculated. This is then utilized 
to derive an upgrade vector for modifying the parameters in the subsequent 
iteration. This process continues until either the minimum of the objective 
function is reached or termination requirements are fulfilled. 

Since there is a possibility for local optimization algorithms to be trapped 
in local minima points on the objective function surface, a series of global 
optimization algorithms are also employed to validate the results obtained by 
PEST, as follows: 

• Shuffled Complex Evolution (SCE–UA) uses a combination of
competitive evolution, local direct search of the downhill simplex
approach, controlled random search, and complex shuffling. The
optimization begins by picking a population of points dispersed
randomly over the parameter space, which are then grouped into
several complexes. Each complex evolves independently to search the
domain in diverse directions, employing the downhill simplex
algorithm. The population is rearranged at regular intervals, and
candidate solutions are transferred to new groups to exchange
information gathered from prior complexes throughout their evolution
phase. The process of evolution and shuffling is iteratively performed
until the convergence condition is met [304].

• Covariance Matrix Adaptation Evolution Strategy (CMA–ES) is a
stochastic algorithm designed for the real-parameter optimization of
nonlinear and nonconvex functions. It employs evolution strategies'
general operators, including recombination, mutation, and selection.
Every iteration begins by sampling a population of candidate solutions
from a multivariate normal search distribution. Subsequently, solutions
are assessed based on their performance metrics, and the parameters of
the multivariate normal distribution are adjusted to direct the search
towards the region with lower objective function values. The series of
iterations persists until a termination condition is satisfied [305].
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• Particle Swarm Optimization (POS) is a metaheuristic global
optimization approach. This method involves initializing the search
space by distributing particles, which serve as possible solutions, to
create a swarm. Particles consist of position and velocity vectors,
moving in random directions while maintaining records of the best
positions they have individually discovered and the overall best
position achieved by the entire swarm. The fitness of particles is
evaluated based on an objective function. In each generation, the
velocity vector is adjusted according to the previous best position of
each particle and the best position of the entire swarm. Subsequently,
the new position is calculated concerning the updated velocity [306].

• Big Bang Big Crunch (BB–BC) is inspired by a theory for the universe's
evolution. The Big Bang phase involves the uniform generation of the
initial population by dispersing random candidate solutions across the
entire search space. Following this, the fitness value for each candidate
solution is computed (representing the "mass" of each particle). In the
subsequent Big Crunch phase, the randomly distributed population
shrinks to a single point, referred to as the "center of mass". In the
subsequent Big Bang, new individuals are primarily generated around
the previously calculated center of mass following a normal
distribution. The standard deviation of the normal distribution
decreases as the optimization progresses. This phase is succeeded by a
contraction based on calculating the new center of mass [307].

3.3 Case studies 

180° curved channel 

• Geometry: U-shaped channel with 1 m width and 4 m central radius
including up- and downstream reaches of 11.5 m length attached to the
bend, having a slope of 2 ‰

• Flow condition: unsteady flow with a base flow rate of 0.02 m3/s and a
depth of 0.054 m, using a triangular-shaped hydrograph
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• Sediment characteristics: 0.2 m of nonuniform sand on the bed with a
median diameter of 1 mm, a geometric standard deviation of 2.5, and a
density of 2,650 kg/m3, modeled by 8 size fractions

• Sediment transport formulae: Engelund-Hansen, van Rijn, and Wu
• Optimization algorithms: GML, SCE–UA, CMA–ES, PSO
• Calibration parameters: roughness height, active layer thickness, and

volume fraction of compacted sediments in bed
• Data for calibration: measured bed elevations of 54 points along

different longitudinal and cross-sections

Lozenge- and hexagon-shaped reservoirs 

• Geometry: two shallow reservoirs having lozenge and hexagon shapes
with maximum inner dimensions of 4.0 m in width and 6.0 m in length,
having a flat bed

• Flow condition: constant flow discharge of 0.007 m3/s with a water
depth of 0.2 m

• Sediment characteristics: suspended sediment inflow containing
nonuniform walnut shells with a median diameter of 0.05 mm, a
geometric standard deviation of 2.4, and a density of 1,500 kg/m3,
modeled by 7 size fractions

• Sediment transport formula: van Rijn
• Optimization algorithms: GML, BB–BC
• Calibration parameters: roughness height and active layer thickness
• Data for calibration:  measured bed elevations of 8,600 and 16,500 points

along different longitudinal and cross-sections for the lozenge- and
hexagon-shaped reservoirs, respectively

Bodendorf reservoir 

• Geometry: 2.5 km long reservoir with an average width of 40 m
(between 35 m and 120 m), an average slope of 3.8 ‰ (between 0.5 ‰
and 7 ‰), and a designed storage capacity of 900,000 m3

• Flow condition: 31 hours of drawdown flushing with a maximum
discharge of 134 m3/s under free flow conditions
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• Sediment characteristics: size range between 1 mm and 80 mm with
different proportion distribution along the reservoir having a density of
2,550 kg/cm3, modeled by 9 size fractions

• Sediment transport formulae: Meyer-Peter and Müller, van Rijn, and
Wu

• Optimization algorithms: GML
• Calibration parameters: four empirical parameters in van Rijn's bedload

transport formula, coefficient of Meyer-Peter and Müller's sediment
transport formula, hiding-exposure correction factor, roughness height,
active layer thickness, and volume fraction of compacted sediments in
bed

• Data for calibration:  measured bed elevations of 1,300 points in 10
cross-sections along the reservoir



Chapter 4

Summary of the scientific papers 

This chapter briefly summarizes the scientific publications presented in 
Appendices I, II, and III. Each summary outlines the main findings of the 
respective study. Further details regarding the results for calibrated values and 
the statistical performance of the models can be found in the corresponding 
articles. 

4.1 Publication I: Comparison of local and global 
optimization methods for calibration of a 3D 
morphodynamic model of a curved channel 

The measured data obtained from a well-documented laboratory experiment 
conducted on a U-shaped channel is utilized to set up and calibrate the numerical 
model. This case study has been typically employed as a benchmark for hydro-
morphodynamic numerical studies. In this paper, a local (GML) and three global 
optimization algorithms (SCE-UA, CMA-ES, and PSO) are coupled with the 
numerical model SSIIM for automatic calibration. The objective of this study is to 
investigate the applicability and efficiency of automatic calibration by comparing 
different algorithms in terms of model runs and the accuracy of their output. 
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Additionally, the most appropriate algorithm is used to calibrate further models using 
different discharge rates. 

The automatic calibration in this study focuses on three input parameters: 
roughness height, active layer thickness, and sediment volume relative to 
water at the bed. All methods contribute to streamlining the calibration 
process by reducing the need for user intervention. Comparing the outcomes 
of the GML algorithm of the PEST software with the three global optimization 
algorithms reveals a notable concurrence in the calibrated parameter values. 
This highlights the capability of PEST to calibrate the model on a global scale 
(without being trapped in local minimum points) while using a local 
optimization technique. Furthermore, in terms of convergence speed, the GML 
algorithm stands out as considerably more efficient than the other methods, 
requiring fewer model runs, which offers a significant benefit in the calibration 
of hydro-morphodynamic models with long simulation times. Therefore, 
PEST is further used to calibrate a total of nine models using three distinct 
discharge rates and sediment transport formulae of van Rijn, Wu, and 
Engelund-Hansen. Models calibrated using Wu's formula demonstrate 
superior predictive capability in capturing the general characteristics of bed 
deformations, including regions of deposition, erosion, and their magnitudes. 
The van Rijn formula also yields reasonably acceptable results. However, 
models employing the Engelund-Hansen formula exhibit the highest 
disagreement with the observations. 

The main scientific contribution of this paper lies in developing an efficient 
methodology for the automatic calibration of hydro-morphodynamic models. 

4.2 Publication II: Applying optimization methods for 
automatic calibration of 3D morphodynamic numerical 
models of shallow reservoirs: comparison between 
lozenge- and hexagon-shaped reservoirs 

This paper examines the performance of the 3D numerical model SSIIM in 
conjunction with the automatic calibration tool PEST to assess the morphological 
changes in two symmetric laboratory-scale shallow reservoirs with hexagonal and 
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lozenge geometries. Numerical modeling of symmetric expansions presents complex 
challenges, where the entering jet can randomly follow one side of the expanded area. 
This complexity introduces the possibility of multiple solutions for the Navier–Stokes 
equations. Moreover, the presence of secondary currents in recirculation zones and 3D 
stretching vortices necessitates using 3D models. 

In this study, to validate PEST's ability to identify the global optimum 
point across the search space and avoid local minima, the models are also 
calibrated using the global optimization algorithm BB–BC. Following a 
sensitivity analysis, two parameters, roughness and active layer thickness, are 
chosen for calibration. Obtaining nearly identical calibrated parameter values 
from PEST and BB-BC confirms PEST's ability to identify the global minimum 
point. This shows the repeatability and robustness of the auto-calibration 
procedure using the GML algorithm of PEST to calibrate the models globally. 
Moreover, the number of model runs required for calibration in PEST is about 
an order of magnitude fewer than BB–BC, which reveals the efficiency of PEST 

and its potential for calibrating hydro-morphodynamic models. Regarding the 
hexagonal reservoir, characterized by a stable straight flow structure, 
sediment particles tend to settle primarily along the central longitudinal 
section. Nevertheless, the unstable fluctuating flow pattern within the lozenge-
shaped reservoir results in sediment distribution along the sides of the 
reservoir. Comparisons between the calculated bed levels and the measured 
topography of the physical models at various time steps indicate that the 
calibrated numerical models can reasonably replicate similar patterns, 
considering the key features of both reservoirs, including the flow field, jet 
direction, recirculation zones, and bed level changes.  

According to the literature, the hydro-morphodynamic numerical studies 
of symmetric expansions are typically limited to rectangular reservoirs with a 
90° expansion angle. The primary scientific contribution of this paper involves 
the numerical modeling and calibration of lower expansion angles to 
investigate their effect on the flow field development and sedimentation 
patterns. 
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4.3 Publication III: Using automatic model calibration 
for 3D morphological simulations: a case study of the 
Bodendorf reservoir flushing 

In this paper, the insights gained from automatic calibration using PEST software 
in the former two case studies are applied to calibrate a numerical model simulating a 
reservoir flushing event in a prototype scale. Due to the relatively longer simulation 
time compared to the previous two cases, global optimization algorithms are omitted 
from this investigation.  

After conducting a sensitivity analysis, nine parameters are chosen for 
calibration (four empirical parameters in van Rijn's bedload transport formula, 
coefficient of Meyer-Peter and Müller's sediment transport formula, hiding-
exposure correction factor, roughness, active layer thickness, and volume 
fraction of sediments in bed). The calibration process involves utilizing bed 
elevation data collected at ten cross-sections, comprising around 1,300 points 
along the reservoir. The formulae of Meyer-Peter and Müller (MPM), van Rijn, 
and Wu are used in simulations. During the optimization process, 
modifications are made to van Rijn and MPM formulae by adjusting their 
empirical parameters. Additionally, the parameter related to the hiding-
exposure behavior of non-uniform sediments, as proposed by Wu, is altered. 
The findings of model calibration indicate that calibrated values are highly 
dependent on the initial model components, and an optimized parameter set 
may not be the best set if the model configuration changes. Therefore, 
employing optimized values resulting from calibrating a hydro-
morphodynamic model and applying them to the same model with a different 
sediment transport formula, a practice often observed in manual calibration, 
may not always yield the optimal outcome. The models utilizing the van Rijn 
and Wu formulae demonstrate better performance compared to the model 
calculated using the MPM formula, as evidenced by lower error amounts and 
higher correlations. Both models using the formulae of van Rijn and Wu 
demonstrate similar performance levels, with no clear statistical evidence of 
one performing better. This is further supported by the Brier skill score, where 
both van Rijn and Wu models achieve nearly identical scores, indicating their 
"good" performance. In contrast, the model simulated by the MPM formula is 
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classified as having a "reasonable/fair" performance based on the evaluation 
criteria of the Brier skill score. 

The simulation of hydro-morphodynamic models in a prototype scale is 
inherently time-consuming. Their calibration is further complicated and 
demands considerable time investment. Consequently, the limited studies on 
the automatic calibration of such models have focused on using representative 
metamodels (surrogate models) for calibration. The contribution of this paper 
lies in demonstrating the efficient automatic calibration of an actual 3D hydro-
morphodynamic model for simulating a reservoir flushing event in a 
prototype scale. 





Chapter 5 

Conclusions and outlook 

Hydro-morphodynamic numerical models incorporate numerous 
imprecise or unknown input parameters, leading to substantial uncertainty in 
their outputs. Hence, it is imperative to calibrate these models using available 
measured data and assess their uncertainty before applying them for 
forecasting, decision-making, and management purposes. Most studies on 
numerical modeling of fluvial sediment transport, reservoir sedimentation, 
and reservoir flushing have traditionally focused on individual parameters 
during calibration, employing manual trial-and-error and one-at-a-time 
approaches based on the user's understanding of the model structure and 
environmental system properties. This means each sensitive parameter is 
calibrated independently while holding others constant. However, it is often 
the case that the overall optimal fit does not arise from the individual 
calibration of each parameter, which means there could be significant conflicts 
between evaluated parameters, and manual calibration may not capture these 
trade-offs. Hence, when dealing with several uncertain parameters, many 
potential combinations make manual calibration more complex, time-
consuming, and costly. Moreover, due to the subjective nature of manual 
model calibration, there is no assurance that the optimal parameter 
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combination can be attained. Therefore, applying optimization techniques to 
the model fitting procedure offers a more objective and convenient alternative. 
In order to assess the performance, efficiency, and reliability of optimization 
techniques, three case studies are modeled and automatically calibrated 
against measured data in this thesis. In the first and second case studies, the 
performance of a gradient-based local optimization method (GML algorithm 
of PEST software) is compared with several global optimization techniques. 
Since the calibrated values obtained from all methods are identical in each 
case, it can be concluded that the GML algorithm is able to calibrate the models 
globally without getting stuck in the local minimum points of the objective 
function surface. In terms of efficiency, the GML algorithm requires 
significantly fewer model runs than other algorithms, making it superior 
without sacrificing reliability. The overall conclusion of this study emphasizes 
the efficacy of employing appropriate optimization algorithms for calibrating 
hydro-morphodynamic models, a practice not commonly adopted by 
researchers in this domain. Such techniques can substantially reduce 
calibration time, minimize user intervention and subjectivity, enable 
uncertainty quantification, and concurrently enhance the precision of the 
calibration process. 

Nevertheless, it is essential to note that since GML is a gradient-based 
algorithm, it starts the optimization procedure from a single point on the 
objective function surface towards the nearest optimum point, and hence, 
there is a possibility of missing the global optimum. Therefore, to confirm the 
ability of the GML algorithm to find the global optimum point across the 
search space and avoid local minima, it is beneficial to reassess the calibration 
either by using different initial values within the parameter space or by 
employing global optimization algorithms. However, this reassessment may 
only be reasonable for computationally inexpensive models. Regarding large-
scale models with extended simulation times, such as long-term reservoir 
sedimentation modeling, an alternative approach could involve surrogate 
modeling (metamodels). This method facilitates the utilization of global 
optimization algorithms or Bayesian calibration. Nonetheless, metamodels 
serve as approximations of full-complexity numerical models and can only be 
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utilized to expedite the calibration procedure if a sufficient number of model 
runs (training iterations) are conducted to construct the metamodel. 

Moreover, enhancing the validity and reliability of automatic calibration 
of hydro-morphodynamic models could involve employing multi-objective 
optimization approaches. These methods consider additional aspects of the 
model (e.g., using velocities in addition to the bed levels for calibration), 
moving beyond a single value for uncertain parameters. Instead, they identify 
a set of equally optimal and non-dominated solutions. 
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Abstract: In curved channels, the flow characteristics, sediment transport mechanisms, and bed
evolution are more complex than in straight channels, owing to the interaction between the centrifugal
force and the pressure gradient, which results in the formation of secondary currents. Therefore, using
an appropriate numerical model that considers this fully three-dimensional effect, and subsequently,
the model calibration are substantial tasks for achieving reliable simulation results. The calibration
of numerical models as a subjective approach can become challenging and highly time-consuming,
especially for inexperienced modelers, due to dealing with a large number of input parameters with
respect to hydraulics and sediment transport. Using optimization methods can notably facilitate and
expedite the calibration procedure by reducing the user intervention, which results in a more objective
selection of parameters. This study focuses on the application of four different optimization algorithms
for calibration of a 3D morphodynamic numerical model of a curved channel. The performance of
a local gradient-based method is compared with three global optimization algorithms in terms of
accuracy and computational time (model runs). The outputs of the optimization methods demonstrate
similar sets of calibrated parameters and almost the same degree of accuracy according to the achieved
minimum of the objective function. Accordingly, the most efficient method concerning the number
of model runs (i.e., local optimization method) is selected for further investigation by setting up
additional numerical models using different sediment transport formulae and various discharge rates.
The comparisons of bed topography changes in several longitudinal and cross-sections between the
measured data and the results of the calibrated numerical models are presented. The outcomes show
an acceptable degree of accuracy for the automatically calibrated models.

Keywords: 3D hydro-morphodynamic model; automatic calibration; optimization algorithms; curved
channel; SSIIM; PEST

1. Introduction

Numerical models have become useful behavioral representatives of complex environmental
systems. In water-related domains, the growth of knowledge about the underlying processes and
recent developments regarding numerical solvers and computational techniques have increased the
performance and speed of simulations. However, a significant challenge remains for modelers
to minimize the misfit between simulation outputs and corresponding physical observations,
which is necessary to obtain a reliable predictive model [1,2]. Hydro-morphodynamic models
are characterized by a large number of input parameters dealing with a considerable amount of
uncertainty. This uncertainty arises from the sophisticated behavior of environmental fluid systems,
the simplified structure of models, implemented empirical equations, unknown boundary conditions,
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and imprecise input data. Some of the physical input parameters, which are subject to calibration, can
only be quantified at specific locations over a limited period, and for some it is not physically feasible
to measure them.

Modeling practice can be defined as a four-step task, involving model setup, calibration, validation,
and application [3]. Consequently, the model accuracy depends not only on the model structure and the
quality of input data but also on the model calibration and validation. Calibration of numerical models
is the foremost step for quantifying and accrediting computational simulations, involving two major
stages: parameter specification (i.e., selection of sensitive parameters that are subject to adjustment) and
parameter estimation (i.e., determination of optimal or quasi-optimal values of specified parameters).
Calibration is an inverse, multistep problem, with the aim of uncertainty diminution by updating the
model through subsequent comparisons between observations and computational results, in order to
achieve a good agreement with a reasonable tolerance [4]. In other words, calibration is the process
of model adaption by adjusting independent variables to gain accordance between computed and
measured distributions of dependent variables, so that the model output deviates marginally from the
real data specified in the performance criteria [5,6]. Nevertheless, even calibrated models potentially
involve a certain amount of uncertainty and seldom address the underlying deficiencies because
of both model errors (modeling assumptions, simplifications, and approximations) and data errors
(the lack of error-free measurements) [7,8]. Hence, a calibrated model needs to be validated before
applying it to practical problems to ensure reliable predictions [9–11]. On the other hand, according
to Refsgaard and Henriksen [12], a validated model operates in a precise manner with regards to
site-specific applications and predefined accuracy criteria, and thus the validity of a model is always
limited in terms of time, space, boundary conditions, and the type of application.

Model calibration can be accomplished manually, automatically, or by using a multistep method
combining the two approaches [13–15]. The most widely used trial-and-error method is not only
highly dependent on users’ knowledge of the model structure and their level of expertise, but also
on their understanding of the environmental system characteristics and the properties of measured
data [16]. The trial-and-error method follows the simple approach of manual adjustment of uncertain
or unknown parameters and the comparison of predictions with measured values, involving human
judgment to attain the best fit for model parameters [17]. As the model structure becomes complicated,
the manual calibration procedure becomes laborious, time- and cost-consuming, and for models with a
large number of uncertain or unknown variables (e.g., morphological models), sometimes impractical.
The demanding practice related to the manual method has been persuading modelers to improve
the complex inverse calibration technique based on optimization algorithms (e.g., deterministic,
metaheuristic, stochastic, or uncertainty-based). This can be done by coupling the model with an
optimization engine, with the aim of speeding up the calibration process and establishing an objective
scheme to address the “user-subjectivity” issue [18–20]. As an example of the user influence on model
calibration results, Botterweg [21] compared the outcomes of a hydrological model that was calibrated
independently by two users with an identical set of measured data and reported how different sets of
calibrated parameter values could yield reasonable results.

Principally, automated calibration consists of three elements: an objective function to assess
the differences between model outputs and observations, an optimization algorithm for sequential
adjustment of preselected model parameters with regard to the reduction of the objective function’s
value, and a convergence criterion [22–24]. Optimization algorithms can be categorized into two
classes: global methods based on sampling the proposed values of parameters over the entire
space, and local methods based on point estimation by finding the optimum point where no further
progress can be achieved in the adjacent space of the parameter. Regarding the local methods,
which are computationally efficient and need far fewer model runs, the initial values should be
chosen carefully, as model calibration proceeds from this point towards the gradient descent of the
objective function. If nonlinearity affects the model, there is no assurance that the inverse problem
is unimodal, which means local methods can be simply trapped in local minima points instead
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of finding the global minimum. Therefore, since the calibration process is strongly dependent on
the initial starting point, it is required that the user continuously assesses results, adjusts starting
values, and restarts the model [25–27]. “Equifinality”, as described by Beven [28,29], should also
be considered regarding the automated calibration, which may propose the same model prediction
by using different parameter sets (also see Straten and Keesman [30] for the term “equally possible”
parameter sets). In other words, uncertainty-based calibration methods such as Generalized Likelihood
Uncertainty Estimation (GLUE) [31–33] or the Metropolis–Hastings algorithm of Markov Chain Monte
Carlo (MCMC) method [34], which sample different parameter combinations to produce a calibrated
probability distribution, detect several feasible parameter sets, unlike the other methods, which focus
on pinpointing a single optimal solution [35].

The performance of autocalibration techniques has been extensively studied for environmental
models in the fields of hydrology and groundwater over several decades. However, in the field of
fluvial hydraulics, there are relatively few studies available in the literature regarding the application
of automated inverse methods for calibrating hydro-morphodynamic models [36–42]. In the present
study, a 3D hydro-morphodynamic model of a 180◦ curved channel is developed according to a
physical model and calibrated against the measured bed elevations of 54 points along different
longitudinal and cross-sections. The model calibration is carried out with a local optimization method
(Gauss–Marquardt–Levenberg method), using the Parameter ESTimation (PEST) package [43] and
three population-based global optimization algorithms: Particle Swarm Optimization (PSO) [44],
Shuffled Complex Evolution (SCE-UA) [45], and Covariance Matrix Adaptation Evolution Strategy
(CMA-ES) [46]. The used methodology is further explained in Section 2. This work aims to evaluate the
efficiency of the automatic calibration procedure based on the local optimization method as compared
to the global methods, with the main objective of predicting a single set of optimal parameter values
for the model, which is presented in Section 3.1. Further, in order to test the performance of the
most efficient method, different experimental runs with various discharge rates are used to set up
and calibrate additional models, presented in Section 3.2. Finally, the results are summarized and
conclusions are presented in Section 4.

2. Methodology

2.1. Experimental Data

Yen and Lee [47] conducted a series of experiments to investigate the bed topography evolution and
transverse sediment sorting in a 180◦ curved channel under unsteady flow conditions. The rectangular
U-shaped channel measured 1 m in width and had a 4 m central radius. Two straight up- and
downstream reaches measuring 11.5 m in length were attached to the bend to ensure uniform and
fully turbulent flow. A 20 cm flat layer of nonuniform sand with a median diameter of d50 = 1 mm
and a geometric standard deviation of ơg = 2.5 was placed on the bed, having a final slope of 2%�.
Further details regarding the sediment characteristics can be seen in Table 1, which also includes the
fall velocity of particles calculated according to the empirical equation of Ferguson and Church [48],
by assuming ρs = 2650 kg/m3 as the density of sediments. The base flow rate for all experiments was
set to Q0 = 0.02 m3/s, according to the incipient motion of sediment particles, with a flow depth of
h0 = 5.44 cm. During the experiments, the discharge was linearly increased up to a maximum value
and then progressively lowered to the base flow discharge (triangular-shaped hydrograph). In total,
five different experiments were conducted with different durations and peak discharge values.

Table 1. Sediment characteristics of the experiments that were applied in the numerical model.

Sediment Size Classes

Size (mm) 0.25 0.42 0.84 1.19 2.00 3.36 4.76 8.52
Proportion (%) 6.55 10.56 25.36 15.06 20.11 13.02 4.88 4.46

Cumulative proportion (%) 6.55 17.11 42.47 57.53 77.64 90.66 95.54 100
Fall velocity (m/s) 0.03 0.06 0.11 0.14 0.20 0.26 0.32 0.43
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2.2. Numerical Model

Due to the three-dimensional nature of the flow field in bends caused by the interaction of
centrifugal force and the lateral pressure gradient, which results in a helical flow structure, the use
of a 3D numerical model is imperative. In the present study, the fully three-dimensional numerical
model SSIIM 2 (Sediment Simulation In Intakes with Multiblock option) [49] is employed to simulate
hydraulics and morphological bed changes. This Computational Fluid Dynamics (CFD) code has been
successfully used to model several cases with different scales in the fields of hydraulic and sedimentation
engineering by many researchers [50–61]. The numerical model SSIIM 2 solves the Reynolds-averaged
Navier–Stokes (RANS) equations together with the continuity equation (Equations (1) and (2)) on an
adaptive three-dimensional non-orthogonal and unstructured grid, by using a finite volume approach
for the spatial discretization and an implicit scheme for the temporal discretization to compute the
water motion for turbulent flow.

∂Ui
∂t

+ Uj
∂Ui
∂xj

=
1
ρ
∂
∂xj

(
−Pδi j − ρuiuj

)
(1)

∂Ui
∂xi

= 0 i = 1, 2, 3 (2)

where U is the averaged velocity over the time t; x is the space direction; ρ is the water density; P is the
dynamic pressure; δi j is the Kronecker delta, which can be either 1 if i = j or 0 if i � j [62]; and −ρuiuj
is the turbulent Reynolds stress term. Regarding the RANS equations, the convective term is modeled
by using the second-order upwind (SOU) scheme [49]. The semi-implicit method for pressure-linked
equations (SIMPLE) is used to evaluate the pressure term [63] by computing pressure-correction
from the water continuity defect in a cell. The Reynolds stress term is computed by the concept of
eddy viscosity with the standard k–ε turbulence model [64], using the Boussinesq approximation.
The free water surface is calculated according to the computed pressure gradient using the Bernoulli
equation [65]. A Dirichlet boundary condition is applied for the inflow and a zero gradient boundary
condition is defined for variables at the outflow boundary. Wall laws for rough boundaries are used
for the bed and the side walls [66].

The grid size is chosen according to a similar study by Fischer-Antze et al. [67], containing
254 × 20 × 5 cells in streamwise, lateral, and vertical directions, respectively. The number of cells in
the adaptive grid is adjusted during the computations according to the implemented wetting–drying
algorithm [68]. Three different bedload transport formulae by Engelund-Hansen [69], van Rijn [70],
and Wu [71] are used for the sediment transport computation. Using Wu’s correction factor, the hiding
and exposure effect of nonuniform sediments is applied for the formulae by Engelund-Hansen and van
Rijn, which by default do not consider the interaction between different size fractions in calculating the
fractional transport rate of nonuniform sediments (i.e., they take the transport of each size individually
into account).

2.3. Calibration Procedure

2.3.1. Local Optimization Method

The model-independent Parameter ESTimation tool (PEST) has been successfully used for
calibration, sensitivity, and uncertainty analysis of environmental models in the fields of hydrology [72],
groundwater [73], ecology and water quality [74–76], and flood modeling [77], providing promising
results. PEST uses the gradient-based Gauss–Marquardt–Levenberg (GML) [78,79] algorithm for
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nonlinear parameter estimation through iterative progress refinement and by employing the weighted
sum of the squared residuals as the objective function (Equation (3)).

SSR =
n∑

i=1

wir2
i (3)

where r is the residual, defined as the difference between model-generated bed levels and corresponding
measured topographic elevation; and w is the weighting factor, which is considered to be 1 for all
observations in this study.

The GML algorithm combines the gradient descent method (when the function is far from the
minimum) with the Gauss–Newton algorithm (when the function is around the minimum), resulting in
a fast and efficient convergence to the minimum of the objective function. PEST invokes the model by
using the initial parameter values prespecified by the user. Through Taylor’s expansion of the actual
parameter set, PEST linearizes the relationship between input parameters and model outputs. At the
first iteration, according to the number of adjustable parameters, PEST runs the model several times and
fills the Jacobian matrix containing the partial derivatives of each model output (i.e., filling the Jacobian
matrix requires as many runs as the number of adjustable parameters). Subsequently, the upgrade
vector is calculated (Equation (4)) with the aim of defining a damping factor, and parameters are
changed within the user-defined bounds. This procedure is repeated for each iteration by using the
updated values from the previous one until the minimum of the objective function is found.

u =
(
JTQ J + λI

)−1
JTQr (4)

where J is the (n × m) Jacobian matrix, which has n columns according to the number of adjustable
parameters and m rows following the number of model outputs; the superscript T stands for the
transpose operator; Q is an (m × m) diagonal weight matrix; λ is a damping parameter (i.e., Marquardt
lambda), which is adjusted during each iteration; I is an (n × n) identity matrix; and r is the vector of
residuals for the current parameter set.

A reliable estimation of calibrated parameters in PEST highly depends on the predefined starting
values. The reason is that in the case of getting trapped in a local minimum point on the objective
function surface, the GML algorithm may not be able to leave this region. Therefore, in this study, the
model calibration is done with four different initial parameter values for PEST to ensure its stability in
finding the global minimum.

2.3.2. Global Optimization Methods

• The Shuffled Complex Evolution-University of Arizona (SCE-UA)
The SCE-UA method was initially developed for calibration of conceptual rainfall-runoff

models [45], which uses a global optimization algorithm. The algorithm is based on the competitive
evolution [80], the local direct search of downhill simplex method [81], a controlled random search [82],
and the concept of complex shuffling. The optimization starts by sampling a population of randomly
distributed points over the feasible parameter space and partitioning the points into several groups
(complexes). Each complex contains 2n + 1 points (n is the number of parameters to be optimized)
and evolves independently to explore the domain in different directions, using the downhill simplex
algorithm. Periodically, the population is shuffled and candidate solutions are reassigned to new
complexes to share the information obtained from previous complexes during their evolution phase.
The evolution and shuffling are progressively repeated until the convergence criterion is reached
(i.e., the entire population moves gradually to converge towards the global minimum point). For more
details about the algorithm see [83,84].

• Covariance Matrix Adaptation Evolution Strategy (CMA-ES)
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CMA-ES is a derivative-free stochastic method for real-parameter optimization of nonlinear
and nonconvex functions, using the general operators of evolution strategies, i.e., recombination,
mutation, and selection. Each iteration (generation) is initiated by sampling a new population of
individuals or candidate solutions from a multivariate normal search distribution. This is followed by
the evaluation of individuals according to their performance measures and by updating the parameters
of the multivariate normal distribution to guide the search towards the area with lower objective
function values. The sequence of iterations is continued until a user-defined termination criterion
is met. CMA-ES adapts the covariance matrix representing the pairwise dependencies between the
variables in the distribution. The algorithm follows two principles for the parameter adaptation:
(a) the maximum likelihood principle for updating the mean of the normal distribution in a way that
the likelihood of previously successful candidate solutions is maximized; (b) using two evolution
paths, one for the covariance matrix adaptation and the other one for adjusting the mutation strength
(or the step size, which is defined as the standard deviation of the normal distribution). For a detailed
description of the algorithm see [85].

• Particle Swarm Optimization (PSO)
The PSO algorithm, inspired by the social behavior of swarming animals (e.g., bird flocks or fish

schools), is a metaheuristic stochastic global optimization approach. In this method, the search space
is initialized with randomly positioned particles as potential solutions forming a swarm. Particles
are composed of two vectors (position and velocity vectors) and move in random directions, keeping
track of the best position (solution) found by themselves (having intelligence) and the one achieved
by the whole swarm (with social interaction). The fitness of particles is measured by an objective
function. In each generation, the velocity vector (reflecting the travel direction of particles across the
search trajectory) is updated according to the previous best position of each particle (personal best
or cognitive component) and that of the entire swarm population (global best or social component).
Finally, the new position is computed with regard to the updated velocity. The process is iterated until
a termination condition is satisfied [44,86].

2.3.3. Investigated Parameters

Among several uncertain input parameters in SSIIM 2 numerical model, the three most sensitive
parameters are selected for calibration through a manual sensitivity analysis as follows:

1. Roughness height at the bed (ks): For fixed beds, this parameter is typically assumed to be
proportional to the representative grain size dn (the diameter where n% of sediment grains are
finer) (i.e., Nikoradse’s equivalent grain roughness). For movable beds, however, the roughness
caused by bedforms has to be added to the grain roughness, which may increase it with a higher
factor than the grain roughness itself. A collection of different equations regarding the roughness
height can be found in the literature (e.g., [87]). In this study, despite the dynamic nature of the
roughness coefficient due to the formation of bedforms, the roughness height is considered to be
uniform along the whole domain, because of the focus on the automatic calibration procedure.
The range of this parameter is selected to be between d50 and 10d90.

2. Active layer thickness (ALT): This parameter is described as a function of the representative grain
diameter and the bedform height as a dynamic value that depends on the sediment properties
and the flow conditions. ALT determines the maximum depth of erosion during one time-step in
the numerical model. For this study, a constant value of ALT is also chosen, with a range between
d50 and 5dmax [88,89].

3. The volume fraction of compacted sediments (VFS): This parameter describes the proportion of
deposited sediments in the bed compared to the water content, which depends on the bulk density
as a function of grain size distribution and packing of sediment depositions. This parameter’s
range is adjusted between 40% and 60% in the calibration process.
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2.4. Work Structure

Among the five experiments conducted by Yen and Lee [47], three different discharge rates—Run#1
(the highest discharge), Run#3 (the middle discharge), and Run#5 (the lowest discharge)—are used
in this study for model calibration in order to cover different discharge characteristics. First, Run#5
is selected to test all of the optimization algorithms. Afterwards, the most efficient method is also
applied for Run#1 and Run#3 to test the performance of the selected method. It should be mentioned
that Run#1 and Run#3 show the formation of bedforms at the outer bend in the experimental setup.
However, the employed numerical model in this study cannot precisely simulate the bedforms. Table 2
presents the features of the three applied hydrographs.

Table 2. Characteristics of the three hydrographs used in this study.

Run# Peak Flow Discharge (m3/s) Peak Flow Depth (cm) Duration (min)

1 0.0750 12.9 180
3 0.0613 11.3 240
5 0.0436 9.10 420

3. Results and Discussion

3.1. Testing the Performance of Different Optimization Methods

In order to evaluate the performance of the four selected calibration methods, in the first step,
the numerical model of Run#5 is calibrated as a test case, using Wu’s bedload transport formula, which
considers the fractional transport of nonuniform sediments. The initial values of the investigated
parameters are defined for all methods to be: ks = d90, ALT = dmax, and VFS = 50%. However, for
ensuring the survival of the gradient-based method by using PEST from being trapped in a local
minimum point, three additional starting values are also proposed as:

• PEST#2 (ks = d90, ALT = 2dmax, and VFS = 55%)
• PEST#3 (ks = 2d90, ALT = 4dmax, and VFS = 45%)
• PEST#4 (ks = 5d90, ALT = 2dmax, and VFS = 50%)

Table 3 summarizes the values for the calibrated parameters obtained from the four PEST runs
(four different starting conditions) and those obtained by the three global optimization methods.
In addition, the minimum of the achieved objective function (sum of the squared residuals, SSR) and
the number of models runs are presented in the table.

Table 3. Calibration results for the numerical model Run#5 by local and global optimization methods,
using Wu’s sediment transport formula.

Calibration Results
Calibration Method

PEST#1 PEST#2 PEST#3 PEST#4 SCE-UA CMA-ES PSO

ks (cm) 0.904 0.894 0.899 0.903 0.898 0.892 0.904
ALT (cm) 1.639 1.644 1.629 1.638 1.635 1.631 1.647
VFS (%) 48.1 47.9 48.4 48 48.1 48.1 47.9

Minimum of SSR (cm) 0.28249 0.28251 0.28240 0.28249 0.28247 0.28247 0.28241
Number of model runs 26 30 28 27 176 440 448

Note: ks, roughness height at the bed; ALT, active layer thickness; VFS, the volume fraction of compacted sediments;
SSR, sum of the squared residuals.

According to the results presented in Table 3, PEST returns very similar outputs by using different
initial values. This reveals that the software explored the whole parameter space and did not stick
to a local minimum point. By comparing the results of PEST with the three global optimization
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algorithms, a good agreement can be found between them regarding the calibrated parameter values,
which proves the ability of PEST to calibrate the model globally by applying a local optimization
algorithm. Nevertheless, by taking the number of model runs into account, considerably fewer runs
are used by PEST, representing an advantage for the calibration of morphological models, for which
long simulation time occurs.

3.2. Application of the Selected Calibration Method for Additional Numerical Setups

Based on its efficient performance in model calibration, PEST is selected to calibrate additional
numerical models (i.e., Run#1, Run#3, and Run#5, with the sediment transport formulae of Wu,
van Rijn, and Engelund-Hansen; nine model calibrations in total). From Table 4, which presents the
calibration results for nine models, it can be seen that the active layer thickness (ALT), as well as the
roughness height (ks), gain higher values with increase of the flow discharge. It can be argued that the
formation and evolution of bedforms along the channel bottom account for this effect.

Table 4. Calibrated values of the three selected parameters for nine simulations.

Calibration Parameters

Sediment Transport Formula

Wu Van Rijn Engelund-Hansen

Run#1 Run#3 Run#5 Run#1 Run#3 Run#5 Run#1 Run#3 Run#5

ks (cm) 1.52 1.34 0.90 0.63 0.61 0.37 0.48 0.31 0.25
ALT (cm) 2.04 1.85 1.64 2.20 1.94 1.24 1.31 1.12 0.74
VFS (%) 49 51 48 60 60 60 52 51 53

The volume fraction of sediments (VFS) compared to the water volume is quite constant for the
simulations using the formulae of Wu and Engelund-Hansen (around 50%). However, a value of 60%
is found by employing the sediment transport formula of van Rijn, which corresponds to the upper
predefined boundary for the search algorithm, indicating that the best solution for the optimization
problem may lie outside the physically realistic bounds. As already mentioned, the selection of
threshold values, between which the optimization algorithm adjusts parameters, should be taken
according to a reasonable range for each parameter.

Figures 1–3 show longitudinal sections of the initial and final bed levels after Run#1 (the highest
discharge), Run#3 (the mid discharge), and Run#5 (the lowest discharge), respectively. The results are
presented along the sections: (a) 10 cm from the inner convex bank, (b) the central line, and (c) 10 cm
from the outer concave bank.

In Run#1, according to the measurements, the maximum deposition occurs near the inner wall at
the 75◦ cross-section, which is well predicted in terms of position and magnitude by the numerical
model using the formula of Wu. The model using Engelund-Hansen’s formula also predicts the
location of this point at the same cross-section (75◦), with just a minor discrepancy. Nevertheless,
the model of van Rijn shows higher bed levels compared to the measurements. In this case, the position
of the point bar is at the central cross-section (90◦), having a slightly higher magnitude (Figure 1a).
Along the central longitudinal-section (Figure 1b), the predicted patterns of bed elevations by all of the
numerical models have a similar trend compared to the measurements, with a modest overestimation
of the deposition for the last 40◦ range of the bend (140◦–180◦). Near the outer bend, the maximum
scour depth in the experiment can be seen at the 165◦ cross-section, whereas the numerical models
give this point at the 180◦ cross-section. In the second half of the bend (90◦–180◦), measurements
show larger fluctuations caused by the development of bedforms compared to the smoother patterns
obtained from the simulations (Figure 1c).
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Figure 1. Initial and final bed levels of Run#1 along three longitudinal sections, (a) 10 cm from the
inner bank, (b) the central line, and (c) 10 cm from the outer bank.

Figure 2. Initial and final bed levels of Run#3 along three longitudinal sections, (a) 10 cm from the
inner bank, (b) the central line, and (c) 10 cm from the outer bank.
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Figure 3. Initial and final bed levels of Run#5 along three longitudinal sections, (a) 10 cm from the
inner bank, (b) the central line, and (c) 10 cm from the outer bank.

Regarding Run#3, near the inner bank, the maximum calculated deposition point is slightly shifted
to the upstream compared to the experiment. The location of this point is at around 60◦–70◦ according
to the numerical models, although measurements show it at about 75◦ (Figure 2a). Additionally, in the
range of 90◦–160◦, higher bed levels can be seen in the numerical models compared to the experiment.
Along the central line (Figure 2b), numerical models marginally underpredict the erosion part up to
the 60◦ cross-section. However, the overall patterns of the bed levels are similar to the experiment.
Although having almost identical patterns near the outer bend (Figure 2c), a contrast can be found
in the range of the last 30◦ of the bend between the simulations and measurements, especially the
underestimation of the maximum erosion depth at the 180◦ cross-section.

In Run#5, similar to Run#3, the position of the maximum bed level near the inner wall (Figure 3a)
is shifted further to the upstream in the numerical models. Here, the results of the model using
Engelund-Hansen’s formula diverge largely from the measured data. Although showing some degree
of underprediction regarding the erosion part up to the 60◦ cross-section, the simulated bed levels
along the central line and near the concave bank are in good agreement with the experimental data
(Figure 3b,c).

In Figure 4a–f, the cross-sectional bed profiles for all three runs are plotted at the locations of the
maximum deposition height (Run#1: 75◦; Run#3: 75◦; Run#5: 90◦) and the maximum scour depth
(Run#1: 165◦; Run#3: 180◦; Run#5: 180◦), according to the experiments. It can be seen that the results
of the numerical models are in good agreement with the experimental data regarding the pattern and
magnitude of the bed levels. However, the models using the formula of Engelund-Hansen are not
successful in accurately predicting the steepness of the scour flank and its depth in the downstream
part while increasing the discharge rate (compare Figure 4b,d,f).
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Figure 4. Cross-sectional bed levels for all runs in the maximum deposition (a,c,e) and erosion (b,d,f)
sections according to the experiments.

According to Table 5, which presents the overall performance of the models based on the coefficient
of determination (R2) and the root mean squared error (RMSE) statistics, all three calibrated models
using Wu’s formula have the best agreement with the observations, with R2 values ranging between
0.89 and 0.95 and RMSE values ranging between 0.67 cm and 1.49 cm. The simulation results with van
Rijn’s formula show similar statistical performance as those obtained with Wu’s formula. Nevertheless,
the results for the models using Engelund-Hansen’s formula have the lowest correlation and the
highest error compared to the measured data.
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Table 5. Goodness of fit for the calibrated models with different sediment transport formulae.

Goodness of Fit

Sediment Transport Formula

Wu Van Rijn Engelund-Hansen

Run#1 Run#3 Run#5 Run#1 Run#3 Run#5 Run#1 Run#3 Run#5

R2 (-) 0.90 0.89 0.95 0.90 0.89 0.94 0.88 0.83 0.90
RMSE (cm) 1.49 1.04 0.67 1.57 1.08 0.69 1.63 1.33 0.81

Note: R2, the coefficient of determination; RMSE, the root mean squared error.

In Figure 5, the bed level changes normalized by the base water depth (ΔZ/h0, where h0 = 5.44 cm)
are presented for all runs using Wu’s formula (right side), and are compared with the experimental
data (left side).

Figure 5. Plan view of the normalized bed deformations for (a) Run#1, (b) Run#3, and (c) Run#5,
comparing the simulations (right) to the measurements (left).
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4. Summary and Conclusions

In the present study, four different optimization methods (GML, SCE-UA, CMA-ES, and PSO)
are employed for automatic calibration of a 3D morphodynamic numerical model of a 180◦ bend.
Three input parameters, namely roughness height, active layer thickness, and the sediment volume
compared to water at the bed, are selected for calibration, using their initial values and a reasonable
range based on the literature. The results of the model calibration using all optimization methods (a local
method and three global methods) show very similar calibrated values. All of the methods facilitate
the calibration process by reducing the user intervention. However, considering the convergence
speed, using the GML algorithm of PEST software is considerably more efficient compared to the other
methods, as it needs far fewer model runs. Accordingly, PEST is selected for further investigation
(In total, nine models are calibrated by using three different discharge rates and the sediment transport
formulae of van Rijn, Wu, and Engelund-Hansen). Nonetheless, as PEST uses a gradient-based
algorithm, it potentially involves a high risk of being trapped in a local minimum point over the search
space rather than finding the global minimum. Therefore, the initial parameter values should be taken
with care. It is also worthwhile reassessing the calibration procedure with different starting values
to ensure that PEST finds the global minimum of the objective function. Moreover, characters and
discontinuous values, which are defined in models (such as the selection of the sediment transport
formula), cannot be processed by PEST and have to be adjusted manually.

The final bed levels predicted by the calibrated numerical models are compared with the
measurements at various longitudinal and cross-sections. The overall capabilities of the numerical
models are evaluated using the coefficient of determination and the root mean squared error statistics.
It is concluded that the calibrated models using Wu’s formula can predict the general characteristics
of bed deformations (regions of deposition, erosion, and their magnitudes) better than the other two
formulae by having the highest correlation and the lowest error between simulations and experimental
data. The formula of van Rijn also gives reasonably acceptable results. However, the models which
use the formula of Engelund-Hansen have the highest disagreement with the observations. It can also
be mentioned that the bedforms, developed at the outer bend by increasing the discharge rate, cannot
be accurately simulated by the numerical model. This effect is independent of the selection of the
sediment transport formula and the calibration routine.
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ABSTRACT

Understanding the complexity of the siltation process and sediment resuspension in shallow reservoirs is vital for maintaining the reservoir

functionality and implementing sustainable sediment management strategies. The geometry of reservoirs plays an indispensable role in the

appearance of various flow structures inside the basin and, consequently, the pattern of the morphological evolution. In this study, a three-

dimensional numerical model, coupled with optimization algorithms, is used to investigate the morphological bed changes in two symmetric

shallow reservoirs having hexagon and lozenge shapes. This work aims to evaluate the applicability, efficiency, and accuracy of the automatic

calibration routine, which can be a suitable replacement for the time-consuming and subjective method of manual model calibration. In this

regard, two sensitive parameters (i.e., roughness height and sediment active layer thickness) are assessed. The goodness-of-fit between the

calculated bed levels and the measured topography from physical models are presented by different statistical metrics. From the results, it

can be concluded that the automatically calibrated models are in reasonable agreement with the observations. Employing a suitable optim-

ization algorithm, which finds the best possible combination of investigated parameters, can considerably reduce the model calibration time

and user intervention.

Key words: 3D hydro-morphodynamic models, automatic model calibration, parameter estimation, reservoir sedimentation, shallow

reservoirs

HIGHLIGHTS

• The flow structure and sedimentation pattern in symmetric expansions are numerically studied.

• Local (GML) and a global (BB–BC) optimization algorithms are used to calibrate the numerical models of two symmetric shallow reservoirs.

• GML outperforms BB–BC considering the convergence speed (efficiency) without trapping in local minima by having the same predicted

parameter values (robustness).

1. INTRODUCTION

As general multi-purpose hydraulic structures, shallow reservoirs are used in different fields, serving as sediment and pollu-

tant trapping tanks, retention ponds, water storage basins, and also for aquafarming (Dewals et al. 2020). Depending on
several factors, such as geometrical aspects (i.e., expansion ratio: reservoir width/inlet width; and aspect ratio: reservoir
length/reservoir width), hydraulic and boundary conditions, and sediment properties, the velocity field inside a reservoir

emerges with various configurations, influencing the sedimentation along the basin. In turn, deposited sediments can further
modify the flow pattern (Kantoush 2008; Dufresne et al. 2012). The flow behavior in shallow reservoirs, such that the hori-
zontal dimensions are considerably larger than the water depth, can be considered a condition in which the flow passes

through a narrow inlet channel into a sudden or moderate expanded basin. Thus, the flow field involves an entering jet associ-
ated with large-scale 2D horizontal coherent turbulent structures and recirculation zones, controlling the mass and
momentum exchange. In addition, the flow field in symmetric expansions is specified by symmetry-breaking bifurcation

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying, adaptation and
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under certain conditions. The importance of this behavior in engineering applications has been a subject of interest among

many researchers in the field of fluid dynamics (Fani et al. 2012).
A comprehensive experimental study of laminar flow through a planar symmetric sudden expansion dates back to Durst

et al. (1974), who found that the Reynolds number (Re) strictly governs the flow structure. They defined a critical Re
value, beyond which the flow tends to become asymmetric. Cherdron et al. (1978) performed a similar study and confirmed
that the reason for asymmetric flow formation lies in disturbances generated at the edge of the expansion, which amplify in
the shear layers. Sobey & Drazin (1986) investigated the instabilities and bifurcation of flow in slight expansions by asymp-
totic analysis, numerical methods, and laboratory experiments. Shapira et al. (1990) carried out a linear stability analysis of

symmetric flow considering different angles at the expansion section. A numerical and experimental investigation of the flow
field in a symmetric expansion, indicating a symmetry-breaking (pitchfork) bifurcation point, was published by Fearn et al.
(1990). They introduced a slight asymmetry in the inlet channel in their numerical model to reproduce the imperfections,

which are inevitable in physical models. This small perturbation was also considered by Hawa & Rusak (2000). The effect
of different expansion ratios on the occurrence of non-symmetrical flow regimes in symmetric sudden expansions was studied
by Drikakis (1997). Many other researchers investigated the discussed phenomenon (i.e., the transition of the symmetric flow

into the asymmetric state) in sudden expansions (e.g., Mizushima et al. 1996; Sarma et al. 2000; Quaini et al. 2016). The main
focus of these studies is on determining a threshold for the critical Reynolds number as the bifurcation initiating factor and the
effect of geometrical aspects on the flow structure.

In contrast to extensive investigations of laminar flow behavior downstream of sudden expansions, relatively limited studies
exist about turbulent flow configurations (Escudier et al. 2002). As one of the earliest studies, Abbott & Kline (1962) exper-
imentally investigated the turbulent flow through a symmetric plane sudden expansion. They noticed two same-length
recirculation zones with a predominant central plane jet after the expansion. However, when the expansion ratio was

increased, the asymmetric pattern was observed with two disproportionate recirculation regions by the deflection of the
main jet toward one of the walls. They claimed that the reattachment length highly depends on the expansion ratio and is
not sensitive to the Reynolds number value (turbulence intensity). Similar results were obtained by Mehta (1981), arguing

the insensitivity of the asymmetric pattern for a range of high Reynolds numbers. Among other related studies on turbulent
flow through symmetric expansions, the laboratory experiments of Casarsa & Giannattasio (2008) and the numerical simu-
lations by De Zilwa et al. (2000) are worth mentioning. Most of these studies report the formation of the asymmetric flow

pattern as a function of the expansion ratio.
Narrowing down the discussed phenomenon to shallow reservoirs, Kantoush (2008) and Kantoush et al. (2008a, 2008b)

performed a comprehensive series of systematic investigations of the flow field with suspended sediments inside different geo-
metries with suddenly expanded regions experimentally and numerically. They studied the effect of reservoir geometry

alteration on the flow field, the silting process pattern, and the reservoir trap efficiency. The primary conclusion of these
works is that an asymmetric flow pattern appears in symmetric geometries under certain conditions, affecting the process
of suspended sediment transport and adjusting the spatial distribution of sediment deposits. Furthermore, the accumulation

of deposited sediments due to the additional sediment supply can, in turn, alter the flow pattern. Regarding the related exper-
imental studies in this field, Dufresne et al. (2010) classified flow patterns in shallow rectangular reservoirs into four stable
categories. They found a symmetric flow pattern containing a straight jet from the inlet to the outlet with two equal-size recir-

culation zones at the sides for short-length reservoirs (called S0 type) and three asymmetric patterns with one, two, or three
reattachment points (A1, A2, and A3) with unequal recirculation regions, depending on the length of the basin, for long-length
reservoirs. In reservoirs with intermediate length, an unstable flow field was also identified (S0/A1), in which the flow ran-

domly oscillates between the symmetric (S0) and asymmetric (A1) patterns. They investigated the effects of dimensionless
length and flow depth, lateral expansion ratio, and the Froude number on the median reattachment lengths and defined a
shape factor to predict the flow behavior based on the geometric aspects. Similar experimental results to those of Kantoush
(2008) were obtained by Camnasio et al. (2011), who categorized the flow field inside shallow rectangular reservoirs into a

channel-like (CH-L) type for reservoirs with very short width, two symmetric (S0 and S1), and two asymmetric (A1 and A2)
stable types, based on the reservoir expansion and aspect ratios.

Regarding the numerical assessment of the flow behavior in rectangular shallow basins, 2D models using the shallow water

equations were employed by Dewals et al. (2008) and Dufresne et al. (2011). On the other hand, the use of 3D numerical
models, employing the Reynolds-averaged Navier–Stokes equations, can be found in Esmaeili et al. (2016) and Lakzian
et al. (2020). Numerical models of symmetric expanding channels are complicated cases where the entering jet can randomly
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follow one side of the reservoir. It means that for such cases, multiple solutions for the Navier–Stokes equations can exist,

where the presence of an obstacle (deposited sediments), the grid resolution, discretization schemes, and the turbulence
model may cause the convergence of the equations with a different flow direction. Hence, in contrast to the extensively
studied rectangular geometries, we investigated the performance of a fully 3D numerical model (SSIIM) coupled with an

automatic calibration tool (PEST) to evaluate the morphological bed changes in two shallow reservoirs having hexagon
and lozenge shapes. The reservoirs are selected based on available high-resolution measurements for calibration and to
test the automatic model calibration for cases with complicated flow behavior. Since PEST uses a gradient-based local optim-
ization algorithm, to confirm its ability in finding the global optimum point over the search space and avoid the local minima,

the models are also calibrated by a global optimization algorithm.
Due to the fact that hydro-morphodynamic models involve a series of physically unmeasurable parameters, their accuracy

and reliability highly depend on the calibration process, which means the adjustment of uncertain input parameters to mini-

mize the misfit between simulation results and corresponding physical measurements. Generally, the calibration of such
models has been manually carried out through trial-and-error parameter adjustments based on the user’s understanding of
the model structure and features of the environmental system until a satisfactory agreement between simulated and measured

values can be achieved. By having multiple parameters for manual calibration, the typical way is to consider each parameter
separately for tuning by keeping the others constant. The procedure can then be repeated for the rest of the parameters one at
a time. However, in reality, the combination of the best values of every single parameter may not result in the overall best fit.

Thus, having a complicated model with several uncertain input parameters, the manual calibration method becomes cost- and
time-consuming, involving a high degree of subjectivity. Nevertheless, employing optimization algorithms is an ingenious
approach to the model fitting process. The application of automatic model calibration in different fields of environmental
studies, such as hydrologic or groundwater models, has gained popularity over the last four decades; however, there is a con-

siderable gap in applying automatic calibration in hydro-morphodynamic studies. This work aims to evaluate the efficiency
and accuracy of automatic model calibration based on mathematical optimization, which can be an innovative practice to
overcome the time-consuming and subjective nature of manual model calibration.

2. MATERIALS AND METHODS

2.1. Experimental data

The experimental data obtained by Kantoush (2008) are used to set up the numerical models and calibrate them against
measured bed levels. As an outline of the experimental work, a reference rectangular shallow reservoir with 4.0 m of
width, 6.0 m of length, and 0.3 m of depth was constructed at the Laboratory of Hydraulic Constructions (LCH) of the

Swiss Federal Institute of Technology (EPFL). There were up- and downstream rectangular channels centrally connected
to the reservoir with 0.25 m of width and 1.0 m of length. The walls were made of movable PVC plates, which could be
adjusted to create different geometrical shapes. The water-sediment mixture was supplied from a mixing tank into the
basin by gravity. The thickness of deposited sediments was measured by a mini echo sounder. Fine ground non-uniform

walnut shells were used as sediment particles with a median diameter of d50¼ 50 μm, a geometric standard deviation of par-
ticle size gradation of sg ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d84=d16

p ¼ 2:4, a density of rs ¼ 1.5 g/cm3, and an average entrance concentration of C¼ 3.0 g/l.
Further details regarding the sediment characteristics can be found in Table 1. The discharge rate was constant during differ-

ent experiments with a value of Q¼ 7 l/s and a corresponding water depth of h¼ 0.2 m, which was adjusted by a flap gate at
the outlet.

Table 1 | Sediment characteristics used for numerical modeling

Sediment size classes

Size (mm) 0.025 0.03 0.05 0.06 0.09 0.125 0.28

Proportion (%) 20 10 20 10 20 10 10

Cumulative proportion (%) 20 30 50 60 80 90 100

Fall velocity (mm/s) 0.2 0.25 0.7 1 2 4.2 20
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Among the several investigated reservoir shapes in the laboratory, we used two configurations, lozenge and hexagon

(Figure 1), for numerical modeling. The sediment feeding was done in four steps with different periods (3� 1.5 hrsþ 1�
3 hrs for the lozenge-shaped reservoir, and 3� 1.5 hrsþ 1� 4.5 hrs for the hexagonal reservoir). Furthermore, for both
cases, the Froude number was small (0.1), and the Reynolds number was high enough (28,000) at the inlet to ensure subcri-

tical, fully developed turbulent flow conditions.

2.2. Numerical modeling

Kantoush (2008) indicated three-dimensional flow characteristics in shallow reservoirs (i.e., the presence of secondary cur-
rents and 3D stretching vortices). As long as the effect of secondary currents, generated by the streamline curvature in
recirculation zones, could be excluded (such as studying the flow field without considering sediments), using 2D numerical

models is reasonable. However, such models cannot directly simulate the 3D effect of secondary currents and their contri-
bution to sedimentation. Although such flows are weaker compared to the primary flow, their role becomes significant in
morphological studies with suspended sediment transport and the presence of bedforms. Accordingly, 3D numerical

models can provide a more precise assessment of morphological processes in shallow reservoirs (Esmaeili et al. 2017). In
this work, the fully three-dimensional numerical model SSIIM 2 (Sediment Simulation In Intakes with Multiblock option)
(Olsen 2014) is used for hydro-morphodynamic simulations, which has been proven to yield reliable results in the field of

reservoir sedimentation/flushing studies (Haun & Olsen 2012; Hillebrand et al. 2017; Mohammad et al. 2020). This software
solves the Reynolds-averaged Navier–Stokes (RANS) equations together with the continuity equation (Equations (1) and (2)).
SSIIM 2 generates an adaptive, unstructured, three-dimensional, non-orthogonal grid. The adaptive grid refinement in SSIIM
2 is based on the calculated free water surface and bed level changes resulting from the implemented wetting/drying algor-

ithm. This algorithm calculates the number of cells that can be generated in the vertical direction after each time step as the
function of the water depth so that the computational domain changes spatiotemporally and can be adjusted for the next time
step. The finite-volume approach is used as the spatial discretization scheme, while an implicit scheme is employed for the

Figure 1 | Photos of the physical models and their sketched plan views for (a and b) hexagonal and (c and d) lozenge-shaped reservoirs.
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temporal discretization.

@Ui

@t
þUj

@Ui

@xj
¼ 1

r

@

@xj
(�Pdij � ruiuj) (1)

@Ui

@xi
¼ 0 i ¼ 1, 2, 3 (2)

where U represents the averaged velocity over the time t, x is the space coordinate, r is the water density, P is the dynamic

pressure, dij denotes the Kronecker delta (equal to 1 if i ¼ j, or 0 if i = j), and �ruiuj indicates the turbulent Reynolds stress
term. This term is calculated according to Boussinesq’s approximation with the concept of eddy viscosity and by applying the
standard k–ε model for turbulence closure (Equations (3) and (4)).

� uiuj ¼ nT
@Ui

@xj
þ @Uj

@xi

� �
� 2
3
kdij (3)

nT ¼ cmk2

1
(4)

Turbulent eddy-viscosity nT can be determined by turbulent kinetic energy k, turbulent dissipation 1, and a dimensionless

constant cm equal to 0.09. Regarding the other terms of the RANS equations, the pressure term is handled by the semi-implicit
method for pressure-linked equations, and the convective term is modeled by the second-order upwind scheme. The free
water surface is calculated based on the computed pressure gradient by using the Bernoulli equation. The flow discharge, tur-

bulence parameters, and inflow sediment concentration are prescribed at the inlet as a Dirichlet boundary condition. At the
outlet, the Neumann type zero gradient boundary condition is used for all variables. Wall laws for rough boundaries intro-
duced by Schlichting (1979) are used in the simulations (Equation (5)).

U
u� ¼

1
k
ln

30D
ks

� �
(5)

where U is the flow velocity, u� is the shear velocity, k is the von Kármán constant equal to 0.41, D is the distance between the

wall and the center of the closest cell, and ks is the equivalent sediment roughness height.
Concerning the grid resolution, both models (lozenge and hexagon) are composed of 120� 80� 5 cells in the streamwise,

lateral, and vertical directions, respectively. The suspended sediment transport computation is carried out by solving the
advection-diffusion equation (Equation (6)), considering van Rijn’s (1984a) formula for the equilibrium near-bed concen-

tration as a boundary condition (Equation (7)).

@ci
@t

þUj
@ci
@xj

þwi
@ci
@z

¼ @

@xj
GT

@ci
@xj

� �
(6)

where ci is the sediment concentration of size i, w is the sediment fall velocity, and GT ¼ VT=Sc is the turbulent diffusion coef-

ficient, where Sc is the Schmidt number. The value for the Schmidt number is taken to be equal to unity by assuming no
deviation between the eddy viscosity and the turbulent diffusivity.

Suspended sediment transport calculation requires the specification of the near-bed sediment concentration, considering a

reference level above the bed, where sediment resuspension occurs (reference concentration). The empirical formula of van
Rijn is used to calculate the equilibrium suspended sediment concentration in the cells close to the bed as the bottom bound-
ary condition for solving the advection-diffusion equation. The near-bed volumetric sediment concentration for the ith
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fraction (cb,i) is calculated as follows:

cb,i ¼ 0:015
di

a

t� tc,i
tc,i

� �1:5

di
(rs � rw)g

rwv2

� �1
3

0
B@

1
CA

0:3 (7)

where di is the diameter of the ith fraction, a represents the roughness height as the reference level, t is the bed shear stress,
tc,i is the critical shear stress for the movement of the ith fraction according to the Shields curve, rs and rw are the density of
sediment and water, respectively, g is the gravity acceleration, and v represents the kinematic viscosity. The sediment resus-
pension from the bed can be calculated by converting the sediment concentration into the entrainment rate.

The bedload transport is also calculated by the empirical formula of van Rijn (1984b) (Equation (8)), which represents the
transport rate of the ith fraction per unit width.

qb,i ¼ 0:053 d1:5
i

rs � rw
rw

g
� �0:5

t� tc,i
tc,i

� �2:1

d0:3
i

(rs � rw)g
rwv2

� �0:1 (8)

The sediment continuity equation (Exner equation) is used to calculate the bed elevation changes with respect to the con-
tinuity defect in cells close to the bed. The difference between the sediment inflow and outflow in a cell is multiplied by the

time step and divided by the horizontal plane area of the cell. The bed is then raised or lowered after each time step, and the
grid is regenerated.

Regarding the velocity distribution at the inlet, a minor linear perturbation is introduced to the velocity profile, described by

Dewals et al. (2008), to provide an initiating factor and a condition for the genesis of the asymmetric flow in symmetric
numerical models. This small perturbation can be considered as an initial boundary condition that is unavoidable in exper-
imental set-ups, and can be further damped and become a straight jet regarding the reservoirs with stable-symmetric flow

structure. In other words, a perfect symmetric numerical model needs a symmetry-breaking condition to reproduce an asym-
metric flow field.

2.3. Model calibration

Model calibration is regarded as the initial stage of appraising the performance of a computational model that represents the
complex behavior of a real-world system. This inverse process depends on how sensible the uncertain affecting parameters

are adjusted according to the misfit minimization between calculated and corresponding measured values. The traditional
manual trial-and-error method of model calibration has nowadays been overshadowed by the concept of mathematical optim-
ization, which paves the way for automatic model calibration owing to its interesting features such as objective-based

judgment of goodness-of-fit rather than relying on the user subjectivity and being less time-consuming (Evangelista et al.
2017). The principal elements of an automatic calibration routine are: an objective function to evaluate the model perform-
ance, an optimization algorithm to explore the parameter space by repetitive adjustment of the uncertain parameters, and a

termination criterion to stop the search when the convergence of the objective function or the maximum allowable number of
iterations is satisfied (Vidal et al. 2007).

In this study, the model-independent nonlinear Parameter ESTimation and predictive analysis package PEST (Doherty
2016), which employs the gradient-based Gauss–Marquardt–Levenberg (GML) local optimization algorithm, is used to cali-

brate the numerical models. This tool has demonstrated promising results for sensitivity analysis and automatic calibration of
numerical models in different environmental studies (Shoarinezhad et al. 2020a, 2020b). Further, a global optimization algor-
ithm, Big Bang Big Crunch (BB–BC) (Erol & Eksin 2006), is applied to validate PEST performance in finding the global

optimum over the search space.
The numerical models are calibrated in accordance with the measured bed levels in different longitudinal and cross-sec-

tions, taking 8,600 and 16,500 points into account for the lozenge- and hexagon-shaped reservoirs, respectively. The
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residual sum of squares between measured and calculated bed levels, RSS ¼ Pn
i¼1 (measurement� prediction)2, is used as the

optimization objective function for the automatic calibration of the models. The measured points were located in every 10 cm
of cross-sections (61 cross-sections) with a lateral distance of about 1 cm from each other. Among the four phases of sediment
feeding in the experiments, the measured bed levels from the first 1.5 hrs (considered a warm-up period) are used as the initial

bed levels to simulate the following three phases. This is performed to provide an initial condition for the roughness cali-
bration considering the surface friction development from the hydraulically smooth bed surface.

2.3.1. Gauss–Marquardt–Levenberg algorithm of PEST

PEST iteratively adjusts the uncertain parameters within a pre-defined space with the aid of the GML search algorithm until
reaching the minimum deviation between the measured and calculated values according to the residual sum of squares as the
objective function. Using the GML algorithm, as a combination of the gradient descent method and Gauss–Newton algor-

ithm, PEST runs the model and linearizes the relationship between input parameters and model outputs by Taylor’s
expansion of the actual parameter set. The number of adjustable parameters, subject to calibration, determines the
number of model runs in a single PEST iteration. During each iteration, a Jacobian matrix of partial derivatives of model out-

puts is generated, followed by an upgrade vector (Equation (9)) to alter the parameters for the next iteration up to reaching
either the minimum of the objective function or termination criteria.

u ¼ ( JTQ J þ lI)�1 JTQr (9)

where u is the parameter upgrade vector, JT represents the transpose of the Jacobian matrix J, Q is the diagonal weight matrix,
l is the Marquardt lambda acting as a damping factor, I is an identity matrix, and r is the vector of residuals.

2.3.2. Big Bang Big Crunch algorithm

BB–BC is a metaheuristic optimization algorithm inspired by a theory for the evolution of the universe. The initial population
is uniformly generated by spreading random candidate solutions over the entire search space in the Big Bang phase. The main

concept of this phase is based on the energy dissipation in nature which creates chaos and randomness in the population.
Then, the fitness value for each candidate solution is calculated (i.e., the ‘mass’ of each particle). During the Big Crunch
phase, the randomly distributed population shrinks to a single point xc, which is called the ‘center of mass’, and calculated

according to Equation (10).

~xc ¼

PN
i¼1

1
fi
~xi

PN
i¼1

1
fi

(10)

Here, xi is the position vector of the ith candidate in an n-dimensional search space, N is the population size, and fi denotes
the fitness value of the ith candidate. In the next Big Bang, new individuals are mainly generated around the former-calcu-

lated center of mass according to a normal distribution, where the standard deviation of the normal distribution decreases as
the optimization proceeds. This step is followed by a contraction according to the recalculation of the new center of mass. In
order to ensure the global convergence of the method, the algorithm always generates a number of new solutions far from the
center of mass with a diminishing probability as iterations go forward. Eventually, with regard to a defined termination cri-

terion, this successive two-phase scheme (explosion-contraction) converges to the optimum point (Kaveh & Bakhshpoori
2019).

2.3.3. Parameters selection

A series of sensitivity analyses are performed to find out the significance of uncertain input parameters (e.g., roughness coeffi-
cient, the porosity of compacted bed sediments, the coefficient for the bedform smoothing algorithm, the thickness of

the upper active sediment layer, and the angle of repose for sediments) on the system behavior as the initial stage prior to
the model calibration. SENSAN, a model-independent local SENSitivity ANalyzer as one of the PEST utilities, is used
for the sensitivity analysis. SENSAN conducts several runs according to the pre-defined sets of parameter values and records
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the model output sensitivities to parameter changes. Among the assessed parameters, the two most sensitive ones are selected

for auto-calibration as follows:

• Nikuradse equivalent roughness height (ks), which is generally considered to be proportionately related to the representa-

tive grain size, such that ks ¼ as dn. There are several values for as and various sediment sizes as the representative grain
size dn in the literature (e.g., see Dey (2014)). Here, the range of this parameter is set to be d50� ks � 10d90.

• Active layer thickness (ALT), as the superficial exchange layer depth, engaged in the entrainment and deposition of sedi-

ment particles. The sorting mechanism occurs in the active layer, where the sediment continuity equation is computed
separately for each size fraction inside a cell during each time step. Depending on the transport regime, ALT scales with
the representative grain size of the sediment mixture or is defined as a fraction of bedforms height. The range for this par-
ameter is selected to be d50�ALT� 5dmax (Malcherek 2007).

Since the GML algorithm is a gradient-based approach, it might likely find the local optimum point on the objective func-
tion surface rather than the desired global one. Therefore, it is worthwhile to reassess the calibration procedure by using

different random initial values within the parameter space in the case of using local optimization algorithms. Here, two differ-
ent pre-defined starting values are considered for the investigated parameters:

• GML#1: ks1 ¼ d90¼ 0.013 cm ALT1¼ dmax¼ 0.028 cm

• GML#2: ks2 ¼ 3d90¼ 0.039 cm ALT2¼ 3dmax¼ 0.084 cm

3. RESULTS AND DISCUSSION

The geometry of a reservoir plays a vital role in the flow field development and, consequently, the sedimentation pattern.
Regarding this fact, different relations in the literature can be found, the so-called shape factors, which correlate geometrical
aspects with the appearance of various flow field categories (e.g., Kantoush (2008); Dufresne et al. (2011)). Above a critical

value for the shape factor, the symmetric flow inside a symmetric reservoir evolves toward the asymmetric pattern due to the
Coanda effect, where the flow deviates to one side of the reservoir according to a tiny imperfection in the physical symmetric
configuration.

Figure 2 shows the calculated final surface velocity magnitude for hexagonal (a, b, c) and lozenge-shaped (d, e, f) reservoirs
in different periods (i.e., phases 1, 2, and 3, up to bottom). Concerning the hexagonal configuration, the main jet enters the
reservoir and keeps its straight path up to the outlet with recirculation zones on both sides. It is evident that the deposited
sediments during different periods do not affect the stability of the velocity field and do not interrupt the flow symmetricity

(Figure 2(a)–2(c)). Nevertheless, there is a significant deviation in the flow trajectory in the lozenge-shaped reservoir, where
the entering jet reattaches to one side, resulting in a single large recirculation zone. Here, the flow field is much more com-
plex, and the unstable nature of the flow gives rise to a shift in the velocity field from one side to the opposite side of the

reservoir due to the accumulated sediments. Although there is a gradual shift of the flow pattern from clockwise in phase
1 to counterclockwise in phase 2, the velocity field keeps its counterclockwise route during phase 3 (Figure 2(d)–2(f)).

Figure 3 depicts the middle cross-sectional profile (x ¼ 3 m) of (a) hexagonal and (b) lozenge-shaped reservoirs at the end of

the final phase. The color contour maps show the calculated streamwise velocity (Ux), where the vectors are the resultant of
the lateral (Uy) and vertical (Uz) velocity components.

The auto-calibration process is based on the pairwise comparison of the calculated and measured bed levels. Table 2 shows

the calibration results for both reservoirs using GML (with two different starting values for the selected parameters) and
BB–BC (with randomly sampled initial values) algorithms. It can be seen that the calibrated values for the investigated par-
ameters (ks calibrated and ALT calibrated) are very similar for GML#1 and GML#2 regarding both reservoirs, indicating the
repeatability and robustness of the auto-calibration procedure based on the GML algorithm. Moreover, these values are

almost the same as the results of the BB–BC algorithm. It means the gradient-based GML algorithm is not affected by
local minima, and PEST can reliably calibrate the numerical models in a global manner. Furthermore, among innumerable
parameter combinations, PEST calibrates the models with 30–40 runs depending on the starting values, which shows the

method’s efficiency compared to the BB–BC algorithm.
Considering d90¼ 0.013 cm as the representative grain size, the calibrated values can be rewritten as: ks≈ 1.64d90 and

ALT≈ 2.4d90 for the lozenge-shaped reservoir; and ks≈ 1.84d90 and ALT≈ 2.94d90 regarding the hexagonal reservoir.
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Figures 4 and 5 illustrate plan views of the measured and simulated bed topography at the end of each period (i.e., phases 1,
2, and 3, up to bottom) for hexagonal and lozenge-shaped reservoirs, respectively. In the hexagonal reservoir (Figure 4), the
flow field has a stable behavior during different periods with a continuous straight jet. Hence, the main part of sediment par-

ticles is settled along this mid-longitudinal section. In addition to the main central flow, two large recirculation zones are in
charge of the lateral depositions. In phase 1 (Figure 4(a) and 4(d)), the magnitude of these lateral eddies in the experimental
set-up and the numerical model are almost identical. However, in phase 2 (Figure 4(b) and 4(e)), there is a stronger vortex at

Figure 2 | Contour maps of calculated velocity fields for the two reservoirs in different periods: 1.5 hrs of (a and d) phase 1 and (b and e)
phase 2 for both reservoirs; (c) 4.5 hrs and (f) 3 hrs of phase 3 for the hexagonal and lozenge-shaped reservoirs, respectively.
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the right side of the flow direction in the laboratory model. Here, more sediments are transported and settled at the right side
of the reservoir in the experimental set-up compared to the uniform pattern of the numerical model. According to the final
bed levels for the hexagonal reservoir (Figure 4(c) and 4(f)), a scour hole occurs in the immediate upstream of the experiment,

which could not be simulated in the numerical model. The overall patterns of final bed levels are similar, with the maximum
deposition along the first half of the central-longitudinal section.

Despite the stable, straight, and symmetric nature of the flow in the hexagonal reservoir, which results in a central-longi-
tudinal pattern of sediment depositions, the flow structure in the lozenge-shaped reservoir is unstable and fluctuating with

main sediment deposits at the sides of the reservoir (Figure 5). During the first phase, the flow direction is clockwise, and
sediments are mostly settled at the left part, resulting in an asymmetric bed topography (Figure 5(a) and 5(d)). The shift in
the flow path during the second phase, due to the deposited sediments that can modify the unstable and sensitive flow struc-

ture in the lozenge-shaped reservoir, changes the bed topography to a semi-symmetric pattern (Figure 5(b) and 5(e)). Here, the
numerical model underestimates the bed levels at the second half of the right side of the reservoir. Considering the final bed
levels, sediments are almost symmetrically deposited along the left and right parts of the basin in the experiment, whereas the

Figure 3 | Central cross-sectional view of the final velocity field for (a) hexagonal and (b) lozenge-shaped reservoirs.

Table 2 | Initial values of the investigated parameters and calibration results (final calibrated values and the number of model runs)

Reservoir shape Algorithm

Initial values Calibration results

ks initial ALT initial ks calibrated ALT calibrated Model runs

Lozenge GML#1 0.013 0.028 0.0212 0.0308 32
GML#2 0.039 0.084 0.0214 0.0311 38
BB–BC Randomly sampled 0.0212 0.0309 471

Hexagon GML#1 0.013 0.028 0.0238 0.0382 31
GML#2 0.039 0.084 0.0235 0.0377 35
BB–BC Randomly sampled 0.0237 0.0380 438

Note: ks , roughness height at the bed; ALT, active layer thickness. Units are in centimeters.
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maximum deposition is along the first half of the right side in the numerical model (Figure 5(c) and 5(f)). Furthermore, in all
phases, an erosion area can be seen just in front of the inlet in the experiment, which is deeper and larger in size compared to
the results of the numerical model.

Figure 4 | Comparison of bed level changes in the experiment (left) with the simulation results (right) in (a and d) phase 1, (b and e) phase 2,
and (c and f) phase 3 for the hexagonal reservoir.
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In order to quantitatively evaluate the overall performance of the automatically calibrated numerical models, various stat-

istical metrics are used to compare the final measured and calculated bed levels, as shown in Table 3. The results of
uncalibrated models using the initial parameter values of GML#1 are also presented to see the deviation between the results
of the calibrated models and our initial guess. Mean Bias Error (MBE) is applied as a bias indicator, describing the degree of

Figure 5 | Comparison of bed level changes in the experiment (left) with the simulation results (right) in (a and d) phase 1, (b and e) phase 2,
and (c and f) phase 3 for the lozenge-shaped reservoir.

Journal of Hydroinformatics Vol 25 No 1, 96



underprediction (negative values) or overprediction (positive values) of the model. Root Mean Squared Error (RMSE) and
Mean Absolute Error (MAE) both reflect the average magnitude of the error. While MAE indicates a linear behavior of indi-
vidual errors, RMSE gives more importance to big errors by giving higher weights to them. Pearson correlation coefficient (R)

shows the linear correlation between estimated and measured bed levels. As a multi-component goodness-of-fit, Kling-Gupta
efficiency (KG) is used, which combines Pearson correlation coefficient, bias, and variability within a single objective
function.

According to the negative values of MBE, the numerical models underestimate the final bed levels in both cases. Although

having a similar calibrated RMSE, the lower MAE value for the hexagonal model represents its more precise calibration (the
best value is 0). This can further be confirmed by higher values of correlation and Kling-Gupta efficiency metrics for the hex-
agonal model (the best value is 1). Nevertheless, the statistical performance of the calibrated lozenge-shaped model also

agrees reasonably with the measured data.

4. SUMMARY AND CONCLUSIONS

In this study, we applied an automatic calibration tool (PEST), which uses the gradient-based Gauss–Marquardt–Levenberg
optimization algorithm, to calibrate the 3D morphodynamic numerical models of two reservoirs (hexagonal and lozenge-
shaped configurations) against the experimental data. The two most affecting input parameters (roughness height and

active layer thickness) in the numerical models are selected for calibration through a sensitivity analysis. In order to verify
the ability of the gradient-based optimization algorithm to find the global optimum values of the parameters over the
search space rather than sticking to a local optimum point (evaluating the robustness and convergence of the algorithm),
in addition to using the global optimization algorithm Big Bang Big Crunch, we tested the gradient-based method with

two different pre-defined initial values with a reasonable range based on the literature. Achieving an almost identical set
of calibrated values confirmed the accuracy and reliability of the optimization procedure. The parameters are calibrated
with 30–40 model runs by PEST, which shows its efficiency and superiority over the trial-and-error manual calibration,

suggesting its potential use for hydro-morphodynamic models calibration.
So far, most related research works have been on rectangular reservoirs with a 90° expansion angle. In this work, the effect

of lower expansion angles on the flow field development and the sedimentation pattern is assessed numerically. Keeping the

maximum inner dimensions constant, the lower expansion angle gives a higher chance of asymmetric flow appearance.
Regarding the hexagonal reservoir, which has a stable flow structure, the main part of sediment particles is settled along
the mid-longitudinal section. However, the unstable flow pattern inside the lozenge-shaped reservoir causes sediments to

be distributed at the sides of the basin. The calculated bed levels are compared with the measured topography of the physical
models in different time steps. Considering the primary features and specifications of both reservoirs regarding the flow field,
jet direction, recirculation zones, and bed topography in the experimental work, the calibrated numerical models can reason-
ably reproduce similar patterns. The achieved results regarding the flow fields and erosion/deposition patterns are used as a

criterion to judge the ability of the Gauss–Marquardt–Levenberg search algorithm to calibrate the numerical models (optim-
ization performance). A difference between the bed levels in the physical set-up and simulation results is related to the scour
hole in front of the inlet, likely due to boundary effects, which cannot be predicted by the numerical model.

The quality and performance of the calibrated numerical models are also investigated by different statistical metrics, com-
paring the predicted and measured bed levels. The mean bias error shows an underestimation of bed levels in both reservoirs.
Nevertheless, according to the low values of the root mean squared error and the mean absolute error; and high values of the

Table 3 | Statistical performance of the automatic model calibration

Reservoir shape

Goodness-of-fit

MBE (cm) RMSE (cm) MAE (cm) R (-) KG (-)

Lozenge Calibrated �0.024 0.054 0.044 0.80 0.77
Initial guess �0.061 0.288 0.212 0.56 0.52

Hexagon Calibrated �0.013 0.055 0.039 0.86 0.85
Initial guess �0.039 0.252 0.208 0.70 0.68

Note: MBE, Mean Bias Error; RMSE, Root Mean Squared Error; MAE, Mean Absolute Error; R, Pearson correlation coefficient; KG, Kling-Gupta efficiency.
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correlation coefficient and Kling-Gupta efficiency, the overall performance of the automatic calibration procedure is

reasonable.
The manual trial-and-error model calibration approach with just one parameter subject to alteration may be reasonable and

sufficient in most cases. However, if there are several uncertain parameters, their innumerable combinations cause the

manual calibration method to become much more complex, time- and cost-consuming, and impractical. What is more,
since the issue of subjectivity is involved in manual model calibration, there is no guarantee that the best possible combi-
nation of parameters can be achieved. The overall outcome of this study is that using suitable optimization algorithms for
hydro-morphodynamic models calibration, which is not a common practice among researchers in this field, can considerably

reduce the calibration time and user intervention/subjectivity and concurrently increase the precision of the process.
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Abstract
Reservoir sedimentation poses a significant challenge to water resource management. 
Improving the lifespan and productivity of reservoirs requires appropriate sediment 
management strategies, among which flushing operations have become more prevalent 
in practice. Numerical modeling offers a cost-effective approach to assessing the perfor-
mance of different flushing operations. However, calibrating highly parametrized morpho-
logical models remains a complex task due to inherent uncertainties associated with sedi-
ment transport processes and model parameters. Traditional calibration methods require 
laborious manual adjustments and expert knowledge, hindering calibration accuracy and 
efficiency and becoming impractical when dealing with several uncertain parameters. A 
solution is to use optimization techniques that enable an objective evaluation of the model 
behavior by expediting the calibration procedure and reducing the issue of subjectivity. In 
this paper, we investigate bed level changes as a result of a flushing event in the Boden-
dorf reservoir in Austria by using a three-dimensional numerical model coupled with an 
optimization algorithm for automatic calibration. Three different sediment transport for-
mulae (Meyer-Peter and Müller, van Rijn, and Wu) are employed and modified during the 
calibration, along with the roughness parameter, active layer thickness, volume fraction of 
sediments in bed, and the hiding-exposure parameter. The simulated bed levels compared 
to the measurements are assessed by several statistical metrics in different cross-sections. 
According to the goodness-of-fit indicators, the models using the formulae of van Rijn and 
Wu outperform the model calculated by the Meyer-Peter and Müller formula regarding bed 
patterns and the volume of flushed sediments.

Keywords 3D hydro-morphodynamic modeling · Automatic model calibration · Parameter 
estimation · Reservoir flushing · SSIIM · PEST

1 Introduction

While erosion and sedimentation are natural processes, the rate of these mechanisms may 
be dramatically accelerated through urbanization and human activities that destabilize soils 
and alter stream dynamics. As anthropogenic components of river systems, reservoirs are 
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constructed to retain water for various purposes such as irrigation, hydroelectric power 
generation, drinking water supply, and flood control. Reservoirs are inevitably prone to 
sedimentation due to regulated flow conditions (relatively low flow velocity and turbu-
lence) and a limited sediment transport capacity. The progressive process of sedimentation 
occurs at varied rates, depending on a variety of factors, such as hydrological features of 
the catchment and river basin characteristics [1]. Thus, reservoir sedimentation is a major 
issue in areas with substantial sediment yield [2]. Sediment accumulation in reservoirs 
decreases the storage capacity over time, which, in fact, cuts down their useful lifespan, 
poses safety issues, and limits the advantages provided by dams and reservoirs [3].

The mean annual loss of global storage owing to sedimentation surpasses the growth in 
capacity by constructing new reservoirs [4, 5]. Following the 1987 World Bank report, it 
has been frequently stated in the literature that sediment deposition in reservoirs reduces 
the global storage capacity by 0.5–1% annually [6, 7]. Consequently, to ensure the long-
term viability and sustainability of reservoirs, it is of critical importance to implement 
appropriate management strategies that include measures to minimize the catchment sedi-
ment yield and its inflow to reservoirs, as well as adopting sediment removal techniques [8, 
9].

Reservoir flushing has been recognized as one of the most cost-effective desiltation 
methods [10]. By sufficiently lowering the reservoir water level (drawdown flushing), 
higher flow velocities and flow-induced shear forces imposed on deposits cause the mobi-
lization and transport of particles. The excessive volume of flushed-out particles and high 
suspended sediment concentration may impair the integrity of the downstream ecosystem, 
including negative morphological effects, such as river bed clogging. Hence, assessing the 
compatibility of sediment flushing activities with the preservation of the downstream envi-
ronment is indispensable. The flushing efficiency is determined by various factors, includ-
ing sediment characteristics, the discharge and water levels within the reservoir, the reser-
voir geometry as well as the size and location of outlets, among others. Although there are 
different indicators in the literature to evaluate the effectiveness of flushing events, such as 
the sediment balance ratio or the long-term capacity ratio, there is no unified approach and 
criterion based on which to quantify flushing effectiveness [11].

Numerical models that replicate hydro-morphodynamic processes are beneficial tools 
for predicting the consequences of flushing operations. The application of numerical simu-
lations to study sediment dynamics and flushing events is well documented in the litera-
ture. Depending on the available computational power, features of the study region, and the 
appropriate level of numerical simplification, researchers have employed a variety of mod-
eling techniques to simulate reservoir flushing events, i.e., 1D [12, 13], 2D [14, 15], 3D 
[16, 17], and mesh-free Lagrangian models [18]. However, unless a reservoir is character-
ized as straight and narrow, the three-dimensional behavior of the flow, such as secondary 
currents in bends, needs to be considered. Although numerical models are promising tools 
for simulating reservoir flushing, there is a considerable challenge posed by uncertainties 
arising from the imperfect structure of the model reflecting the nature (i.e., model approxi-
mations and simplifications), initial assumptions and boundary conditions, equations 
derived from limited experimental/field studies, as well as imprecise, sparse and erratic 
data and measurements for model calibration/validation [19]. Hydro-morphodynamic 
numerical models are characterized by a large number of input parameters, some of which 
are physically impractical to be measured, while others can only be quantified at certain 
places over a limited period. Hence, within the calibration process, uncertain input vari-
ables that significantly impact model accuracy and predictive dependability are adapted in 
a way that simulated values correspond to their measured pairs with a reasonable tolerance.
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Most of the related studies on numerical modeling of reservoir flushing have investi-
gated individual parameters in the case of model calibration by manual trial-and-error and 
one-at-a-time (OAT) approach based on the user’s comprehension of the model structure 
and properties of the environmental system. In other words, the general approach among 
the researchers in this field for model calibration is to examine each sensitive parameter 
independently while keeping the others constant. In practice, however, the overall optimum 
fit may not emerge from the combination of the best values of each component individu-
ally. It means there may be a significant conflict between the evaluated parameters, where 
by using manual OAT calibration, their trade-offs cannot be quantified. As a result, when 
handling a complex model with many unknown input parameters, the manual calibration 
approach becomes demanding and time-consuming, involving a high degree of subjec-
tivity. Thus, using optimization methods to accomplish the model fitting procedure is a 
cutting-edge alternative. Although automatic model calibration has been widely used in 
various fields of environmental research over the last few decades, such as groundwater or 
hydrological models, its application to hydro-morphodynamic models is relatively new and 
limited, indicating a considerable research gap. Related studies in this field mainly focused 
on using stochastic metaheuristic optimization algorithms [20] as well as Bayesian cali-
bration techniques [21]. Such methods incorporate randomness or probabilistic elements 
in their core operations to explore the solution space. Nevertheless, the calibration time 
associated with these methods is significantly high due to the numerous model runs for 
sampling the entire search space. An approach to overcome this challenge is to use a repre-
sentative metamodel (surrogate model), which replaces the numerical model and replicates 
its output trends [22]. However, it should be noted that metamodels are just an approxima-
tion of the full-complexity numerical models and may only be employed for accelerating 
the calibration procedure if sufficient model runs (training iterations) are performed to con-
struct the metamodel. The other alternative for automatic calibration is to use deterministic 
gradient-based optimization algorithms, which interact directly with the numerical model 
and require much fewer model runs compared to the sampling-based approaches.

In this study, the flushing operation of the Bodendorf reservoir in Austria is simulated 
with a fully 3D numerical model. The model is coupled with a gradient-based optimization 
algorithm and automatically calibrated against the measured flushed bed levels of 10 cross-
sections along the reservoir. This work aims to assess the applicability and efficiency of 
automatic model calibration for reservoir flushing events.

2  Materials and methods

2.1  Study area

The Bodendorf run-of-the-river power plant, with an installed capacity of 7.5  MW and 
an annual production of about 33 GWh, was constructed between 1979 and 1982 on the 
River Mur in the federal state of Styria in Austria (47° 06  27  N, 14° 03  54  E) (Fig. 1). 
The reservoir is about 2.5 km long, has an average width of 40 m (between 35 and 120 m), 
an average slope of 3.8 ‰ (between 0.5 and 7  ‰), and a designed storage capacity of 
900,000  m3. The weir system, used for drawdown flushing, consists of two radial gates with 
an attached top flap. The width and height of each gate are 12 m and 8.5 m, respectively. 
The average annual amount of siltation is estimated to be approximately 35,000  m3 [23].
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Since the first flushing operation in 1996, the reservoir has been subject to regular 
flushings. To develop sustainable reservoir management strategies for alpine reservoirs, 
comprehensive monitoring of the Bodendorf reservoir flushing was performed in 2004 
within the framework of the EU Interreg IIIB project ALPRESERV, also considering 
ecological impacts on the downstream river section [24]. The duration of the 2004 flushing 
was 31 h, where the discharge reached a maximum of 134  m3/s under free flow conditions. 

Fig. 1  a and b Austria (green) and the catchment area (red) that covers parts of the federal states Styria 
and Salzburg, c and d the river network and elevation map of the catchment, and e aerial photo of the 
Bodendorf reservoir

Fig. 2  The inflow discharge rate and the water level at the weir during the Bodendorf reservoir flushing in 
2004
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Figure 2 depicts the flushing hydrograph together with the corresponding water level at the 
weir, which is used as the boundary condition for simulations.

According to echo sounder measurements, the flushed-out volume was about 47,300  m3 
[23]. The data obtained from bathymetry surveys conducted before and after the flushing 
are used to set up the numerical model and for automatic calibration.

2.2  Numerical modeling

The flow during reservoir flushing typically has three-dimensional behavior, including 
the effect of secondary currents in curved parts and in reaches where bedforms develop. 
This results in complex water–sediment interactions. The fully three-dimensional numeri-
cal model SSIIM (Sediment Simulation In Intakes with Multiblock option) is used in this 
study to calculate the hydraulics and morphological bed changes. SSIIM solves the Reyn-
olds-averaged Navier–Stokes (RANS) equations (Eq. 1) along with the continuity equation 
(Eq.  2) on an unstructured and non-orthogonal adaptive grid [25]. The model has been 
successfully used in prototype-scale reservoir flushing studies and has yielded promising 
outcomes [26–29]. SSIIM employs a finite-volume approach for spatial discretization. An 
implicit time discretization scheme enables the use of large time steps in the model, which, 
together with the presence of the adaptive grid, reduces the computational time.

U is the time-averaged velocity, x represents the geometrical dimension, 𝜌 is the fluid den-
sity, P denotes the dynamic pressure, 𝛿ij represents the Kronecker delta ( 𝛿ij = 1 if i = j , 
otherwise 𝛿ij = 0 ), and −𝜌uiuj (Eq. 3) is the turbulent Reynolds stress term [30], which is 
modeled by the k–ε turbulence closure scheme [31] to estimate the turbulent eddy viscosity 
𝜈T:

The pressure term is computed by the semi-implicit method for pressure-linked equa-
tions (SIMPLE) based on the water continuity defect in a cell [32]. The convective term in 
Eq. 1 is calculated by the power law scheme. The Rhie and Chow [33] momentum interpo-
lation for non-staggered grids is used to estimate the cell-surface flux from the cell-center 
calculated velocity [34]. The free water surface is modeled by an implicit method based on 
the diffusive wave equation [35].

A Dirichlet boundary condition is specified for the variables at the upstream boundary, 
and the Neumann-type zero gradient boundary condition is applied to all variables at the 
downstream boundary. It means that the derivative (gradient) of variables normal to the 
boundary is set to zero and their value at the downstream boundary is defined to be equal 
to the calculated value in the closest cell to the boundary. The logarithmic wall function for 
rough boundaries (Eq. 4) is defined for the cells close to the bed [36].

(1)
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where u and u∗ are the flow and shear velocities, respectively, 𝜅 is the von Kármán constant 
(= 0.41),y is the distance from the center of the border cell to the wall, and ks is the rough-
ness height.

The adaptive grid covers the area between the head of the reservoir and the weir 
structure; hence, the modeling domain ends at the upstream side of the dam. The grid 
consists of 20 × 390 horizontal cells in lateral and streamwise directions, respectively, 
and a maximum number of 10 vertical cells at the deepest part of the reservoir. The 
vertical profile refinement is a function of the free water surface and bed elevation 
changes that arise from the applied wetting/drying algorithm. The algorithm determines 
the number of cells formed vertically based on the calculated water depth after each 
time step, allowing the computational domain to vary spatiotemporally and be modified 
for the following time step. tFigure  3 illustrates the computational grid used in this 
study.

Suspended sediment movement is modeled by solving the transient convection–diffu-
sion equation (Eq. 5) together with the near-bed sediment concentration. The sediment 
resuspension from the bed is calculated by converting the concentration into the entrain-
ment rate.

where ci is the concentration of the ith size class, 𝜔i denotes the particle settling velocity,
Fe,i is the sediment pick-up rate from erosion of ith particle from the bed, and 𝛤T = 𝜈T∕Sc

is the turbulent diffusion coefficient. By assuming the Schmidt number ( Sc ) to be equal to 
1, the turbulent diffusion is set equal to the eddy viscosity ( 𝜈T ). Then 𝛤T = 𝜈T = c𝜇k2∕𝜀 , 
where c𝜇 is a constant equal to 0.09, k is the turbulent kinetic energy, and 𝜀 denotes the
energy dissipation. To estimate the near-bed equilibrium suspended sediment concentra-
tion, the empirical formula of van Rijn [37] is used as the boundary condition (Eq. 6).

(4)u =
u∗

𝜅
ln

(
30y

ks

)

(5)
𝜕ci

𝜕t
+ Uj

𝜕ci

𝜕xj

+ 𝜔i

𝜕ci

𝜕z
=

𝜕

𝜕xj

(
𝛤T

𝜕ci

𝜕xj

)
+ Fe,i

Fig. 3  a the computational domain of the Bodendorf reservoir and b a detailed view of the section upstream 
of the weir
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where cb,i is the volumetric near-bed concentration (reference concentration) of the ith frac-
tion, di is the particle diameter, a denotes the near-bed reference level equal to the rough-
ness height, 𝜏 is the bed shear stress, 𝜏c,i represents the critical bed shear stress for initiation 
of motion of the ith sediment fraction, obtained from the Shields diagram, 𝜌s and 𝜌w are
sediment and water densities, respectively, g is the acceleration of gravity, and v is the kin-
ematic viscosity.

The bedload transport is then estimated by the empirical formulae of van Rijn [38]. 
Alternative sediment transport formulas tested in the current study are given by Wu 
[39], and Meyer-Peter and Müller [40]. The sediment transport formula gives the trans-
port capacity that can be transformed to an equilibrium sediment concentration in a 
bed cell ( ce ). The erosive ( Fe,i ) and deposition ( Fd,i ) sediment flux for size i is given in
Eqs. 7 and 8, respectively.

The elevation changes in a bed cell related to the ith particle ( 𝛥zi ) during a time step
( 𝛥t ) is then:

The volume fraction of sediments (VFS) represents the sediment content in the bed 
material. The subsequent vertical movement of the grid is then computed by summing 
Eq. 9 over all the sediment sizes.

According to the sieve analysis of the samples collected from different sections of 
the Bodendorf reservoir, sediments are categorized into nine size classes for numerical 
modeling. The density of the sediments was set to 2.55 g/cm3. Table 1 shows the grain 
size distribution near the weir, middle section, and the head of the reservoir [23]. The 
particle distribution along the reservoir is linearly interpolated.

(6)
cb,i = 0.015

di

a

(
𝜏−𝜏c,i

𝜏c,i

)1.5

(
di

(
(𝜌s−𝜌w)g

𝜌wv2

) 1

3

)0.3

(7)Fe,i = ce,i𝜔i

(8)Fd,i = ci𝜔i

(9)𝛥zi =
(
Fd,i − Fe,i

) 𝛥t

VFS

Table 1  Sediment characteristics 
used in the numerical model

Sediment size class

1 2 3 4 5 6 7 8 9

Diameter (mm) 1 2 4 8 16 32 40 64 80

Proportion-inlet (%) 1 1 3 10 15 20 15 10 25

Proportion-center (%) 10 15 20 15 10 10 10 5 5

Proportion-outlet (%) 40 20 15 10 5 7 1 1 1
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2.3  Model calibration

During calibration, the model is adapted by modifying input variables to achieve agreement 
between simulated and observed distributions of dependent variables. Hence, the model results 
should have a minimum allowable deviation from the values given in the performance crite-
rion. The time-consuming and subjective nature of manual model calibration has prompted 
the development of optimization-based inverse modeling methods to expedite the procedure 
and establish an objective framework for model calibration. The three main elements of this 
approach are: one or more objective functions to quantify the discrepancies between the com-
puted and measured values, an optimization algorithm to sample the parameter space and 
minimize the disagreements through iterative model runs, and a target convergence threshold 
to terminate iterations.

The model-independent nonlinear Parameter ESTimation and predictive uncertainty analy-
sis tool PEST [41] is coupled with SSIIM to calibrate the models. This tool has shown satis-
factory results regarding sensitivity analysis, parameter estimation, and automatic model cali-
bration in various fields, e.g., hydraulics and sediment transport [42, 43], groundwater [44], 
stormwater management [45], and hydrological models [46].

PEST uses the gradient-based Gauss–Marquardt–Levenberg (GML) optimization algo-
rithm, which solves nonlinear least-squares problems. The algorithm is a hybrid of gradi-
ent descent (first-order gradient-based) and Gauss–Newton (second-order curvature-based) 
methods. This combination improves efficiency by using the gradient descent method for 
steep regions of the objective function surface, while the algorithm acts as the Gauss–Newton 
method for the near-optimum shallow parts.

The relationship between input variables and model outputs is iteratively linearized by for-
mulating a Taylor expansion of the current optimum parameter set (in the case of the first 
iteration, the initial user-defined values). During each optimization iteration, partial deriva-
tives of outputs are calculated concerning input parameters by using the forward finite dif-
ferences method and by running the model once for each adjustable parameter to generate an 
m × n Jacobian matrix (m = the number of model outputs, n = the number of parameters subject 
to calibration). Hence, each element of the Jacobian matrix Jij contains the derivative of the
ith output with respect to the jth parameter. The new parameter set can then be found by solv-
ing the linearized problem. By comparing the objective function value obtained from the lat-
est iteration with those achieved in prior ones, PEST identifies whether another optimization 
iteration is required; if so, the procedure is repeated until the termination criteria are met. The 
GML algorithm aims to minimize the sum of the squares of the errors between predictions 
and observations as the objective function ( 𝛷 ) through a sequence of parameter update vectors 
( uup ) within the user-specified bounds.

where y and y′ are vectors of order m that hold observations and calculated values, respec-
tively, W is an m-dimensional diagonal matrix containing squared observation weights wi

(which are taken to be 1 in this study), the superscript T  represents matrix transpose, and ri 
is the residual of the ith calculated-observed pair (in this study, bed elevations). The param-
eter upgrade vector uup is calculated in accordance with J = Jacobian matrix containing the 

(10)𝛷 =
(
y − y′

)T
W
(
y − y′

)
=

m∑

i=1

(
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)2

(11)uup =
(
JTWJ + 𝜆I

)−1
JTWr



Environmental Fluid Mechanics 

1 3

derivatives of simulated values with respect to the calibration parameters, 𝜆 = Marquardt 
lambda as a damping factor, I = an n-dimensional identity matrix, and r = the vector of 
residuals.

The termination criterion for the optimization algorithm is set in a way that if the rela-
tive change of the objective function ( 

(
𝛷i −𝛷min

)
∕𝛷i ) is less than 0.005 over the four suc-

cessive iterations, the algorithm stops the inversion process ( 𝛷i : objective function value at 
the end of the ith iteration; 𝛷min : the lowest value of the objective function achieved so far 
during the whole optimization procedure) [41].

2.4  Calibration parameters

The response of a model to particular input parameter alteration needs to be analyzed in 
many modeling applications to determine how sensitive it reacts to adjustments. This may 
serve as the initial stage of the model calibration procedure, whereby key variables are 
determined. The sensitivity analysis in this study is performed by the SENSitivity ANa-
lyzer tool (SENSAN), as a subset of the PEST program. The sensitivity of simulation results 
to parameter adjustments is tracked and recorded by successive model runs conducted by 
SENSAN using specified sets of parameter values. In this study, the following parameters 
show significant influence on the results and are selected for automatic calibration.

1. Parameters in van Rijn’s bedload transport formula ( 𝛼1 , 𝛼2,𝛼3,𝛼4):

qb gives the bedload transport rate for particle size range 0.2 ≤ d ≤ 2 mm.

• Δ is the submerged relative density of sediments ( = 𝜌s−𝜌w

𝜌w

),

• T  is the transport stage parameter ( = 𝜏−𝜏c

𝜏c

),

• D∗ is known as the particle number ( = d50

(
Δg

v2

) 1

3

),

• 𝛼1 , 𝛼2,𝛼3,𝛼4 are variables in the van Rijn equation and have the following values in 
the original formula: 0.053, 2.1, 0.3, 1.5, respectively.

2. Coefficient of Meyer-Peter and Müller’s (MPM) sediment transport formula ( 𝛽):

where 𝜏∗ and 𝜏∗
c
 are the bed shear stress and the critical bed shear stress in dimen-

sionless form, respectively. This equation gives the bedload transport intensity verified 
with experimental data for uniform coarse sand and gravel. The original recommended 
value for the coefficient is 𝛽 = 8. The contribution of other researchers to modify this 
formula based on different conditions and experimental data can be found in the litera-
ture, e.g., 𝛽 = 5.7 [47] or 𝛽 = 12 [48].

3. Hiding-exposure parameter ( 𝜉):
  The hiding-exposure effect of nonuniform sediments is calculated by Wu’s correction 

factor ( 𝜂i ) for the critical bed shear stress, based on the probabilities of hiding ( pHi ) and 
exposure ( pEi ) of the ith size fraction, which is stochastically related to the sediment 
size and gradation.

(12)qb = 𝛼1

√
Δg

T𝛼2

D
𝛼3

∗

d
𝛼4

50

(13)𝜙b = 𝛽
(
𝜏∗ − 𝜏∗

c

)1.5
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the parameter 𝜉 was originally calibrated using laboratory and field data, and a value of 
𝜉 = 0.6 was suggested.

4. Effective bed roughness height (ks) can be defined as the sum of the grain roughness
(skin friction) and the bedform-induced resistance (form friction).

where d90 is the characteristic sediment size, and Δd and λd are bedform height and 
length, respectively.

5. Active layer thickness (ALT) is the height of the erodible bed layer, where grain sort-
ing and exchange processes occur, i.e., entrainment and deposition of sediments. The
thickness of this layer is usually attributed to the representative grain diameter or the
bedform height, depending on the transport regime. The value for this parameter in the
numerical model defines the maximum erodible depth within a time step.

6. The volume fraction of sediments (VFS) is a parameter to define the proportion of sedi-
ments to the water content in the bed deposit. Hence, it can also be expressed as one
minus the porosity of the bed material. In the model, a single value is used for the entire
modeling domain.

Table 2 summarizes the investigated parameters with their starting values, as well as the 
maximum and minimum boundary values introduced to the optimization algorithm.

The numerical models are calibrated against the measured bed elevations in 10 cross-
sections along the reservoir (about 1300 measured points). Figure 4 depicts the location of 
the cross-sections.

(14)𝜂i =

(
pHi

pEi

)𝜉

(15)ks = 3d90 + 1.1Δd

(
1 − e

(
−25

Δd

𝜆d

))

Table 2  Parameters for calibration with their initial values and allowable variation range

Parameter variation Calibration parameters

α1 (–) α2 (–) α3 (–) α4 (–) β (–) ξ (–) ks (m) ALT (m) VFS (%)

Upper boundary 0.106 4.20 0.60 3.00 12 0.9 0.4 1 70

Lower boundary 0.026 1.05 0.15 0.75 6 0.1 0.1 0.1 30

Initial value 0.053 2.10 0.30 1.50 8 0.6 0.2 0.5 50

Fig. 4  The location of cross-sections with measured bed elevations used for calibration
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3  Results and discussion

3.1  Calibrated values

The GML optimization algorithm is applied to three computational models using differ-
ent sediment transport formulae. It ought to be mentioned that the GML algorithm, as a 
gradient-based optimization algorithm, initiates the search process from a single point 
on the objective function surface (i.e., using the initial values presented in Table  2); 
thus, this approach may lead to the solution getting trapped in local minima points over 
the search space instead of converging to the global minimum. Therefore, to validate the 
results, reassessing the calibration procedure with sampling-based optimization algo-
rithms is beneficial. However, it is important to note that such algorithms may require 
significantly more iterations to sample the entire surface of the objective function and 
become impractical and inefficient for computationally expensive models, such as 
models simulating the hydro-morphological processes. The calibration results for the 
parameters mentioned in Sect. 2.4 are presented in Table 3. The number of model runs 
varies depending on the number of adjustable parameters since one run per parameter 
is required to build the Jacobian matrix within each optimization iteration. The lowest 
number of model runs is for Wu (62 runs), and the highest is for van Rijn (110 runs). 
The bedload transport formulae of van Rijn and Meyer-Peter and Müller (MPM) can be 
revised by replacing the values of 𝛼i and 𝛽 from Table 3 into Eqs. 12 and 13. Regard-
ing van Rijn’s formula, all parameters except 𝛼4 , have higher values compared to the 
original formula. The relative change is in the range of 5 to 25%. The coefficient 𝛽 in 
the MPM formula is slightly higher than the recommended value (8.9 compared to 8), 
resulting in a higher transport rate.

The hiding and exposure parameter is found to be almost half of the recommended 
( 𝜉 = 0.6 ) value for all three models. The calibrated values for roughness are in the 
range between 21 and 29 cm, while the active layer thickness has a wide variation range 
(30–50 cm). The volume fraction of sediments is almost 60% for the models of van Rijn 
and MPM, whereas a value of 40% yields the best result for the model calculated by 
Wu’s formula.

According to Table 3, it should be noted that the calibrated values are entirely model-
dependent, and an identical optimized parameter combination may not be the best set 
if a model feature is changed. It means calibrating a hydro-morphodynamic model 
and then applying the optimized values to the same model with a different sediment 

Table 3  Results of the three calibrated models using different sediment transport formulae

α1, α2, α3, α4 = parameters used in van Rijn’s bedload formula; β = coefficient of Meyer-Peter and Müller’s
bedload formula; ξ = correction factor for critical Shields number considering hiding and exposure effect; 
ks = roughness height; ALT = active layer thickness; VFS = volume fraction of sediments in the bed

Model Calibration parameters Flushed 
volume 
 (m3)

Model runs

α1 (–) α2 (–) α3 (–) α4 (–) β (–) ξ (–) ks (m) ALT (m) VFS (%)

van Rijn 0.067 2.22 0.35 1.05 – 0.24 0.21 0.30 59 52,200 110

MPM – – – – 8.9 0.29 0.29 0.40 61 37,800 78

Wu – – – – – 0.30 0.24 0.50 40 43,900 62
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transport formula, which is a common approach when following the manual model 
calibration, does not necessarily lead to the best result.

3.2  Statistical performance of the models

To provide a quantitative and comparative evaluation of the model’s capability to predict 
bed level changes, the deviation between calculated and measured bed elevations after 
flushing is assessed by several statistical indicators (Table 4). As a bias predictor, mean 
bias error (MBE) shows the model under- or over-estimation. Root mean squared error 
(RMSE) and mean absolute error (MAE) reflect the average error magnitude. While 
MAE shows a linear trend of individual errors, RMSE is dominated by large deviations, 
i.e., it emphasizes big errors by assigning them larger weights and is more sensitive to
outliers. Kling–Gupta efficiency (KG) is applied as a composite goodness-of-fit metric,
integrating correlation, variability, and bias into a single objective function. It is defined
as the geometric mean of the Pearson correlation coefficient, the ratio of the standard
deviation of predicted values to observations, and the ratio of the simulation mean to
the observation mean. The Brier skill score (BSS), which measures the performance of
simulations relative to a reference or baseline prediction (initial bed levels before flush-
ing), is also used. BSS compares the mean squared error (MSE) between the simulation
and observation with the MSE between the baseline prediction and observation. The
range for BSS is between − ∞ and 1.

The negative value of MBE for the van Rijn model shows the overprediction of the 
bed erosion, while the other two models underpredict the eroded sediments by having 
positive values. According to their lower MAE and RMSE values, the models using the 
formulae of van Rijn and Wu have better performance than the model using the formula 
of MPM. This can further be confirmed by higher values of the Kling–Gupta efficiency 
and Brier skill score of van Rijn and Wu models. According to van Rijn et al. [49], a 
value of 0.3 ≤ BSS ≤ 0.6 shows a “reasonable/fair” model prediction. The prediction can 
be stated as “good” if the value is in the range of 0.6–0.8. Models having BSS values 
over 0.8 or under 0.3 have “excellent” or “poor” performance, respectively. In the case 
of a negative value, the model has a “bad” performance. Therefore, both models simu-
lated by the formulae of van Rijn and Wu can be called “good” predictors of the flush-
ing event in this study. The model calculated by the MPM bedload formula also gives a 
“reasonable/fair” result.

Table 4  Overall statistical 
performance of the automatically 
calibrated models regarding 
bed level changes with different 
bedload transport formulae

MBE mean bias error, MAE mean absolute error, RMSE root mean 
squared error, KG Kling–Gupta efficiency, BSS Brier skill score

Model Goodness-of-fit

MBE (m) MAE (m) RMSE (m) KG (–) BSS (–)

van Rijn − 0.11 0.23 0.35 0.98 0.64

MPM 0.13 0.30 0.41 0.95 0.51

Wu 0.08 0.25 0.35 0.97 0.65
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3.3  Bed level changes

Figure 5 shows measured bed elevations in 10 cross-sections before and after flushing 
together with the bed levels from the three automatically calibrated models. The 
statistical metrics presented in Sect.  3.2 are also used to evaluate the cross-sectional 
bed level changes (Table 5).

Although the pattern of calculated bed levels after flushing for all three models 
agrees well with their measured pairs, slight local discrepancies can be seen in some 
cross-sections. Looking at the most upstream-located cross-section (A–A), the small 
eroded part at the orographic right river bank cannot be seen in the simulations. In 
section B–B, a steep drop at the right bank with a sharp rise toward the center can 
be noticed in the measured bed pattern, which is not the case for the results of the 
numerical models. This reverse fluctuating pattern compared to the initial bed can be 
attributed to the occurrence of the lateral sand slide, which is approximated by the 
program but cannot be resolved [50]. Here, almost the same volume of sliding sedi-
ments is deposited in the middle part. Furthermore, cross-section B–B has the highest 
simulated bed level deviation from the measured data according to MAE and RMSE 
values in Table 5.

The discrepancies between simulation results and the observed bed pattern after 
flushing in cross-section C–C can be seen at the left and right edges of the flushing 
channel, where measurements show an extended channel widening close to the reser-
voir banks. Particularly for the model using the formula of MPM, the results show an 
about 1-m bed elevation difference compared to the measurement at distances of 60 
and 90  m along the cross-section. A similar issue regarding the depth and width of 
the eroded part persists for cross-section D–D at the left side and for cross-sections 
E–E, F–F, G–G, and H–H at the left and right edges of the flushing channel. For the 
aforementioned sections, the model using the formula of van Rijn gives the closest 
simulated patterns to the measurements, which can be confirmed by the lowest MAE 
and RMSE as well as the highest KG and BSS values of the van Rijn model presented 
in Table 5.

The calculated patterns for two cross-sections adjacent to the weir (I–I and J–J) are 
almost identical to those observed. Slight differences can be noticed at the left slope of 
cross-section I–I simulated by the MPM model, as well as the right slope and central 
part of cross-section J–J calculated by the van Rijn model. Although the predicted bed 
patterns by all three models are similar in these two cross-sections (almost similar KG 
efficiency values according to Table 5), other statistical metrics reveal the better perfor-
mance of the Wu model.

3.4  Flushed volume

The total flushed volume of sediments (presented in Table 3) confirms the trend of over- 
or underestimation of erosion, which can be seen in the cross-sections in Fig. 5. Com-
pared to the measured flushed volume of 47,300   m3, van Rijn’s model overestimates 
the erosion (52,200   m3), whereas underestimations are found by the models of MPM 
and Wu (37,800  m3 and 43,900  m3, respectively). The deviation between calculated and 
measured flushed volumes is about ± 10% for van Rijn and Wu models and − 20% for 
MPM.
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Fig. 5  Simulated bed levels of the Bodendorf reservoir after flushing using the formulae of Meyer-Peter and 
Müller (MPM), van Rijn, and Wu in 10 cross-sections, including the measured bed levels before and after 
flushing
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4  Conclusions

This study employs an automatically calibrated 3D numerical model of the Bodendorf 
reservoir to simulate the 2004 flushing event. The bed level changes and the volume 
of flushed sediments are calculated using the formulae of Meyer-Peter and Müller, van 
Rijn, and Wu. Prior to calibration, a sensitivity analysis is performed to detect the most 
affecting parameters in the model (i.e., the roughness height, active layer thickness, 
volume fraction of sediments in bed, hiding-exposure parameter, and empirical factors 
in the formulae of van Rijn and MPM). The measured bed elevation data from 10 cross-
sections (about 1300 points) along the reservoir is used for calibration. The optimization 

Table 5  Cross-sectional goodness-of-fit for models using different bedload transport formulae

The best value of different metrics in each cross-section is highlighted in bold form

Cross-section Model Goodness-of-fit

MBE (m) MAE (m) RMSE (m) KG (–) BSS (–)

A–A van Rijn − 0.10 0.14 0.17 0.91 0.60

MPM − 0.03 0.13 0.15 0.96 0.66

Wu − 0.03 0.12 0.14 0.95 0.72
B–B van Rijn − 0.15 0.35 0.45 0.92 0.45

MPM 0.12 0.45 0.56 0.85 0.14

Wu 0.01 0.41 0.50 0.88 0.33

C–C van Rijn − 0.05 0.16 0.20 0.97 0.83
MPM 0.18 0.27 0.36 0.87 0.45

Wu 0.10 0.21 0.28 0.88 0.68

D–D van Rijn − 0.07 0.16 0.22 0.94 0.85
MPM 0.14 0.34 0.44 0.87 0.45

Wu 0.06 0.26 0.33 0.93 0.69

E–E van Rijn 0.01 0.12 0.15 0.98 0.95
MPM 0.37 0.39 0.52 0.92 0.52

Wu 0.13 0.23 0.33 0.94 0.81

F–F van Rijn − 0.13 0.20 0.26 0.93 0.78
MPM 0.18 0.34 0.45 0.86 0.33

Wu − 0.04 0.25 0.38 0.87 0.52

G–G van Rijn 0.08 0.23 0.31 0.93 0.87
MPM 0.20 0.35 0.42 0.85 0.75

Wu 0.16 0.43 0.53 0.79 0.61

H–H van Rijn − 0.06 0.20 0.24 0.95 0.87
MPM 0.13 0.39 0.49 0.87 0.46

Wu 0.02 0.23 0.31 0.94 0.77

I–I van Rijn − 0.12 0.18 0.23 0.97 0.81

MPM 0.21 0.24 0.31 0.96 0.68

Wu 0.08 0.17 0.21 0.98 0.83
J–J van Rijn − 0.22 0.29 0.49 0.96 0.15

MPM − 0.15 0.23 0.37 0.98 0.35

Wu − 0.08 0.19 0.28 0.99 0.41
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algorithm runs the models several times based on the number of parameters subject to 
calibration. The formulae of van Rijn and MPM are modified during the optimization by 
finding new values for their empirical parameters. The parameter regarding the hiding-
exposure behavior of nonuniform sediments introduced by Wu is also modified by a 
factor of 0.5. The calibration results for the roughness height, active layer thickness, 
and the volume fraction of sediments are found to be model-dependent, where different 
sediment transport formulae yield a unique parameter combination leading to an 
optimized outcome.

The performance of the calibrated models is investigated by different statistical met-
rics. According to the mean absolute error, root mean squared error, and Kling–Gupta effi-
ciency, the models using the formulae of van Rijn and Wu outperform the model calculated 
by the MPM formula in terms of error amount and correlation. The two former models 
show almost equal performance, and no clear statistical evidence of superiority exists 
among them. This is also confirmed by the Brier skill score, where both van Rijn and Wu 
models have almost the same score, indicating their “good” performance. According to the 
evaluation criteria of the Brier skill score, the model simulated by the MPM formula has a 
“reasonable/fair” performance.

Patterns of simulated bed elevations in 10 cross-sections are compared with the meas-
ured data, which are in good agreement with the observations. The discrepancies are lim-
ited to the local differences as a result of sand slides in the two most upstream cross-sec-
tions, as well as the underestimation of lateral erosion and widening of the flushing channel 
at middle cross-sections of the reservoir, especially those predicted by the model using the 
MPM formula. The calculated flushed volume of sediments shows a reasonable agreement 
(approximately ± 10% regarding van Rijn and Wu models and − 20% for MPM) compared 
to the measured flushed volume of 47,300  m3.

This study provides an overview of applying automatic calibration for hydro-morphody-
namic models in a prototype scale and shows how the best fit can be objectively achieved. 
According to the number of model runs and considering innumerable parameter combina-
tions, it can be concluded that employing optimization algorithms is a suitable and efficient 
alternative for the widely used subjective trial-and-error calibration approach.

To improve the validity and reliability of the automatic calibration, future work can 
include a multi-objective optimization approach to consider additional aspects of the 
model, e.g., measured downstream sediment concentrations during the flushing event 
to define a second objective function in addition to the bed level changes. Then, instead 
of achieving a single value for investigated uncertain parameters, a set of equally good 
and non-dominated solutions (Pareto front) can be found, which would be interesting to 
be compared with the results of the single-objective method. A challenge in this regard is 
related to using global optimization algorithms, which require orders of magnitude more 
model runs for sampling the entire objective function surface. However, the issue can be 
tackled by applying surrogate modeling techniques [51].
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