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Notation

The following table shows the significant symbols used in this work. Local notations are explained
in the text.

Symbol Definition Dimension

Greek Letters:

Chapter 2:

O(x) Objective function

C(x) Constraint of objective function

Ca(x) Constraint of objective function

i Index 1 for accepted steps

Jj Index j for rejected steps

k Index k for cooling schedule

X5 Current decision vector for greedy search

x’}ﬂ. New decision vector for greedy search

xlj?fi‘“ Best decision vector for greedy search

xf}j k Current decision vector for simulated annealing

XLJ k New decision vector for simulated annealing

xf"j“k Best decision vector for the acception of deteriorated
solution

K Random variables

Obj(x) Objective function

Ob j?fi" Best value of objective function so far

(o] Standard deviation for simulated annealing

Pgoi Boltzmann probability for simulated annealing

Kp Boltzmann constant for simulated annealing [-]

T; Temperature for simulated annealing

a Coefficient for cooling schedule

0j Random variable for the next decision vector

xMax Maximal value of decision vector

xMin Minimal value of decision vector

jMax Maximal values for j

f (Gk U Gaussian distribution for simulated annealing
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%4 Volume of gas [m3]
T Temperature [K]
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pgwl Molar density of gas phase [mol /m3]
H Henry constant of air dissolved into water phase [Pa—1]
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i Dynamic viscosity of gas phase [Pa - s]
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Dy, Dispersion tensor
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Abstract

This thesis has two foci.

The first focus is the development of a so-called simulation-optimization model. An optimization
algorithm, Simulated Annealing (SA), is coupled with a Multiphase/ Multicomponent simulator,
MUFTE-UG, to solve a real-world simulation-optimization problem (henceforth MUFTE-SA). In
this thesis, the simulation-optimization model is tailored to the study of better (optimal) methane-
extraction strategies from an abandoned coal mine in the Ruhrgebiet, Germany. The question of
how to deal with the methane from abandoned coal mines is always of great concern for the
administrators. Thus, I try to provide one numerical tool to support this decision making in the
context of extraction-well operations. The skills required for modelling, for example using com-
putational fluid dynamic theories, have been making progress for the past couple of decades. So
nowadays, additionally, the importance of developing a so-called decision-support system inte-
grating these skills is starting to be noticed. This simlation-optimization model is designed to
answer these new requirements. Although, the use of the simulation-optimization model in this
thesis is limited to the investigation of better methane-extraction strategies, the model itself can
be utilized anologously for many processes whose abstracted aspects can be modelled by the
multiphase/ multicomponent model. In the past, this sort of simulation-optimization model could
only be applied to an artificially designed example since the computational time needed to make
real-world simulations is generally enormous, although optimization procedures require dozens,
hundreds, thousands of iterations. Thus, a pseudo parallelization design of the optimization pro-
cedure is proposed in order to use a parallel computer, having succeeded in reducing the total
computational time by a factor of 23.

The second focus is to make comparative studies using different model concepts (i.e. a two-phase
and a two-phase/ three-component model) for the simulation of methane-migration and methane-
water interaction processes in saturated coal mines. This work includes the new development of a
two-phase (liquid, gas) / three-component (water, air and methane) model in order to incorporate
mass-transfer processes between the phases. Considering the mass transfer processes between
the phases sometimes becomes very important, especially when the coal mine is modelled af-
ter groundwater rebound. This is because the dissolution of the methane in the liquid phase is
relatively high under some conditions.
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Kurzfassung

Diese Dissertation behandelt zwei Kernpunkte: erstens die Entwicklung eines Simulations-
Optimierungsmodells fiir Mehrphasenstromungen im Untergrund und zweitens Vergleichsunter-
suchungen von verschiedenen Modellierungskonzepten.

Zur Entwicklung des Simulations-Optimierungsmodells wurde ein Optimierungsalgorith-
mus, Simulated Annealing, programmiert und mit einem Mehrphasen-Mehrkomponenten-
Simulationsprogramm (MUFTE-UG) gekoppelt. Dieses Simulations-Optimierungsmodell wird
auf die Untersuchung von optimalen Methan-Extraktionsstrategien fiir ein stillgelegtes Kohle-
bergwerk im Ruhrgebiet zugeschnitten.

Die Frage, wie mit dem Methan aus stillgelegten Kohlebergwerken umgegangen werden soll, ist
von groBzer Bedeutung. Einerseits ist einer moglichen Explosionsgefahr durch unkontrollierte
Methanmigration vorzubeugen, anderseits wird die wirtschaftliche Nutzung des Methans zur En-
ergieerzeugung untersucht. Deshalb versuche ich, ein numerisches Werkzeug zur Verfiigung zu
stellen, das diese Entscheidungen in Bezug auf den Betrieb von Extraktionsbrunnen unterstiitzt.

Die Moglichkeiten der Modellierung von realen Lagerstitten haben innerhalb der letzten
Jahrzehnte stark zugenommen, da leistungsfihige numerische Methoden und Rechner en-
twickelt worden sind. Deshalb wird heutzutage die Bedeutung der Entwicklung sogenannter
decision-support Systeme, die diese Kenntnisse integrieren, mehr und mehr geschiitzt. Dieses
Simulations-Optimierungsmodell stellt eine Antwort auf diese neuen Anforderungen dar. Ob-
wohl das Simulations-Optimierungsmodell in dieser Dissertation auf die Untersuchung besserer
Methan-Extraktionsstrategien beschrinkt ist, kann das Modell analog fiir viele andere Anwen-
dungen verwendet werden, die durch ein Mehrphasen-Mehrkomponentenmodell modelliert wer-
den konnen. In der Vergangenheit konnte diese Art von Simulations-Optimierungsmodell nur auf
kiinstliche Beispiele angewandt werden, da die Rechenzeit fiir praktische Simulationen im All-
gemeinen enorm ist. Da Optimierungsprozeduren Hunderte von Iterationen bendtigen, wird eine
pseudo-parallele Ausfithrung der Optimierungsprozedur durchgefiihrt, um Parallelrechner ver-
wenden zu konnen. Damit kann die Rechenzeit dieser Prozedur um einen Faktor 23 verringert
werden.

Der zweite Punkt dieser Arbeit sind Vergleichsuntersuchungen unter Verwendung verschiedener
Modellkonzepte (d.h., eines Zweiphasen- und eines Zweiphasen - Dreikomponentenmodells) fiir
die Simulation von Methanmigration und Methan-Wasser-Interaktionsprozessen in den gefluteten
Kohlebergwerken. Diese Arbeit schlie3t die Neuentwicklung eines Zweiphasen (Fliissigkeit, Gas)
/ Dreikomponenten (Wasser, Luft und Methan) - Modells ein, um den Massentransfer zwischen
den Phasen beschreiben zu konnen. Die Betrachtung des Massentransfers zwischen den Phasen
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wird besonders dann sehr wichtig, wenn das Kohlebergwerk nach dem Grundwasseranstieg mod-
elliert wird. Das liegt daran, dass die Loslichkeit des Methans in der Fliissigphase unter bes-
timmten Bedingungen relativ hoch ist.



Chapter 1

Introduction

1.1 Motivation

For the past decades, the mining sector has played a major role in energy production all over the
world. The importance of coal-mining activities can be seen in the fact that in 1951 European
Coal and Steel Community (ECSC) was estabilished; this was an origin of the current European
Union. The mining sector has, however, been forced to change its role due to the replacement of
coal by petroleum as the main energy source. This kind of change has led to the closure of coal
mines in industrialized countries.

These closures have had both negative and positive results. For example, dewatering is often
terminated after coal mines are abandoned. As a result, the mines are flooded by groundwater
whose level rises up near to the surface water level (Figure 1.1). This process is called ground-
water rebound. Mined strata, however, generally contain soluble minerals which are often toxic
for creatures. In the course of the groundwater rebound process, the groundwater dissolves these
ecotoxic metals which induce the deterioration of the groundwater quality (Adams and Younger
(200D)[1]).

In addition, the degassing facilities are terminated as well after these abandonements. In these
coal mines, methane gas is normally absorbed by coal seams. The methane emission causes fewer
problems while mines are in operation since it is carefully controlled by the ventilation. However,
the termination of the gas-control facilities has led to uncontrolable methane-gas migrations to the
surface of the earth via old mine workings, shafts, permeable strata, faults and mining-induced
fractures. Methane-gas emission close to residential areas is dangerous because methane is a
fire and explosion risk, and the accumulation of gases in houses normally causes human health
problems. Methane is a greenhouse gas and its effect is considered to be dozens of times more
potent than that of carbon dioxide. On the other hand, methane gas is expected to be utilized as
an energy source if the flow is large enough and controlled suction is possible (e.g. Abandoned
Mine Methane (AMM), Methane hydrate, etc.).

Thus, as a matter of course, some of the primary concerns of administrators of coal-mine opera-
tions are always how to prevent the deterioration of the groundwater quality and/or how to control
and extract the methane from the subsurface, whether the workings are still in operation or have
already been abandoned. The latter is the primary concern of this thesis. At this stage, numerical
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Figure 1.1: Groundwater rebound in a former coal mine, which causes the dissolution of soluble
minerals and/or uncontrollable gas (methane) migration.
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Figure 1.2: Multiphase/ multicomponent model concepts for a coal-mine site
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tools can be a great help, for example, to investigate better methane-extraction strategies from
these abandoned coal mines, and/or to improve process understanding of methane-migration in
the subsurface. In the first case, so-called simulation-optimization models can be utilized in order
to decide on the operational strategies for methane extraction (e.g. the decision on the location of
the passive extraction wells, of the extracting schedules by the active extraction wells etc.), which
is the main purpose of this thesis. This aspect will be addressd in more detail in Section 1.3, since
some a-priori knowledge is necessary to explain these simulation-optimization models. Gener-
ally speaking, the first considerations among the utilizations of numerical tools for these coal
mine problems would be simply to make simulations of the methane migration processes. Let me
discusse this aspect in more depth in the next section, first by asking how we can use numeri-
cal simulators for these coal-mine problems. The consideration here is restricted to multiphase/
multicomponent models for porous media.

1.2 Model Concepts for Methane Migration in Coal Mines

Numerical simulations can be carried out on various scales both quantitatively and qualitatively.
A schematic diagram for the explanation of multiphase/ multicomponent model concepts which
can be utlized for these coal-mine problems is seen in Figure 1.2. There are different types of
conceptual models which are to be used corresponding to the problem. The choice of the model
concept depends very much on the aspects which we want to capture most accurately. First of all,
let me distingish the saturated and unsaturated zone. I begin by considering the saturated zone.
The focus of the consideration here is always on how to simulate methane (gas) migration, so that
we always have to keep the methane (gas) element in the model concepts. Thus, the view may be
completely opposite to the one geneally seen on the basis of the distinctions between groundwater
systems.

In the saturated zone, be it an aquifer or aquitard, we are required to consider two phases, a
liquid and a gas phase because, besides the gas (methane), groundwater in a liquid state always
has to be considered. Thus, two-phase type models should normally be applied. Now, if the gas
phase is composed of mostly methane and only slightly water vapor, using the simplest two-
phase model (e.g. Helmig (1993)[40], Bastian et al. (1997)[7], Helmig et al. (1997)[42], Helmig
et al. (1998)[46], Sheta et al. (1998)[82], Huber et al. (1998)[53], Huber et al. (1999)[54], Paul
et al. (2000) [72], Paul (2003)[71], Breiting et al. (2000) [13], Kobayashi et al. (2002)[59]) is
appropriate to describe the relevant process. The problem in this case is that mass transfers of
the components between phases cannot be dealt with. In order to deal with mass transfers, a two-
phase (gas, liquid)/ two-component (water, methane) model should be used instead. For example,
if we want to estimate the mass transfer caused by the dissolution of methane into the liquid
phase, we need the two-phase/ two-component model (Helmig et al. (1996)[44], Helmig et al.
(2000)[47], Jakobs et al. (2002)[56]). However, this model is not appropriate enough when the
gas phase consists not only of methane and water vapor but also of some amount of air (e.g. 60%
methane, 35% air and 5% water vapor). In this case, a two-phase (gas, liquid)/ three-component
(water, methane, air) model (Huber et al. (1997)[52], Class et al. (2002) [18][17], Hinkelmann et
al. (2002) [49], Kobayashi et al. (2002)[59]) should be used instead. Even such a complex model
has to be applied occasionally in saturated coal mines.
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On the other hand, the first question in modelling of the unsaturated zone would be whether we
want to consider the contributions of liquid water or not. If so, we always need to consider using
two-phase-type models again. The choice of a two-phase model among various alternatives (e.g.
two-phase, two-phase/ two-component, two-phase/ three-component) should mostly be based on
the same considerations as those for the saturated zone. However, for example, when water in a
liquid state is in a residual-water saturation state, it would not be a great problem to neglect the
liquid phase. In this case, using one-phase type models should be valid. Two types of one-phase
model are described in the figure, i.e. the one-phase (gas)/ two-component (air, methane) model
and the one-phase (gas)/ three-component (air, methane, water vapor) model. The choice between
these two depends mostly on whether or not the methane component should be distiguished from
the air component.

After all, many alternatives exist even if we want to simulate methane-migration processes alone.
Although the two-phase/ three-component model contains the maximum numbers of abstracted
aspects of the physical processes among the models, it does not simultaneously mean that this
choice is always the best, especially considering that handling the model is difficult and it is
generally the most expensive in terms of computational times. Thus, there are always trade-offs
in times of model selection and we always need to ask ourselves, "Which aspect should be really
answered in the problem ?”.

1.3 State of the Art

In this section, I carry out a review of the state-of-the-art simulation-optimization models and
multiphase/ multicomponent simulators. Simulation-optimzation models are the key issue of this
thesis, so the review of them is conducted first, followd by the review of multiphase/ multicom-
ponent simulators. In Chapter 5, I will show an application of a multiphase/ multicomponent
simulation-optimization model to a field site in the Ruhrgebiet, Germany as one of the concrete
example. Thus, the final purpose of this review is, paradoxcally speaking, to conclude that the
number of applications using this type of multiphase/ multicomponent simulation-optimization
models is rather low, and those generally use artificial examples.

1.3.1 Simulation - Optimization Model

Very simply speaking, a so-called simulation-optimization model is a model which combines a
simulation model with an optimization model. This simulation-optimization model can be ap-
plied in many contexts of scientific and engineering tasks in order to solve combined simulation-
optimization problems. I carry out the review of these applications by dividing the use into two
types, i.e. estimating required parameters in mathematical models or choosing the best strat-
egy among alternatives in terms of, for instance, subsurface management. Since the simulation-
optimization model developed within the framework of this thesis is applied for the latter purpose
(i.e. as a decision-support tool), the focus of the review here is on the latter.

Let us start with the review of the first use. Applying the simulation-optimization model to esti-
mate parameters is often referred to as inverse modelling. Inverse modelling stands for a proce-
dure for estimating certain parameters inversely using laboratory/field data and the corresponding
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results of numerical simulations. Generally, the objective function takes the form of the square or
absolute value of the weighted residual. The task of the optimization model is to minimize these
objective functions by means of adjusting the input parameters required for the simulation (for
further details, see e.g. Finsterle (1993) [28]).

Literature surveys of inverse modelling in the hydrogeological field, especially focusing on the
flow and transport processes in the saturated zone, are shown e.g. in Neumann (1973) [68], Yeh
(1986) [94], Ewing and Lin (1991) [25], Zimmerman et al. (1998) [99] (referred to Finsterle
(2004) [30]). The application of inverse modelling to the unsaturated zone seems to be less ex-
tensive. Relatively small number of data inversion studies have been reported in the literatures.
The difficulty lies in the fact that, in the unsaturated zone, the gas phase has to be distinguished
from the liquid phase; this requires the application of at least a so-called Richard’s equation, or
more general multiphase flow equations (Richard’s equation is a simplified form of the two-phase
(gas, liquid) model). In this case, we often meet problems such as: lack of experimental data tai-
lored to multiphase inverse-modelling studies; a lack of skill in solving multiphase flow forward
simulations; nonlinear behavior of the objective functions obtained from the multiphase flow sim-
ulations, which requires efficient and stable multiphase inverse modeling codes etc. These reviews
are shown, for example, in Kool et al. (1987) [61], Hopmans and Simunek (1997) [50], Durner et
al. (1997) [23], and especially Finsterle (2004) [30].

More specifically, inverse-modeling studies with (non-) isothermal two-phase model can be seen,
for isothermal two-phase systems, in Finsterle and Pruess (1995) [33], Schultze et al. (1997) [80],
Vasco and Datta-Gupta (1997) [85], Wu et al. (1999) [93], Tran et al. (1999) [83], Datta-Gupta
and Yoon (2002) [93], Vega et al.(2003) [86], Senger et al.(2003) [81] and, for nonisothermal
two-phase systems, Finsterle et al. (1998) [31], Finsterle et al. (2000) [32], Engelhardt et al.
(2003) [24], White et al. (2003) [92], Bjoernsson et al. (2003) [12]. Thus, the number of inverse-
modelling applications with multiphase flow models as the forward process simulators is not yet
large, although it is increasing steadily.

On the other hand, literature introducing the second use, i.e. deciding on the best strategy among
alternatives in terms of subsurface management, can be found relatively frequently in case when
the combined simulators are groundwater flow and transport models, while only little exists for
multiphase/ multicomponent models. In the former case, the objective function can be, for exam-
ple, to optimize physical processes, or the financial costs associated with drilling boreholes and
well installations, and/or the operational costs with regard to pumping groundwater, and/or reme-
diations of contaminated groundwater. The parameters to be optimized (design variables) in these
cases are, for example, hydraulic gradients, pumping capacities, head and concentration limits,
and the minimum number of active wells needed at any time from the total candidate wells.

For instance, C. Zheng developed ModGA (1996-2000, see [95] [96] [97] both for ModGA
and the subsequent MGO), a simulation-optimization model which can be applied for the op-
timal design of groundwater hydraulic control and remediation systems in general field condi-
tions. The simulation in this model is carried out with MODFLOW (McDonald and Harbaugh
(1988) [65]) and MT3D (C.Zheng (1990) [98]), while the incorporated optimization algorithm is
a global search method Genetic Algorithms (GA). Moreover, C. Zheng developed MGO (Modular
Groundwater Optimizer) combined with the MODFLOW and MT3D. MGO contains three global
optimization methods, i.e. Genetic Algorithm, Simulated Annealing and Tabu Search, which are
linked by a common input/output structure and integrated with a gradient-based optimization



6 CHAPTER 1. INTRODUCTION

module to reduce the comuputational burden.

The models of C. Zheng were especially tailored for use in groundwater and tranport problems
reproduced by, for example, MODFLOW. On the other hand, optimization models are often devel-
oped independently of the type of the simulation model. In other words, many of this type of opti-
mization package (at least) states that these optimization models can be combined with any kind of
simulator. For exmaple, ASAP (Adaptive Simulated Annealing Package) by A.H. ALY (1999) [2]
[3] states that it can provide rigorously optimized water-resource and environmental-management
designs by combining well-accepted simulation packages (e.g. MODFLOW and MT3D) with an
artificial neural network (ANN) and adaptive simulated annealing (ASA) techniques incorpo-
rated in ASAP. PEST by J. Doherty (2001) [21][22] using Gauss-Marquardt-Levenberg method,
UCODE by E. Poeter and M. Hill (1997,1998) [73][48] using a modified Gauss-Newton method
belongs to this type of optimization package.

As far as the application of multiphase/ multicomponent simulation-optimization models is con-
cerned, we can find far fewer references in the literature. As far as I could see, the sole researcher
who used a multiphase/ multicomponent simulation-optimization model in the decision-support
context systematically seems to be Finsterle et al. (1995)[33] and Finsterle (2000)[29].

Finsterle et al. utilized the iTOUGH?2 code in order to optimize the pumping schedule for an
aquifer cleanup operation. They considered an artificially confined aquifer whose permeability
field is geostatistically generated. TCE is released from an area of the aquifer where the ground-
water flows in one direction due to the natural hydraulic gradient. Thus, this artificial aquifer is
contaminated by TCE. For the remediation of this contaminated site, wells are installed in or near
the TCE plume. The model used is a nonisothemal three-phase (gas, water, non-aqueous phase
liquid (NAPL))/ three-component (air, water, TCE) model T2VOC, an extension of a multiphase
code TOUGH2 (for the details of the TOUGH family, see the next section). The optimization code
iTOUGH2 was coupled with T2VOC. iTOUGH2 encompasses five different optimization algo-
rithms, i.e. the Gauss-Newton method, the Levenberg-Marquardt method, the Downhill Simplex
method, the Simulated Annealing, and the Grid Search. A comparison of the optimized pumping
schedule obtained from these five algorithms reveals the advantages and disadvantages of each
method.

As another example of iTOUGH?2, a generic cost function is formulated for thermally enhanced
soil-vapor extraction. Finsterle first reproduce the air/steam-injection experiment carried out at
the University of Stuttgart in Germany (Betz et al., 1998 [11]), then formulate the generic cost
function accounting for the costs caused by the residual TCE contamination in the system, the
penalty term by the recondensed TCE reaching the bottom, and the costs required for the injection
of steam and air. The model domain represents a vertical test cell filled with coarse sand and a
lens of finer sand embedded around the center of the domain. TCE at residual NAPL saturation is
placed around the center of the domain, partially penetrating the finer sand lense. Steam and air are
injected at certain areas on the left-hand boundary. The generic cost function has a characteristic
in that the penalty term is added. Finally, the set of parameters (steam enthalpy and air-injection
rate) which minimize the generic cost function is obtained.

Though significant theoretical progress has been made for simulation-optimization models, either
the groundwater flow and tranport model or the multiphase/ multicomponent model is used as the
simulator, the application of these models to real-world problems has remained very limited. This
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is mainly because the optimization algorithms, especially global search methods, require quite a
number of iteration steps, i.e. huge CPU times equal to CPU time of each simulation multiplied
by the number of iterations. Thus, most of the examples shown in the literature still use artficially
assumed domains. While this limitation will be mitigated to a large extent by rapid advances in
computers, we should always weigh the pro and cons, i.e. can we accept near-optimal solutions
generally requiring a much lower number of forward simulations than that necessary to identify
the global optimum ?

1.3.2 Multiphase/ Multicomponent Model

There are relatively few numerical codes for multiphase/ multicomponent flow in subsurface sys-
tems. Historically speaking, engineers and scientists from the petroleum engineering field have
taken the initiative in the developments. Nevertheless, I will not mention all the works from this
field, mainly because it is simply not easy to do this comprehensively. Instead, I limit my attention
to well-known general-purpose simulators.

TOUGH2, the successor of TOUGH, is one of the best-known codes for the modelling of mul-
tiphase/ multicomponent systems and was released to the public in 1991 (K. Pruess et al. [75]).
The code employs the integral finite difference method. At the time of release, the number of grid
blocks which TOUGH?2 was able to use in a practical sense was around 2000 for 2D problems and
a few hundred for 3D problems. To overcome these limitations, a set of three preconditioned con-
jugated gradient solvers was added to TOUGH2 (T2CG1, Moridis and Pruess 1995 [67]). Around
the same time, a module T2VOC was added, primarily designed for environmental-contamination
problems involving volatile organic chemicals (Falta et al., 1995 [26]). T2VOC retains the full
two-phase coupled fluid and heat-flow capabilities of the geothermal modules of TOUGH2, so
that it is applicable to the migration of a volatile tracer in two-phase geothermal reservoirs. Since
then, several new fluid-property modules have been added in order to handle multi-component
fluids. For instance, EOS7 deals with variable-salinity fluids as mixtures of water and NaCl brine,
while EOS7R includes an additional capability for tracers with parent-daughter chain decay (Old-
enburg et al., 1995 [70], Oldenburg and Pruess, 1997 [69]). EWASG fluid-property modules (Bat-
tistelli et al., 1997 [9]) describe three-phase (aqueous, solid, gas) mixtures of three-components
(water, sodium chloride, non-condensible gas). In this module, several choices are possible for
the non-condensible gas (CO,, air, CH4, H>, N>), and changes in gas solubility with salinity are
included. These all belong to the so-called TOUGH family.

STOMP (Subsuface Transport Over Multiple Phases, 1996), developed by Mark White and Mart
Oostrom [91] at the Pacific Northwest National Laboratory’s Hydrology Groups, is also a widely
distributed simulator. The STOMP simulator solves the partial differential equations that describe
the conservation of mass or enegry quantities by employing an integrated volume finite difference
method for the spatial discretization and a backward Euler scheme for the temporal discretization.
The solver for the resulting nonlinear coupled algebraic equations is based on Newton-Raphson
method. This simulator is arranged in such a way that the user can choose the solved governing
equatins (e.g. water mass, air mass, dissolved oil mass, oil mass, salt mass, thermal energy).
Depending on the chosen operational mode, the governing tranport equations are be written over
one to four phases (e.g. aqueous phase, gas phase, NAPL phase, ice phase, solid phase). Solute
tranport, radioactive decay, and first-order chemical reactions are solved using a direct solution
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technique (e.g. Patankar’s power law formulation, TVD scheme) following the solution of the
coupled flow equations.

UTCHEM (University of Texas Chemical Flood Simulator) is a three-dimentional nonisothermal
multiphase/ multicomponent finite difference type simulator [20]. It was originally developed by
Pope and Nelson (1978) at the Center for Petroleum and Geosystems Engineering, University of
Texas at Austin, to simulate enhanced recovery of oil using surfactant and polymer processes.
Then, it was generalized by Bhuyan et al. (1990), who extended the model to include other chem-
ical processes and a variety of geochemical reactions between the aqueous and solid phases. Since
then, appropriate physical, chemical and biological process models capable of simulating the fate
and tranport of NAPLSs in the saturated and unsaturated zones of aquifers (i.e. multiphase/ multi-
component systems in the subsurface) have been added gradually. UTCHEM applies a third-order
finite difference method with a flux limiter and an Implicit Pressure Explicit Saturation (IMPES)
type formulation, where the pressure is solved implicity but concentrations instead of saturations
are solved explicitly.

CompFlow, developed by Forsyth et al. (1991) [34], is designed to simulate multiphase flow and
tranport in discretely fractured porous media. The model uses a compositional approach which
allows the simulation of multicomponent NAPLs. The model was originally based on a block-
centered finite differences method and now uses a control-volume finite element method which
allows elements with high aspect ratios adjacent to fracture elements. The resulting sparse matrix
is solved by incomplete LU factorization and CGSTAB acceleration.

The group at the Institute for Computational Engineering and Sciences at the University of Texas
at Austin has been eager to develop a so-called simulator framework IPARS (Integrated Paral-
lel Accurate Reservoir Simulator [62]. This framework can provide interfaces into which new
algorithms can be plugged and combined with existing algorithms to form a new application
simulator. At present, IPARS can deal with system up to three-phases. An important property of
IPARS is that it allows the coupling of different models in different subdomains and supports
message-passing parallel computations including dynamic load balancing.

Since 1990, the University of Heidelberg has been active in developing a so-called unstructured
grid (UG) framework. It supports hierarchical unstructured meshes in two and three dimensions,
adaptive local mesh refinement and message-passing parallel computation including dynamic
load balancing. The framework has shown the capabilities very well for a large variety of prob-
lems. As a library based on UG, MUFTE (Multi-Phase Flow, Transport and Energy Model for
porous and fractured porous media) has been developed jointly by the groups at the University
of Stuttgart and the Univerity of Heidelberg [14][45] (henceforth, MUFTE-UG). MUFTE-UG in-
corporates several different types of spatial discretization method (e.g. BOX, CVFE method) and
a Newton-Raphson type solver. Several time-discretization schemes are selectable (see in the fol-
lowing brackets). MUFTE-UG currently supports the following schemes: single-phase stationary,
solute transport (implicit/explicit/characteristic), nonlinear transport-reaction system (implicit),
two-phase (implicit, sequential and IMPES), two-phase in fractured porous media (implicit), two-
phase/ three-component nonisothermal (implicit), three-phase/ three-component nonisothermal
(implicit).

Thus, compared with groundwater and transport models relatively little work on developing mul-
tiphase/ multicomponent simulators has been conducted. Recently, the development seems to
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be shifting toward making so-called comprehensive software frameworks rather than to make
fragmental code for each individual problem found in nature. This is mainly because practical
application problems require advanced models incorporating many physical processes, accurate
discretization schemes, fast solvers and efficient pre- and postprocessing techniques. One dif-
ficulty in developing these software frameworks is predicting exactly what will be required in
future developments.

1.4 Aim of the Work

This thesis focuses mainly on two aspects:

The first focus is the development of a simulation-optimization model. I have developed an op-
timization model coupled with a multiphase/ multicomponent model, applicable to simulation-
optimization problems. In this thesis, the model is tailored to the study of better (optimal)
methane-extraction schemes from coal mines in the unsaturated zone. The question of how to
extract the methane from unsaturated coal mines is always of great concern to the administrators.
Thus, I try to provide one numerical tool to support this decision making. The skills required to
model fields, for example using the theories of computational fluid dynamics, have made progress
in the past couple of decades. So nowadays additionally, the development of a so-called decision
support system integrating these skills are starting to be quite important. In this thesis, the opti-
mization model coupled with the multiphase/ multicomponent model is designed to answer these
new requirements. Although, the use of the simulation-optimization model in this thesis is lim-
ited to the investigation of better methane-extraction schemes, the model itself can be utilized
anologously for many processes whose abstracted aspects can be modelled by the multiphase/
multicomponent model.

The second focus is on making comparative studies using different model concept (i.e. a two-
phase model and a two-phase/ three-component model) for the simulation of methane-migration
and methane-water interaction processes in saturated coal mines. This work includes the new de-
velopment of a two-phase (liquid, gas) / three-component (water, air and methane) model in order
to incorporate mass-transfer processes between the phases. The mass-transfer processes between
the phases sometimes becomes very important, especially when the coal mines is modelled after
the groundwater rebound, in that the dissolution of the methane into the liquid phase seems to be
relatively great under some conditions.

The structure of this thesis is as follows:

Chapter I: A brief description of the problems dealt with in this thesis is presented. The mo-
tivation behind the series of research work within the framework of a project, problems often
observed in coal mines after closure due to methane emission, some methane characteristics, the
significance of numerical-model utilization in the context of this thesis, and the goal of all the
research work are briefly explained. Moreover, the-state-of-the-art for simulation-optimization
models as well as multiphase/ multicomponent simulators is described in this chapter in order to
show where we now stand.

Chapter 2: Items necessary for the development of optimization models are explained. This starts
with the formulation of a so-called objective function, then the optimization algorithms for find-
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ing the global extremum of the objective function are described. Lator in this thesis, the opti-
mization algorithms are classified into several types, depending on whether the calculation of the
first/second derivative of the objective function is required or not. For the purpose of this thesis,
a so-called Simulated Annealing (SA) algorithm is chosen due to its flexibility, irrespective of
the shape of the objective functions. The coupling procedure of the Simulated Annealing algo-
rithm with the multiphase/ multicomponent model (MUFTE-UG) is also introduced (MUFTE-
SA). Moreover, a parallerization strategy by means of a domain decomposition for MUFTE-SA
is explained. I often refer to Finsterle (1993) [28] often for the contents of this section, although
this thesis is characterised by the fact that the multiphase/ multicomponent-simulation model is
applied to a real-world problem. The use of a parallel computer is also one of the challenges of
this thesis.

Chapter 3: The conceptual, mathematical and numerical model concepts required for the develop-
ment of a so-called multiphase/ multicomponent model are described. The focus of this chapter is,
especially on the elements necessary for the development of a two-phase (liquid, gas) model and
a two-phase (liquid, gas)/ three-component (water, air and methane) model to be used ultimately
in the subsequent applications (Chapter 4 and Chapter 5). Priority is given to descriptions of the
parameters, the constitutive relations etc. especially needed for gas-liquid systems. For the con-
ceptual model, the theories of continum mechanics and thermodynamics are first of all introduced.
Then, the paramters and constitutive relationships introduced from the theories are explained in
detail. Naturally these paramters are ultimately calculated. Then, the conceptual model is tran-
ferred to the mathematcal model. With Reynolds transport theorem, mass conservation equations
are derived. An extended Darcy’s law is applied as the momentum equation. In this thesis, the
solver is explained only briefly since it was in priciple developed by my forerunners. For the fur-
ther details in this regard, I recommend readers refer to the work carried out by my present and
former colleagues (see the publications in Section 1.2).

Chapter 4: Comparative studies are made, focusing on methane-migration and methane-water
interaction processes in artificially designed saturated subsurfaces using the two-phase model and
the two-phase/ three-component model. This process is necessary for the appropriate choice of the
model concept. The essence of this comparative study is nothing less than to quantify the methane
mass dissolution process from the gas phase to the liquid phase. This study indicates that the use
of the two-phase model is questionable in some conditions if we only regard the accuracy of the
model as the decision factor in the model selection.

Chapter 5: The simulation-optimization model MUFTE-SA is applied to a site in Dortmund, a
part of the Ruhr, Germany, where a coal mine used to be, and at present a furniture company is
opening its store on the surface. A series of simulation-optimization procedures are taken in order
to mitigate the risks resulting from the on-going methane production from the mine. The main
purpose of this application is to find out better methane-extraction starategies by using passive
extraction wells. MUFTE-SA is applied in this context to detect better locations for the wells.
The details are explained in this chapter.

Chapter 6: The contents of this thesis are summarized and outlook for the future is given.



Chapter 2

Optimization Model

2.1 General Description

The procedure called optimization is nothing less than finding a solution to optimize a so-called
objective function which is defined over the solution space. Very simply speaking, we have an
objective function O(x), where x is a parameter set defined either in a discrete solution space
R, or in a continuous space R, thus x € Ry(s = d,c¢). Generally, there are constraints within
the parameters such that C;(x) < 0 and/or C,(x) = 0. Here, in most cases, optimizing means
finding a solution x°”" which maximizes or minimizes the objective function under the constraints,
i.e. achieving O(xP") > O(x) or O(x°"") < O(x) for all x is the goal of the optimization. The
difference between the minimization and maximization is only a matter of changing the sign of
the objective function. In this context, the first classification I could probably make is based on
the difference of the solution space of the objective function, i.e. either the optimization problem
is defined in a discrete solution space or in a continuous space. These two “branches” of the
optimization often require slightly different optimization algorithms to yield the solutions.

Optimization with the discrete parameter space is often called combinatorial optimization. The
word combinatorial is derived from the word combinatorics, which is a branch of mathematics
concerned with the study of the arrangement and selection of discrete objects (M.Sait et al. [77]).
In combinatorics, we are usually concerned with finding answers to questions such as: ”Does
a particular arrangement exist?” or "How many arrangements of some set of discrete objects
exist?”. The travelling salesman problem or the design of complex integrated circuits are concrete
examples. The former is a problem of finding a cheapest way of visiting all cities and returning
to the starting point, provided a finite number of cities exist and the travelling cost between each
pair of cities can be defined. The latter concerns optmizing the arrangement of several hundred
thousand circuit elements on a tiny silicon substrate in order to minimize interference among the
connecting wires.

Optimization problems which I deal with in the following are those with the continuous solution
space. One typical shape of the objective function for a two dimensional continuous parameter
space is shown in Figure 2.1. This is the case when the objective function is nonlinear; thus it
exhibits a global minimum and some local minima.
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O(x)

X

Figure 2.1: An objective function in two-parameter space

Irrespective of its type (whether the solution space is discrete or continuous), what we always
have to do is, first, to define the objective function with its constraints, and secondly to minimize
(maximize) it using one of the optimization algorithms. At this stage, some optimization algo-
rithms have to be introduced. There are several ways of categorizing the optimization algorithms.
For example, we could classify the type of algorithms into (see again M.Sait et al. [77]):

e exact algorithms, and

e approximation algorithms, or heuristic algorithms.

The best known in the first category are linear programing, dynamic programing and so forth.
The problem of optimizing a linear function subject to linear inequality and equality constraints
is called Linear Programing (LP). Dynamic programing is a stage-wise search method suitable for
optimisation problems whose solutions may be viewed as the result of a sequence of decisions.

However, in practice, depending on exact enumerative algorithms is hardly possible because the
total search space is huge; instead, we must depend on approximation algorithms. Approximation
algorithms are also known as heuristic methods. A heuristic algorithm will only search inside a
subspace of the total search space for a good, rather than for the best solution which satisfies the
design constraints. Therefore, the time requirement of heuristic algorithm is small compared to
that of full enumerative algorithms. Examples of approximation algorithms are the constructive
greedy method, local search, genetic algorithms, tabu search, simulated evolution, and stochastic
evolution.

On the other hand, as another example, we can classify the algorithms as follows: either the
algorithm needs no derivatives, or needs the first derivatives, or the second derivatives of the
objective function (this classification is based on Finsterle (1993) [28]):

e Non-Derivative Type Algorithms
In these methods, the model is evaluated for different parameter combinations, mapping
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out the objective function in the n-dimensional parameter space. They are also referred to
as Function Comparison Methods. Because no derivatives of the objective function with
respect to the parameters must be calculated, these methods are not restricted to smooth
models. However, they usually require many trial simulations and are therefore inefficient.
Examples of such direct methods include:

Trial and error
Grid search

Downbhill Simplex

Greedy search
— Simulated Annealing

— Genetic Algorithms

e First Derivative Type Algorithms
These methods require calculating the gradient of the objective function with regard to the
parameter vector. Updating the parameter vector in small steps along the search direction
determined by the gradient is a robust, albeit inefficient, procedure. Various modifications
of this basic scheme have been proposed. Their main difference lies in the choice of an
appropriate step length. Efficient ways of calculating the gradient have been described in
the literature. Examples of gradient based methods include:

— Steepest descent
— Quasi-Newton methods

— Conjugated gradient methods

e Second Derivative Type Algorithms
These methods are based on the Hessian matrix or various approximations (quasi-
linearization). They perform well for nearly linear least-squares problems. The computa-
tional cost for calculating the second derivatives is usually compensated by an efficient
stepping in the parameter space. Examples of second-order methods include:

— Newton Method

— Gauss-Newton method

— Levenberg-Marquardt

Each of these methods has its advantages and disadvantages. The choice of an appropriate method
largely depends on the presumed properties of the objective function.

The presumed property of my objective function formulated in the following application is:

e The exact shape of the objective funtion is not known, but it is certain that there are multiple
local extrema. It is not certain whether or not the objective function is smooth enough to
allow the calculation of its derivatives.

Thus, in this thesis, at least as a first step, I decided to the use non-derivative type method since it
does not require the calculation of the derivatives and is relatively robust irrespective of the shape
of the objective function. The Simulated Annealing (SA) algorithm is especially chosen in this
thesis because of its flexibility and robustness.
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2.2 Simulated Annealing

The description of this section is based on M.Sait et al. (1999)[77] and Press et al. (1995)[74].

The term annealing refers to heating a metal in a solid state to a very high temperature until it is
melted (whereby the atoms gain enough energy to break the chemical bonds and become free to
move) and then slowly cooling the molten metal in a controled manner until it crystallizes again.
By cooling the molten metal at the proper speed, atoms gain an increased chance of obtaining the
proper crystal structure of perfect lattices. During this annealing procedure, the free energy of the
metal in the solid state is minimized.

In 1953, Metropolis and his colleagues [66] introduced an algorithm to simulate this annealing
process, using the transition process of a solid in a heat bath. In their algorithm, they assume that
the current state of the solid is S; with the free energy E;, while the subsequent state is S; 1 with
E; 1. The transition from the current state to a new state is expressed by applying a random pertur-
bation rule (henceforth New State Generation). If the energy of the subsequent state is lower than
the energy of the current state, i.e. AE = E; | — E; <0, then the new state is accepted. However, if
the energy of the new state is higher, then the new state is rejected unless the state can overcome

_AE
the so-called Boltzmann probability P = el KBT), where Kp is the Boltzman constant and T the
temperature. These procedures are known as the Metropolis procedure. This algorithm is then
repeated a large number of times until it reaches the thermal equlibrium (henceforth termination
criteria).

Around 30 years later, Kirkpatrick et al. (1983) [58] pointed out the similarity between this an-
nealing process and combinatorial optimization. In concrete terms, attaining the global minimum
is analogous attaining the perfect crystal structure whose energy state is minimum, while the at-
tainment of imperfect structures corresponds to being trapped by local optima. Since then, the
so-called Simulated Annealing algorithm based on the annealing process has become one of the
most well-developed and widely used iterative techniques for solving optimization problems.

This method is a general adaptive heuristic method and belongs to the class of nondeterministic
algorithms. There are already many examples of Simulated Annealing applications. It has been
applied not only to combinatorial optimization problems but also to problems with continuous
parameter space. One typical feature of Simulated Annealing is that, besides accepting solutions
with an improved objective function, it also, to a limited extent, accepts solution with a deterio-
rated objective function. Initally, the probability of accepting inferior solutions is large but, as the
search progresses, only smaller deteriorations are accepted and, finally, only good solutions are
accepted. The Simulated Annealing algorithm is effective and robust. Regardless of the choice
of the initial configuration, it has the potential to produce high-quality solutions because of the
ability to escape from local minima, although it may, of course, take a larger number of iterations
until it reaches there. It is also relatively easy to implement.

The cores of the Simulated Anneling algorithm are the Metropolis procedure (namely, New State
Generation, Bolzmann probability), the cooling schedule and the termination criteria. There are
many varieties in these procedures, although one drawback of the Simulated Annealing is that
none of these procedures is general enough yet to be applied to every kind of problem. I use the
following form of the Simulated Annealing (Finsterle (1993)[28]). Note that the following proce-
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decision vector x (e.g.extraction pressures, well coordinates)

Figure 2.2: A schematic diagram for the Simulated Annealing algorithm.

dure is described in terms of minimization problems and a schematic diagram for the explanation
of the following procedures is shown in Figure 2.2.

e Metropolis Procedure

— New State Generation
First of all, the new state has to be generated using a random perturbation rule. In this
thesis, the new state is determined using a pseudo-random number generator following
the normal distribution:

flo*,u) Q2.1)

where o is the standard deviation in the k-th iteration and i the mean. As the cooling
step proceeds, the standard deviation o* is decreased as:

Kmax + 10\ ¥
k max 0
_ [ Kmax 10 22
° (kmaxﬂl)c (22)

where oV is the standard deviation at the initial temperature, &, , the total number of
cooling steps. The standard deviation at the k-th cooling step (k = 0 to 10, k4 = 10,
o’=1 /3) is shown in Figure 2.3. This decrease of the standard deviation is necessary
to limit the search space as the temperature decreases. This is analogous to the fact
that the mobilities of the atoms of the solid decrease as the temperature of the metal
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decreases. Thus, the next decision vector X, is determined such that:
Ax = A(xD, —xio) (2.3)
X1 = x;+f(cfu) Ax (2.4)

where A is the coefficient determined by trial and error, X;,,; the boundary value of the
decison vector. The superscripts up and low denote the upper (maximum) and lower
(minimum) boundaries. For the exact values and coefficients used in the following
application, see Chapter 5.

— Boltzmann Probability Distribution
We then have to give the acceptance criterion, the Boltzmann probability. This proba-
bility is expressed by:

Por =) — (wR)

(2.5)

where O(x) is the objective function, AO = O(X;+1) — O(X;), T} the temperature at the
k-th cooling stage. The Boltzmann Probabilty is shown in Figure 2.4. This probabilty
is plotted against AO(= —1 to 1) for the temperature 7y. The Boltzmann constant Kp
is 1.0. As shown, the probability is always 1 when AO <0, i.e. O(x;1+1) < O(x;). This
means that the new solution is always accepted because the new solution is always im-
proved (minimized) in these cases. On the other hand, if AO > 0, then the deteriorated
solution is accepted only when a randomly generated number exceeds the Boltzmann
probability.

e Cooling Schedule
Apparently, the essence of the success of this algorithm is how to lower the temperature
which allow atoms to be redistributed properly. This schedule is called the cooling schedule
and is, in this thesis, expressed:

T, = a* T, (2.6)

where T is the initial temperature, and & the coefficient detemined heuristically (however
the value generally lies in between 0.8 and 1). The k-th (k = 0 to 10) temperature when
To = 0.25 and ¢ = 0.8 is shown in Figure 2.5.

e Termination Criteria
There are several criteria considered to be reasonable in order to terminate the simulation.
I stop my simulation after taking k,,,, number of cooling steps.
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The chart of the overall procedure is as follows:

Simulated Annealing Algorithm
variables

i , index for accepted steps ;

Jj , index for rejected steps ;

k , index for cooling schedule ;
7.]k 1o1 .
, current decision vector ;
k ..
X,{J , new decision vector ;

xf’?;( , best decision vector ;
Obj(x),0b ]be” objective function and the best value ;
0,,%j random variables ;

XmaxsXmin, iMax, jMax , boundary values for x, 1, j;

Choose x(g 0, O,

Compute F(xo"") by MUFTE-UG;
seti=1,j=0,k=0;
Repeat

- New State Generation (henceforce, NSG) -;
Generate f(o ( , 1), a random number;
Compute XK = kZ XKL fok ) - AT
If {x; gk xmax or < Xpmin}» goto NSG ;
Compute F(x;’ ) by MUFTE-UG ;
If {F(xi"") = F(x sz)_AF>0},
then x’.™ 1K = xbk F(Xi“’f’k) = F(Xf{”k);
seti=i+1,j=jk=k;
else
Generate %, a psuedo-random number (0 < Z; < 1) ;

if {Z%; > PMet}
setz—z—l—lj—],k k; N
else x/ T = xbIK p(xbITIRy = F(xBIHY;
Setl—l]—]+1k k

theni=0,;=0,k=k+1;

}
until {k > k40 };
end

A coupling procedure of the Simulated Annealing algorithm with a multiphase/ multicomponent
model (see Chapter 3) is described in the next section. Additionally, a parallerization strategy of
the simulation-optimization model by a pseudo-parallel SA design is discussed in Section 2.4.

2.3 Coupling Procedure for MUFTE-SA

To solve simulation-optimization problems, an optimization model has to be coupled with a sim-
ulation model. A coupling procedure of the Simulated Annealing algorithm (SA) with a MUIti-
phase/ multicomponent, Flow, Transport and Energy model (MUFTE) is outlined in Figure 2.6
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(see Chapter 3 for the multiphase model). This coupled model is henceforth called MUFTE-SA.
For this model, I first have to give the initial input parameters necessary for MUFTE-SA. These

Give inital conditions for MUFTE-SA

Generate a state and the corresponding mesh with the

state by a mesh generator ART

Calculate the objective function for the state by MUFTE

No

Compare the objective function of current state with that of the previous state
Is the stopping criteria of SA reached ?

Yes

End

Figure 2.6: A coupling strategy of SA with MUFTE (MUFTE-SA) including the coupling of a
mesh generator ART.

input parameters are, for example, the initial decision vector (e.g. coordinates of extraction wells),
the o value, the temperature for the cooling schedule of SA, the initial and boundary conditions
for MUFTE. Then, the initial mesh is generated by a mesh generator ART (Fuchs (1999)[35])
based on the system set-up (if the decision vector contains the system coordinates, then the gen-
erated mesh is different each time). Initial and boundary conditions are then assigned to the mesh
according to the rules of the simulator MUFTE, and the initial simulation starts. The objective
function is nothing less than the response of this simulation. Thus, we obtain the objective func-
tion calculated with the initial decision vector. Then, the SA yields the next decision vector as
explained (New State Generation), ART generates the mesh again, and MUFTE computes the ob-
jective function for the next vector. After that, the current objective function is always compared
with the previous objective function, and the acceptance of the new solution is determined by the
Boltzmann probability. After repeating the same procedures, the optimization is terminated when
it reaches the termination criteria. The coupling between two models is realized via a shell script
which contains a sequence of commands in a batch form. The updated parameter passing is also
done by the command in the shell script.

2.4 Parallelization Strategy for MUFTE-SA

The reason why the parallelization strategy had to be considered in this thesis is that, in the
application (Chapter 5), one loop of the SA procedure (i.e. from the new state generation to the
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evaluation in Figure 2.6) took around 7-8 hours (even some simplifications and compromises in
the simulations are made), while SA generally requires dozens, hundreds, thousands of iterations.
For example, I was able to approximate the total time in a case of the application by a simple
calculation.

T hrs x 1000 iterations
24 hrs/day

~ 292days, 2.7)

which is, as a matter of course, not acceptable. This fact forced me to use a parallel computer.

According to Sanchez et al. (2002) [79], a parallel design of SA algorithms can be classified in
two categories (for further details of the methods described in the following, see, for example,
Sanchez et al. (2000) [78], Greening (1990) [37], Azencott (1992) [5]):

e Pseudo-parallel SA algorithms: sequential SA algorithms run on different processors at the
same time or the data domain is assigned to different processors where a sequential SA is
running. The principal methods are Data Configuration Partition (DCP), Parallel Indepen-
dent Annealing (PIA) and Parallel Markov Chains (PMC).

e Parallel SA algorithms: an SA algorithm is divided into tasks which are distributed among
several processors. Parallel Markov Chains (PMC), Parallel Markov Trials (PMT), Adap-
tive Parallel Simulated Annealing (APSA), Speculative Trees and Systolic are parallel SA
algorithms.

The parallelization strategy used in this thesis is from the first category, i.e. pseudo-parallel al-
gorithm. The schematic diagram of the parallelization strategy is shown in Figure 2.7. We first
select k combinations from a total of n possible combinations for different system set ups of our
simulation-optimzation problem. Then, MUFTE-SA procedures for one combination among the
k-combinations are carried out on one processor of a parallel computer. The MUFTE-SA proce-
dures on each processor produce an optimum solution (at least locally!). These optimum solutions
from each processor are collected on the processor 1, carrying out a main program and looking
for a global optimum solution among the candidates. If this main program regards a solution
among the solutions as (at least quasi-globally) optimum, then the entire process ends, otherwise
the main program selects different k-combinations among the remaining system set-ups, assigns
these k to the k-processors again until the main program recognizes that it has found the global
optimum solution.

This is a relatively easy way of parallelizing, although the application range is limited. The con-
crete description of this parallelization for the application is explained in Chapter 5.
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main

Y Y Y

processor 1 processor 2 | ..... . processor k

solution 1 solution 2 solution k < n

keep the best solution among k
give the next k comibinations

Y Y Y

processor 1 processor 2 | ...... processor n

solution k+1 solution k+2 solution 2k < n

Is the stopping criterion reached ?
main

If yes, go to the end

Otherwise repeat the same procedures

Figure 2.7: A parallelization design
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Chapter 3

Multiphase/ Multicomponent Model

The basic theories required for the development of multiphase/ multicomponent models are in-
troduced in this chapter. These explanations are carried out in order from the conceptual model,
the mathematical model to the numerical model. The basic idea for the selection of a conceptual
model among alternatives, especially for the simulation of methane migration in the subsurface,
has already been discussed in Section 1.2. Among the alternatives, a two-phase (water-gas) model
and a two-phase (water-gas)/ three-component (water, air and methane) model are selected for the
following applications (Chapter 4 and Chapter 5). Thus, the foci in this chapter are, especially on
the items necessary for the development of the two-phase and the two-phase/ three-component
models.

First of all, natural phenomena have to be abstracted, using the conceptual model by extracting
some essential processes in nature. The theories and laws required for setting up the conceptual
model, the parameters introduced by the conceptual model and constitutive relationships among
the parameters are described item by item in Section 3.1. The basics of continuum mechanics
and thermodynamics are first explained in the former half. Then, in the latter half, the parameters
required for the two-phase and the two-phase/ three-component models are calculated concretely.

As a next step, this conceptual model is transferred to a mathematical model. We are generally
required to give mathematical expressions to the conceptual model in order to reproduce natural
processes by numbers. Here, mass conservation, momentum equations are introduced as mathe-
matical models. Since mathematical models can be derived on the basis of a so-called Reynolds
tranport theorem, I first introduce this theory briefly in Section 3.2. Then, the mass conservation
equations for the two-phase and the two-phase/ three-component models are derived. Generally,
the number of unknowns in the mass conservation equations is more than that of the mass conser-
vation equations. Thus, we need to use constraints which come from the constitutive relationships
in the conceptual model. How to close the system of equations using these constraints is explained
in detail.

Generally, only few analytical solutions exist for these mathematical models. Furthermore, these
analytical solutions can be found only for very simple systems. Thus, at this stage, we need to
solve these mathematical models using computers. For this requirement, the mathematical model
derived in the continuous solution space has to be converted into the numerical model for the
digital world. The procedures (i.e. discretization, numerical schemes and solvers) used in this
thesis are explained briefly in Section 3.3.
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3.1 Conceptual Model

3.1.1 Basics for Continum Mechanics and Thermodynamics

3.1.1.1 Porous Media

We know intuitively that materials such as soil, porous or fissured rocks, ceramics, fibrous
aggregates, filter paper, sand filter, a loaf of bread etc. are called porous media. However, in
order to consider the physical processes in porous media (here, for instance, flow and transport
processes of fluids in the subsurfaces) it is, as a matter of course, better to define the term
porous media more rigorously. Here, I quote the definition by Bear et al. (1968) [10] since it is
considered one of the most elaborate and reliable. Some of the terms in the definition, not yet
mentioned in this thesis, are to be explained in the following sections:

e A portion of space is occupied by heterogeneous or multiphase matter. At least one of the

phases comprising this matter is not solid. They may be gaseous and/or liquid phases. The
solid phase is called the solid matrix. That space within the porous medium domain that is
not part of the solid matrix is referred as void space.

The solid phase should be distributed throughout the porous medium within the domain
occupied by a porous medium; solid must be present inside each representative elementary
volume. An essential characteristic of a porous medium is that the specific surface of the
solid matrix is relatively high. In many respects, this characteristic dictates the behavior
of fluids in porous media. Another basic feature of a porous medium is that the various
openings comprising the void space are relatively narrow.

At least some of the pores comprising the void space should be interconnected. The inter-
connected pore space is sometimes termed the effective pore space. As far as flow through
the porous media is concerned, unconnected pores may be considered as part of the solid
matrix. Certain portions of the interconnected pore space may, in fact, also be ineffective as
far as flow through the medium is concerned. For example, pores may be dead-end pores
(or blind pores), i.e., pores or channels with only a narrow single connection to the inter-
connected pore space, so that almost no flow occurs through them. Another way to define
this porous medium characteristic is by requiring that any two points within the effective
pore space may be connected by a curve that lies completely within it. Moreover, except
for special cases, any two such points may be connected by many curves within an arbi-
trary maximal distance between any two of them. For a finite porous medium domain, this
maximal distance is dictated by the domain’s dimensions.

An enlarged view of a porous medium taken by a tomograph is shown in Figure 3.1 (for the
details of this photo, see Vogel (1998) [88]), while two types of aquifer composed of porous
media and fractured porous media are shown in Figure 3.2 as references.
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Figure 3.1: Porous medium in a soil sample of 15 x 15mm (VOGEL (1998)[88])

Figure 3.2: Porous medium (left) and fractured porous medium (right)
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3.1.1.2 Representative Elementary Volume

There are two main approaches for handling the physical processes in porous media. The first is
called the Lagrangian approach, and the second the Eulerian approach. Although both approaches
were, in an actual sense, developed by Euler, Lagrange preferred to use the first approach more
often and improved it; thus, it is called Lagrange approach.

The Lagrange approach tries to capture the movements of the indivual molecules which consist of,
here, the fluid in the porous media. This approach is based on solid mechanics. For exmaple, if we
want to trace the movement of a molecule in a fluid in the subsurface based on solid mechanics,
we need at least to know the mass of the molecule, all the forces acting on the molecule and its
initial position; nevertheless, it is almost impossible to obtain complete information of this kind.
In addition, if we want to capture the behavior of a total amount of 1mol fluid (the number of
molecules contained is ca. 1023), we have additionally to consider the interactions of the 10%3
molecules, such as the collisions among molecules, between the pore wall and the molecules etc.
Furthermore, as we all know, obtaining a complete description of the pore size, the grain size, the
geometry etc. of porous media is generally a desperate job. So it is not realistic.

Thus, we should generally take the second, the Eulerian, approach. In the Eulerian approach,
we take a certain volume whose center is fixed at a point. In this case, attention is not turned
to each individual molecule, but the system properties averaged over the volume. This appoach
is well established in the field of so-called continuum mechanics. For the continuum approach,
the appearance of the natural processes looks differently according to the spatial scale which
emcompasses it, although the natural processes taking place in a certain area are always the same.
A schematic diagram of these scale considerations is shown in Figure 3.3. This figure shows the
scales which range from the reservoir scale to the boundary layers. As is apparent, the processes
which should be taken into consideration at the time of modelling change according to the scale
considered (e.g. it is not wise to consider molecular-scale phenomena accurately in the reservoir-
scale model!). Thus, the first step for the application of the continuum approaches is how to choose
the scale and the appropriate volume in order to divide the entire domain for the reproduction of
the processes. This appropriate volume is called the Representative Elementary Volume (REV).

So the next question is how big the volume should be. A schematic diagram intended to answer
this question is shown in Figure 3.4. Here, let us consider the porosity of the porous media (see
Section 3.1.1.5 for the definition). As shown in the figure, if the volume is very small, the porosity
fluctuates strongly due to the microscale heterogeneities: for example, either the small volume
contains microcracks or not. On the other hand, if the volume is very large, the porosity fluctuates
as well because of the macroscale heterogeneities (e.g. faults, fractures) of the porous media.
The ideal volume at which these fluctuations vanish is called REV. The schematic diagram of
this REV concept is shown in Figure 3.5. As shown, new sets of parameters are created by the
averaging process over the REV, although some system properties are smeared out. This approach
is advantageous especially in that we can quantify some averaged values (parameters) which are
not possible by the aforementioned Lagrangian approach. Thus, in the following we construct
our conceptual models using this REV concept. Speaking frankly, the existence of the REVs with
regard to some systems is not yet proved. Nevertheless, we maintain in the following that the
REVs always exist in our systems and the detailed discussions in this respect are not addressed
anymore. For further details on this aspect, see Jakobs (2003) [55].
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Figure 3.3: Spatial scale considerations in subsurface systems by KOBUS, DE HAAR (1995)[60]
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Figure 3.4: Schematic diagram for the explanation of the Representative Elmentary Volume
(REV) (Bear (1972) [10], Helmig (1997) [41])
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3.1.1.3 Thermodynamic System

In thermodynamic systems, the mass and energy are exchanged via the boundaries of the systems
by means of actions due to heat and/or work. These systems can be classified according to the
type of interaction with the surroundings. I classify here three type of thermodynamic system
(refer to Helmig et al. (2000) [43], modified by Kobayashi):

e Completely closed system:
The boundaries of the system do not allow any interaction with the environment, i.e. there
is no exchanage of mass and energy between the inside and outside of the system.

e Closed system:
There is no mass flux across the system boundaries.

e Open system:
The boundaries of the system are open for any interaction with the environment.

The systems which I deal with from now on are always assumed to be open systems.

In addition, I have to assume so-called thermodynamic equilibrium. This is based on the
following considerations (H.K.VERSTEEG et al. (1995)[87]):

e The fluid velocities may be large, but they are usually small enough that, even though
the properties of a fluid particle change rapidly from place to place, the fluid can ther-
modynamically adjust itself to new conditions so quickly that the changes are effectively
instantaneous. Thus, the fluid always remains in thermodynamic equilibrium. The only ex-
ceptions are certain flows with strong shockwaves, but even some of those are often well
enough approximated by equilibrium assumptions.

By this assumption, we can obtain some of the equations of state which relate the thermodynamic
variables (e.g. the pressure, the density and the temperature) to each other. For example, the
perfect gas law is one of those equations of state. If the fluids are compressible, the perfect gas
law provides the link between the energy equation on the one hand and the mass conservation,
momentum equations on the other hand. This link arises through the density variations as a result
of the pressure and temperature variations in the flow field. Without these variations, the flow
field can often be solved by considering the mass conservation and momentum equations only.
The energy equation only needs to be solved alongside the others if the problem involves heat
transfer.

For the following model constructions, I further sub-divide this thermodynamic equilibrium con-
dition into three:

e Local thermal equilibrium
The local thermal equilibrium states that the temperature within the system is locally equal
in all phases.
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e Chemical equilibrium
Chemical equilibrium states that the exchange of the componnents between the phases is
equal. This means, the chemical potential of the components is equal between the phases.
The chemical potential of the components is expressed as the change of the internal en-
ergy per change of the moles of the component. We neglect the chemical reactions and the
biological decompositions hereafter.

e Mechanical equilibrium
Mechanical equilibrium states that the pressures on both sides of a phase boundary must be
equal. For porous media, we have to always consider the pressure jump between fluid-fluid
interfaces due to capillary pressure.

3.1.1.4 Phase and Component

For the multiphase/ multicomponent system, the terms “Phase” and “Component” have to be
defined earlier than anything else. Throughout this thesis, they are defined as follows (refer to
Class et al. (2002) [18], modified by Kobayashi):

e Phase
Matter which has a homogeneous chemical composition and a physical state is termed
phase. We distinguish three phases here, a solid, a liquid, and a gas phase. The solid phase
is the matrix of the porous medium and considered only implicitly in the following formu-
lations, i.e. mass and momentum equations for the solid phase do not exist. Several liquid
phases can exist in a porous medium, while only one gas phase can be present. The phases
are separate from each other.

e Component

The term component stands for constituents of the phases which can be associated with a
unique chemical species. The number of the components in a system is the minimum num-
ber of independent chemical species necessary to define the composition of all the phases
present in the system. Air is treated here as a single pseudocomponent and its composi-
tion (N>, O, and CO,) is neglected. On the other hand, methane itself is treated as a single
component in a soil gas because the primary concern in this thesis is methane behavior.
Thus, which element should be defined as the component always depends on the aspect to
be examined.

3.1.1.5 Porosity

As shown, for example in Figure 3.5, there is void space in porous media. The amount of void
space in the porous media needs to be quantified using the so-called porosity ¢ which is defined
as:

volume of the pore space within the REV

3.1
volume of the REV G-

porosity ¢ =
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Additionally speaking, the fluids can pass through only when the pore spaces are connected 1.e.
it produces the flow paths. In other word, a portion of the void space is not utilized as a flow
field. The pores in which flow cannot exist are often called dead-end pores. This characteristic is
accounted for by the concept of so-called effective porosity:

volume of the flow paths
volume of the REV

effective porosity ¢, = (3.2)

3.1.1.6 Saturation

In multiphase systems, each phase occupies a portion of the void space, although the exact distri-
bution of each phase is not identified any more because of averaging procedures (see again Figure
3.5). We quantify this amount by the so-called saturation of the phase &, or S¢:

s - volume of the phase o within the REV (3.3)
% 7 volume of the pore space within the REV’ '

YaSo = 1 (3.4)

The second equation is a constraint which precribes that the sum of the saturations of all phases
becomes one. This is apparent from the definition itself.

Additionally, especially for water, the concept of so-called effective water saturation exists and is
defined by:
Sw - Swr

S =2 W 3.5

=g (3.5)
where S, is the residual saturation of the water. This concept tries to account for the mobile
portion of the water only in the pore space; thus the residual saturation is subtracted from the
saturation.

The air-water system is often examined in hydrology. In this case, the parameter called moisture
content 0 is often utilized instead of the saturation:

volume of the phase water within the REV
0="5w9 = 3.6
wo volume of the REV ’ (3.6)

In addition, the parameter ¢, is often defined, using the saturation of the phase and the porosity:

volume of the phase & within the REV

fa=Suf = volume of the REV ’ (3.7
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3.1.1.7 Mass and Mole Fraction

In multiphase/ multicomponent systems, not only phases but also the composition of the phases
has to be taken into consideration. These compositions are quantified using the parameters called
the mass and mole fractions of the components:

S
xf = Ta (3.8)
mg,
K
K Ny
= ¢ 3.9
Xa g (3.9

where X[ and x}, are the mass and mole fractions, my and nq the total mass and mole of the phase
o, mf, and njy the mass and mole of the component x in the phase o. This definition indicates
that the mass (mole) fraction is the mass (mole) of the component k in the phase & to the total
mass (mole) of the phase a. These mass and mole fractions are apparently constrained by:

YXE = (3.10)

YaE = 1 (3.11)

3.1.1.8 Perfect Gas Law

Although I do not use the energy equation for a multiphase system in the following application,
mainly due to lack of data related to the thermal property of methane, some equations of state
are introduced here in order to close the systems of equations (refer to Helmig et al. (2000) [43],
modified by Kobayashi; see Section 3.2.5 as well):

Boyle found experimentally that the pressure p, of a gas at a constant temperature is inversely
proportional to its volume V:

const.
Vv

Dg (3.12)

Similary, Charle found by experiment that the volume V of a gas at a constant pressure is propor-
tional to its temperature 7'

Ve const.-T (3.13)

The principle found by Avogadro describes that any gas of the same volume at a constant temper-
ature contains the same number of molecules n:

V o< const. - ng (3.14)
Manipulating the above three equations yields:

pg -V o<ng-const-T (3.15)
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The constant can be determined experimentally and is called the universal gas constant, i.e.

const. = R = 8.31451 [ 11;“.,'7’1751]. Using this universal gas constant, we obtain the following per-
fect gas law:

PgV = ngRT (3.16)
The molar denstiy of the gas phase can be calculated by transforming Equation (3.16):

pe= RT = pJ'RT, ie. py =% (3.17)

3.1.1.9 Dalton’s Law

Dalton’s Law states that the total pressure of mixture of the perfect gases is the sum of the partial
pressures of the gases. The partial pressure of the individual gas corresponds to the pressure which
is obtained if the system is occupied by the gas only. Thus, we obtain the following relationship:

KRT
pg = Zp;‘:anV =Y xip, (3.18)
K K

where Kk indicates components in the gas phase and the following relations are used in the course:

K nK
ﬁ:i:g (3.19)
Pg g
3.1.1.10 Henry’s Law
Henry’s Law is expressed in the form:
k_ Py

where HY is the Henry coefficient. This law can be applied only when the concentration of the
component K in the water is very low. It states that the amount of the component k dissolved in the
water is proportional to the partial pressure of the component in the gas phase. The proportional
factor is called the Henry coefficient.

3.1.1.11 Transport Processes

There are three different types of transport process which have to be clearly distinguished for
transport in the porous media, i,e. transport due to convection, diffusion and dispersion. A
schematic diagram of transport processes is shown in Figure 3.6. A key here is that transport
due to convection and diffusion are the result of the real physical processes, while dipersion is
caused by the averaging process over the REV, i.e. not the result of the physical process. Each
transport is explained in detail one by one in the following.
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Convection
Convection transport is the transport of a substance (or mass, momentum, energy, etc.) caused by
the mass motion of a fluid and generally expressed in the form:

Jc=Cv (3.21)

where J¢ is the flux vector due to the convection, v the fluid velocity and C could be the concen-
tration (or mass, momentum, energy, etc.) of the substance. Convection transport occurs through
the mass movement of the fluid with different velocities, rather than through the movement of in-
dividual molecules (molecular diffusion). Convection transport is, in general, much greater than
diffusion transport described later.

Diffusion

Diffusion transport is the transport of a substance (or mass, momentum, energy etc.) caused by
the gradient of its concentration. The flux vector due to diffusion is generally expressed using
Fickian’s Law:

Jp = —Dgy;VC (3.22)

where Jp stands for the flux vector due to the diffusion, Dy;f the diffusion tensor and C the

t
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Figure 3.6: A schematic diagram for the explanation of transport processes due to convection,
diffusion and dispersion (Barlag (1997)[6])

concentration (or mass, momentum, energy etc.). The diffusion tensor is expressed using the unit
tensor I:

Ddif 0
Dyir = Dyifl = , (3.23)
0 Dd,'f

where Dy;r is the diffusion coefficient. This tensor is isotropic and independent of the flow di-
rection. The diffusion effects are generally classified into two types, i.e. molecular diffusion and
turbulent diffusion. Molecular diffusion is caused by the motion of individual molecules. This
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motion of individual molecules is often called Brownian movement and tries to compensate for
concentration differences by producing fluxes in the direction of the lower concentration. On the
other hand, turbulent diffusion is caused literally by the turbulence of the flow fields and expressed
in the same form as Equation (3.22), although the coeffcient tensor has to be replaced with one
for turbulent diffusion. This turbulent diffusion is generally much larger than moleculer diffusion.
Nevertheless, turbulent diffusion is not considered here because, in most cases, flow in porous
media is laminar and the turbulent effects are negligible. Thus, in the following, diffusion means
molecular diffusion and the coefficient is expressed as Dg;r = D,y0;.

The magnitudes of the molecular diffusion coefficient are different depending on whether the
substance is in the gas phase or in the water phase. Generally speaking, the diffusion coefficient
is several orders of magnitude larger in the gas phase (=~ 10~>m?/s) than in the water phase
(= 10~m?/s).

Dispersion

Dispersion is, unlike diffusion, not a real physical process. In other words, it is the results of
handling the real flow field by continuum mechanics, i.e. averaging the flow field over the REV.
In the subsurface, we have to distinguish between two types of dispersion according to the spa-
tial scale, microdispersion and macrodispersion. A schematic diagram, intended to explain these
differences, is shown in Figure 3.7.

Microdispersion, shown in the left columm of Figure 3.7, is caused by small-scale velocity dis-
tribution, such as the parabolic velocity profile within a pore (top of the columm), or the velocity
differences due to the bifurcation processes of the flow around the soil grain (center and bottom of
the columm). These velocity deviations are smeared out by the averaging process over the REV

microscale small-scale large-scale
dispersion macrodispersion macrodispersion

\

~
S~

10°m 10°m 10'm

Figure 3.7: Schematic diagram for dispersion (Kinzelbach (1992)[57])
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and this smearing causes the dispersion. On the other hand, the macrodispersion is caused by the
large scale heterogeneities (e.g. fracture, fault etc.) of the aquifer in large REVs (in the middle
and right columm of the Figure 3.7).

As is apparent, these dispersions are direction-dependent phenomena and the mathematical ex-
pression has to take this characteristic into account. The most general expression of the dispersion
tensor Dy, 1s given by Scheidegger as follows:

Dxx ny
Dyis = (3.24)
Dyx Dyy
V2 V2
Dy = op—=+or—= (3.25)
M v|
VxVy
ny - Dyx - (aL - aT)W (326)
vy
Dyy - (XTM + aLM (327)

where v is the Darcy velocity vector and o, and o7 are the longitudinal and transversal disper-
sivities (in m). In most cases, o is smaller than o by one order of maginitude. As shown, the
dispersion tensor is anisotropic, although it can be diagonal if the x-coordinate is taken in the flow
direction as:

Dy 0 OtL‘V‘ 0
D, — - (3.28)
0 Dr 0 OCT|V|

This dispersion is often called mechanical dispersion to distinguish it from so-called hydrody-
namic dispersion which expresses the sum of the aforementioned molecular diffusion and me-
chanical dispersion. We denote the mechanical and the hydrodynamic dispersion coefficient as
Dyec(= Dyis) and Dpy,; thus, we obtain the following relation:

Dy +D mol ny
Dhyd = Dot +Diec = s (3.29)
Dyx Dyy + Dmol

where Dy, Dyy, Dy, Dy, are the same as in Equation (3.24).

3.1.1.12 Capillary Pressure

Let us consider an air-water system in porous media. An enlarged schematic view of the interface
between the phases is shown in Figure 3.8. The area at the bottom with the slanted lines represents
a solid phase (e.g. the soil grain of the porous medium). As shown in the figure, angles 6; (i =
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Figure 3.8: Contact angle formed by a wetting, a non-wetting and a solid phase.

w,n) are always formulated from the tangent of each phase toward the solid surface. These are
called the contact angles which contribute to distinguish the types of the phases. The phase whose
contanct angle is bigger than 90° is called the non-wetting phase (i.e. air), while the phase smaller
than 907 is called the wetting phase (i.e. water).

As is apparent, this means that the pressure of the non-wetting phase is always greater than that
of the wetting phase, and this pressure difference is called capillary pressure, expressed as:

Pc=Pn—Pw, (3.30)

where p. is the capillary pressure, p, and p,, are the non-wetting phase and the wetting phase
pressure respectively.

Several approaches are proposed to express the capillary pressure as a function of one of the
phase saturations. I introduce here the two most well-known approaches developed by Brooks
and Corey (1964) [15] and van Genuchten (1980) [84]. Brooks-Corey model for a two-phase
system is expressed as:

—1
Pe = PdSie - (3.31)

where pg is the entry pressure, A the form parameter determined experimentally, and S,,. the
effective water saturation. The Brooks-Corey curve is shown in Figure 3.9 when the entry pressure
pa = 3000Pa and the form parameter A = 2.0. This Brooks-Corey function is used in one of the
following applications. As imagined from the curve around (S,, = 1.0) in the figure, the physical
interpretation of the entry pressure is that it is the pressure necessary for the non-wetting phase to
displace the saturated wetting phase from the largest pores.

On the other hand, the Van Genuchten model is expressed as:

1 =t

pc:a(svye_l) .

where o and m are the form parameters which can be related with the parameters p; and A of the
Brooks-Corey model (Lenhard et al. (1989) [64]):

S=

(3.32)

1

m o= 1—— (3.33)
m
m 1
A o= 2 (q—si, 3.34
l—m( Sie) (3.34)
S, = 0.72—035¢"" (3.35)
1
Sr o1
a0 = (S, m—1)lm (3.36)

Pd
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Figure 3.9: Capillary-pressure curves as functions of the water-phase saturation by the Brooks-
Corey model) and the Van Genuchten model (A = 2.0, P; = 3000 Pa, n = 4.35, m = 0.77). This
function is used in one of the following applications.

Using these relationships (although the averaged values are used for both A and «), the Van
Genuchten curve which is equivalent to the Brooks-Corey curve is also plotted in Figure 3.9. One
big difference between the two is the capillary pressure of the Van Genuchten model, unlike the
Brooks-Corey curve, becomes zero when the water saturation is one.

3.1.1.13 Darcy’s Law

The explanation of the former half of this section is mostly based on Chow (1998) [16]. Provided
that the porous medium is composed of interconnected conduits of various shapes and sizes, and
a conduit can be represented as a circular pipe with the diameter D, then, for steady uniform flow,
we can approximate the shear stress acting on the wall of the pipe as:

T = YRSy, (3.37)

where T is the shear stress, ¥ the specific weight of the fluid flowing through the pipe, S/ the
friction slope, and R the hydraulic radius (R = D/4). Similarly, the shear stress on the wall in a
circular pipe is approximated, for laminar flow, by:

Suv
=" (3.38)
where 7y is the shear stress, ¢ the dynamic viscosity of the fluid and v the fluid velocity.
Manipulating Equations (3.37) and (3.38) yields:

D2
y=1" (3.39)

= S
32u
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which is the Hagen-Poiseulle Equation for laminar flow in a circular conduit.

In 1D, we define Darcy flux as a volumetric flux v = %, where A is the cross-sectional area and Q
the discharge of the flow. This Darcy flux is estimated by :

v=K,Ss (3.40)

where K is the hydraulic conductivitiy of the medium in m/s. From Equation (3.39), we know

2
Ky = %. Darcy’s law is valid as long as the flow is laminar. In order to distinguish whether or
not the flow is laminar, we can define the Reynolds number as:

Re="P (3.41)
\%

The flow in a circular conduit is laminar when its Reynolds number is less than 2000. This con-
dition is generally satisfied with almost all naturally occuring flows in porous media.

Similarly in 3D, Darcy’s law is written as:
v=—-K,Vh (3.42)

where v is the velocity vector, K;, the hydraulic conductivitiy tensor. We approximate the friction
head by Sy = —Vh, where V is nabla and 4 the hydraulic head which is equal to the sum of the
pressure head and the potential head, i.e.:

P

h=—+z. (3.43)
P8
Thus, we get:
p Pg, P 1
v=—-K,Vh=-K,V(—+27) = -Ki—=V(—+2z) = —-K,—(Vp— (3.44)
h h (pg ) i (pg ) u(p Pg)

where K, = Ki% and g = (0,0,—g). K; is called the intrinsic permeability with the dimen-

3' 3 . . .
sion of m?. If the fluid is water, then 2% ~ 10°9.81Pajm” 10’m 35~ 1, while if air, then % =

u 103Pas

. 3 . . . . . .
% ~ 107m3s~!. Thus, we can approximate the intrinsic permeabilty from the hydraulic
conductivity as: K; ~ 107K;,. This relationship is applied to estimate the permeability from the

hydraulic conductivity in the following real-site application.

Analogously, Darcy’s law can be extended for multiphase flow:

1 k,
Vo = _Ki,oc‘u_(vpa —pg) = _Ki‘u—a(vpa —pg) = —Kido(Vpoa — pg) (3.45)

o o

where v is the phase velocity vector, K;, k.o and A are the intrinsic permeability, the so called
relative permeability and the mobility for the phase o.
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Additionally, for actual flow in porous media, part of the cross-sectional area A is occupied by
the solid phase (e.g. soil, rock strata, etc.). Thus, the actual flow velocity, often called the pore
velocity, for the single-phase flow must be:

Vpor = (pl (3.46)

e
where v, is the pore velocity and ¢, the effective porosity. For the multiphase flow, it becomes

Vo Vo
Va7 == - = :
PO Oae  Sade

(3.47)

3.1.1.14 Relative Permeability

When we deal with multiphase flow processes, we have to take the interactions among the phases
into account in some ways. For example, when we consider the flow velocity of a phase a, we
need to introduce a parameter called the relative permeability as shown in Equation (3.45); this
accounts for the disturbances by the other phases to the flow of the phase «.

Brooks and Corey, and Van Genuchten developed also models for this relative permeability of the
phases as functions of those saturations. The Brooks-Corey model for relative permeability is:

2434
krw - Swe)L )
241
kn = (1—Sy)? <1—Swg ) (3.48)

where ko stands for the relative permeability of the phase a. The paramters of the relative per-
meabilty can be related to those of the capillary pressure, so the form parameter A is the same.

On the other hand, the Van Genuchten model is expressed as :

1 m12
krw = \/Swe{l_(l_ 1’/71}6) :| )

1

. 1 2m
kn = (1—=Sye)3 {I—S{’V’e} , (3.49)

Again, the parameters are the same as those of the capillary pressure. These curves are shown in
Figure 3.10. The Brooks-Corey function is applied in the following applications. applications.
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Figure 3.10: Relative permeability curves as function of a saturation by the Brook-Corey model
and by the Van Genuchten model (A = 2.0, S,,, =0.15, m = 0.77).
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3.1.2 Parameter Calculations

Sections 3.1.2.1 to 3.1.2.5 present the calculations of the parameters especially for the two-phase
and two-phase/ three-component models. For both models, I assume there are two immiscible
phases, a liquid (water: w) phase and a gas phase (g), and for the two-phase/ three-component
model, three components, water (w), air (a) and methane (m).

3.1.2.1 Mole Fractions of the Components in the Gas Phase

The mole fractions of the components in the gas phase are always calculated by Equation (3.19):

c_Pg
Xy =—=,
Pg
where pg is the partial pressure of the component k in the gas phase, and p, the total pressure
of the gas phase. I assume the validity of the perfect gas law (Equation (3.16)) for the partial
pressures of the air and the methane component in the gas phase as:

K= a,mw (3.50)

« MNgRT
Pg ==y K=m,a. (3.51)
where ng is the mole number (in mol) of the component k, R the universal gas constant, 7' the

temperature in Kelvin and V the volume of the gas phase in m?.

When gas and water phases coexist in the system, the partial pressure of the component water is
assumed to be equal to the water-vapor pressure, i.e. py = Py

The total pressure of a mixture of ideal gases is the sum of the partial pressures of the components
according to the Equation (3.18). Thus, we obtain the following relation for this three-component
system:

neRT n?'RT
Pe=Lpy == T P (352)
K

3.1.2.2 Mole Fractions of the Components in the Water Phase

Henry’s law (Equation (3.20)) is used in order to compute the mole fractions of the components
air and methane in the water phase:

K
K_pg

Xy = e K=a,m (3.53)
w

where H is the Henry coefficient. When the component is air, the Henry coefficient is
H® = (0.8942 4 1.47¢ 70083941 » 10710 (3.54)
where the units of the temperature and of the Henry coefficient are °C and Pa~! respectively.

The Henry coefficient for the methane as a function of the system temperature could not unfortu-
nately be found so that the constant value 2.08 x 10~'9Pa~! is used in the following applications.

The mole fraction of the component water in the water phase is thus calculated by x};, =1 —x§ —

m

xXy-



3.1. CONCEPTUAL MODEL 43

3.1.2.3 Molar Density of the Gas Phase

The molar density of the gas phase can be calculated by Equation (3.17) :

mol n Pg
P — = 3.55
§ TV RT (3.53)

3.1.2.4 Mass Density of the Liquid Phase

The mass density of water is used to represent mass density of the liquid phase. This assumption
means that I neglect the change of the mass density due to the component air and methane dis-
solving in the liquid phase; the volume of the liquid phase also remains constant. The information
for the water density can be obtained from, for example, Lang (1990) [63] as a function of the
temperature:

pw = po[l — (1(T —Tp)*)-1079], (3.56)
where pgy (= 999.972kg/ m?3) is the mass density of pure water at the temperature of Tp(= 4°C)

3.1.2.5 Relationship between Mass and Molar Density
I have already described how to calculate the molar densities of the gas and the mass density of

water phase (Sections 3.1.2.3 and 3.1.2.4). The mass densities of the gas and water phase are then
calculated by the following relationships:

paK jmass _ PaKJmlMK, K=a,m,w (3.57)
pgzass — ngOlZXEMK’ K=a,mw (3.58)
K

where M* is the molecular weight of the component x in kg/kmol.

3.1.2.6 Dynamic Viscosity of the Gas Phase

There are several methods for calculating the dynamic viscosity of the gas phase consisting of
multicomponents. I introduce here the method of Wilke [76]. In this method, the dynamic viscos-
ity of the gas phase composed of, for example, three components is approximated by:

3
Z - g“g (3.59)
i=1 Zj 1xg¢l7]
1/4
[be (M7
ij (1+ u M) )
¢ = (3.60)
i
(1+35)
i .ué{Mi N
71—_._. l7 . 1
o= (3.61)
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where ,ué is the dynamic viscosity of the component i, xé, the mole fraction and M’ the molecular
weight. However, for most of the components, we can obtain generally only a single u, value at
either a constant temperature or a constant pressure. In addition, these temperatures and pressures
at which those values are obtained are not always the same. Thus, it is considered that to make
the calculation of viscosity complex in vain without enough data set is useless. For this reason,
the viscosity of the component methane 10.2 x 10~%Pqa - 5 is used as a representative value for the
gas phase. The function above itself is already incorporated in the numerical simulator.

3.1.2.7 Dynamic Viscosity of the Water Phase

The viscosity of the water phase is set to 1.002- 1073Pa - s, which is equivalent to the value of
pure water at 4°C. This is based on the assumption that the dissolution of the components air and
methane in the water phase are negligible. In addition, the volume of the liquid phase is also kept
constant.

3.1.2.8 Diffusion Coefficients in the Gas Phase

For the diffusion coeffcient in the two-phase/ three-component system, I calculate the diffusion
coefficients of the water vapor and methane in the gas phase using the following formulae (Falta
et al. (1992) [27]) as a modification of the work Class et al. (2002) [18] :

1—xY
DW _ 8
- a - )
8 Xg + xg
D;’W Dg’ﬂ’”
. 1=
pr o= 8 (3.62)
8 Xe g
Dgl,w + Dg,m

where D", Dg"" and D™ are the binary diffusion coefficients of the air-water vapor, methane—
water vapor and air-methane system, respectively. The binary diffusion coefficient Dg™ is calcu-
lated by the method of Vargaftik (1975) [76] and Walker et al.(1981) [76]:

0
paw — pawPer (T (3.63)
8 &R pe \Tr :

At a temerature of Tgx = 273.15 K and pressure of p, g = 1 bar, D%e s 2.13 - 1()_5m2/s. For the
air—water vapor mixture, 6 is 1.8. Thus, DZ’W can be calculated as a function of the pressure and

temperature of the gas phase.
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The binary coefficients Dg"" and Dg™" are calculated by the method of Neufield et al. (1972)[76]:

i 00026672 /M
 pg(ot)Q

M= (M'+M’)/(M'M/)

o'/ =(c'+0)/2

0_ 1.06036 L 0.19300 n 1.03587 n 1.76474
—(T*)015610 oy p[T*-0.47635]  exp[T*-1.52966]  exp[T*-3.89411]
T
T* — (3.64)

[(ei/k) - (e /k)]'/?

where Di;j is the binary diffusion coefficient for a gas mixture of the components i and j, p, the
total pressure of the gas phase in bar, T the temperature in K, M’ the molecular weight of the
component i, o'/ the characteristic length in A, Q the diffusion collision integral, a dimensionless
number, £’ the characteristic energy of the component i, and k the Boltzmann constant. ' and %
are obtained from Reid et al: 6" = 2.641, 6™ =3.758, 0 = 3.711, £~ = 809.1, £ = 148.6, £ =
78.6.

This method yields a constraint with regard to the diffusion fluxes:
J§’+J§V+J§” =0. (3.65)

Two fluxes of Equation (3.65), for example Jy and Jg', are always calculated using Equation
(3.62) and then the rest, for example, Jg by the constraint J§ = —(Jg,” + Jg’).

3.1.2.9 Diffusion Coefficients in the Water Phase

For the diffusion coeffcients of the dissolved methane and air in the water phase, D] = 0.85 x
10~%m? /s, D = 3.55 x 10~2m? /s are applied (Atkins (1996) [4]).
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3.2 Mathematical Model

3.2.1 Reynolds Transport Theorem

The so called Reynolds transport theorem is often applied when we derive the mathematical equa-
tions (the mass conservation equations, the momentum equations, the energy equation etc.) for
continuous fluids. The theorem is generally expressed in the integral form (see Chow (1998)[16]
but modified for multiphase systems in the subsurface):

dB d .
@ = o, PRV [ Uekiv)-as—o
d
- E/ ﬁpdv+/ V-(Je+Jp)av -oQ. (3.66)
(0 (1)
where Jc = BPvVpr and Jp=-DV-(BP) (3.67)

where B is called the extensive property and is the value related to the mass of the fluid in the
control volume, while B is the intensive property independent of the mass. c.v. indicates the
volume of a control volume, and c.s. the area of the control surface. The Gauss integral theorem,
J.s A-dS = [ V-AdV where A is a vector, is applied to the term (//) in the middle of the
transformation. For a extensive property B, an corresponding intensive propery 8 can be always
defined as the quantity of B per unit mass of fluid, i.e. B = j—ﬁ, where m is the mass of the fluid. B
and B can be scalar or vector quantities depending on the property considered. p is a value which
accounts for amount of the mass per unit volume of the fluid considered. For example, it becomes
P = Sq0.pe if we consider a multiphase system in porous media. The Reynolds transport theorem
states that the total rate of temporal change of an extensive property of the fluid is equal to the
rate of temporal change of the extensive property stored in the control volume (I), plus the net
outflux of the extensive property through the control surface (II). J¢ and Jp stand for the flux
vectors due to convection and diffusion/dispersion effects respectively (Section 3.1.1.11). Here,
the influxes have always a negative sign, the outfluxes a positive one. Q is the source/sink of the
fluids (e.g. phases, components etc.) in the control volume. In analogy to the fluxes, the source
always has a negative sign and the a sink positive one. If this theorem is applied to the flow in the
subsurface, the source is caused by processes such as desorptions, chemical reactions, biological
decompositions etc. If the mean of the convective flux is much larger than the deviation, the
diffusion/dispersion fluxes are often neglected.

3.2.2 Mass Conservation Equation for Phases

In this section, I introduce the mass conservation equation with regard to a phase o in a porous
medium using the aformentioned Reynolds transport theorem. Let me look again at the control
volume shown in Figure 3.11. The control volume is a cube, whose edge lengths are dx, dy, and
dz. The volume is thus dxdydz. If the control volume is a porous medium and the void is partially
filled with phase o, the mass of phase o within the volume can be expressed as dxdydzp o @.Sq. If
we think of a component k of the phase, the mass of the component becomes dxdydzp o PeSu X} -
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Figure 3.11: A control volume

Let Q € R?,d = 2,3 be an open domain and / = (0,T) the time interval. Suppose the extensive
property B is the mass of the phase, then we obtain B = dB/dm = 1. In addition, if the temporal
change of the extensive property in the control volume does not take place (i.e. phase changes do
not occur), then we get dB/dt = 0. Thus, the Reynolds transport theorem is transformed into:

9
0=~ / pv + / Vo (PVepor)dV —Q, in QxI, (3.68)

-~

(1) (1)

where v - 18 the pore velocity of the phase o at the coordinate (x,y,z) which can be calculated
using the extended Darcy’s law as Vo por = ;)—Z = SZ‘;,E . Vo 1s the Darcy velocity (Section 3.1.1.13).
Diffusion/ dispersion effects are not taken into account, because the phase itself does not have

such effects. Thus (I) can be approximated as:

d R B 0 B 0
3 C.V'pdV = E(Pa%Sadxdydz) = dXdde£<pa¢eSa) (3.69)

Here, we assign p = ¢.paSe and assume that the spatial dimensions of the control volume are
fixed. Similarly, (II) can be replaced by:

/ V- (Va,porP)dV = dxdydzV - (Vo porPaPeSa) (3.70)
C.V.

where V is nabla. As a consequence, we get the following mass conservation equation with regard
to phase o:

d(PaPeSa)
ot

_ 9(PateSa)

+V- (Va,porpa¢esa) -0= o1 + V- (vapa) —Q =0. (3.71)

Here, we applied the relation v = @eSqVa, por. This equation is also often called the continuity
equation.
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3.2.3 Momentum Equations

Momentum equations can also be derived on the basis of the Reynolds transport theorem. In this
case, we set the parameters B and 8 to B = mv,,, and B = dB/dm = v,,,. In addition, since
Newton’s second law states that the rate of temporal change of momentum is equal to the net
force on the system, we obtain dB/dt = d(mv ,,)/dt = ¥ F. Thus, from equation (3.66), we get:

)
Y F= r /C ) Voorp dV + /C S V- (DVpor * Vpor)dV. (3.72)

This is an original form of the different varieties of the momentum equations for an unsteady,
nonuniform flow in the integral form. Equation (3.72) can be transformed into, for example, the
Navier-Stokes equation by defining the forces acting on the system. It is also possible to transform
Equation (3.72) into the Darcy equation, which is conventionally used as a macroscale momentum
equation for flow in porous media. There are many controversies on how to transform Equation
(3.72) into the Darcy equation. According to Helmig (1997) [41], Whitaker derived the Darcy
equation for a single-phase (1986) [89] and a two-phase system (1986)[90] by averaging the
incompressible Navier-Stokes equation over a volume. As one of the most general ways of deriv-
iation, Hassanizadeh and Gray (1980) [38] derived the Darcy equation for a single-phase system
without having made any assumptions on the incompressivity and the constitutive relationship
between the stress and the shear. This is extended for multiphase flow by Gray (1983) [36] and
for multicomponent flow by Hassanizadeh (1986) [39]. These deriviations are not described here,
and we use the Darcy equation as the momentum equation in the following.

3.2.4 Two-Phase Model

Mass conservation equations for a two-phase system are derived in this section. Two mass con-
servation equations are required for the two phases. Two phases can be any combination of two-
immiscible-fluids, like gas and water, water and NAPL etc. For the deriviation here, a system of
a water (liquid) phase and a gas phase is assumed. A schematic diagram of the two-phase model
concept is shown in Figure 3.12. In this model concept, mass transfers between the phases are not
taken into account.

Let Q € R?,d = 2,3 be an open domain and I = (0, T) the time interval. As already discussed in
Section 3.2.2, p = pg@PeSy. From the Reynolds tranport theorem (3.66), two mass conservation
equations for the two phases in porous media can be described as follows:

9(PafeSa)

o1 + V- (VaporPa®eSa) = Paqa, n QxI, o=w,g, (3.73)
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Figure 3.12: Conceptual diagram for a two-phase model (refer to Class et al. (2002) [18] modified
by Kobayashi)

where o represents the water (liquid) phase (w) and the gas phase (g). The source is expressed
as O = paqe- The velocity vector Vo (= Sq@.Va,por) 18 given by the extended Darcy’s law (see
Section 3.1.1.13):

ki B ki
Vo = ——Ki(Vpo — pag) = —AaKi(Vpa — pag), where Aq=— (3.74)

Ha Ho

where K; is the intrinsic permeability tensor, &, the scalar relative permeability, uy the dynamic
viscosity, p, the pressure, g the vector due to gravity, and A, the mobility. Thus, we get:

9(PafeSa)

Y +V.-vg =paqa, in QxI, a=wg. (3.75)

with the constraint:

Sw+Sg =1, Pc = Pg — Pw- (3.76)

The number of unknowns in this system of equations is four (i.e.p,,, pg,Sw,S¢), and we have two
mass conservation equations and two constraints, i.e. four equations in all; thus, the system of the
equations is closed. Normally, in order to solve the system of equations, we first eliminate two
unknowns using the constraints and then formulate the two mass conservation equations with the
remaining two unknowns. There are a couple of possible formulations according to the choice of
the primary variables from unknowns. In the following, three formulations, the pressure formula-
tion, the pressure-saturation formulation and the saturation formulation, are introduced. Although
the pressure-saturation formulation is chosen in the following application, I briefly introduce three
types of formulation here (refer to Helmig (1997) [41]).

Pressure Formulation
As discussed in Section 3.1.1.12, the capillary pressure is the function of the water-phase satura-
tion (and accordingly of the gas-phase saturation):

Pe = fa(Sa)- (3.77)
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If the capillary pressure function behaves monotonically, i.e. % = 0, then the inverse function
o

exists

Sa = fo ' (Pe) = fo ' (Pg — Pw)- (3.78)

Using these relations, we elminate two unknowns S,,, S, and formulate the two mass conservation
equations (3.75) with the primary variables p,,, p, to:

a(Pw‘z)efv;l (pg —Pw))

Lw(pmpg) = ot -V (prKi(pr - ng>)
- Pwgw =0, (3.79)
I(pgPefy ' (Pg—pPw))
Lg(PW7Pg) = ¢ g&t d _V(pgngz(Vpg_pgg))
— Pgqg= 0. (3.80)

These equations are strongly coupled via the relative permeability-saturation and the capillary
pressure-saturation relationship. There is a great disadvantage in this formulation, which is that
the gradient of the capillary pressure with regard to the saturations always has to be non-zero
for the existence of the inverse function; nevertheless, the gradient can be nearly zero in the
subsurface where fractures, shears, permeability transitions etc. exist. This restriction critically
limits the use of this formulation, especially for multiphase flows in heterogeneous media.

Pressure - Saturation Formulation

For the pressure-saturation formulation, there are four combinations of the two primary variables,
i.e. py—Sg, pg —Sw, pw—Sw and p, —S,. I select p,, — S, here for the example. This formulation
is also applied in lator applications (Chapter 4). From the constraints (3.76), we get the following
relations:

dS,, A(1-S,) 38,

o ot o’ (3.81)
Vpe = V(pw+pc) (3.82)
Thus, we obtain:
A (Pyw0eS
Lw(waSg) = _% -V (pWA'WK(VpW —ng)> — Pwgw =0, (3.83)
0 S
Ly(puSy) = PP g (o 2 K(V(pt pe) — pus)) — peds = O 6.8

This formulation has the advantage that it can be applied to the systems in which a %: = 0 zone
exists because the capillary pressure is explicitly included in the system of equations.

Saturation Formulation
Only the resultant equations are shown for this saturation formulation. This is valid only when



3.2. MATHEMATICAL MODEL 51

both phases are imcompressible. The saturation formulation for two-phase flow is:

_ a(¢esw) dfw dd
L(Sw) = - o1 _\VSW.{VIE _Kt<pwg_pgg)E}l
1) (n)
T dPe B
_V'{AszSWVSw}‘FQW_fw% =0. (3.85)
= ~ - (1v)
(111

The terms (1), (1), (I1I), (IV) stand for accumulation, advective, diffusion and source/sink effects
respectively. When the water saturation is low, the derivative of the capillary pressure with regard

to the saturation, or Zgﬁ, is quite large; thus, the term (/II) is dominant and Equation (3.85)

becomes parabolic. On the other hand, when the water saturation is very high, ch becomes nearly

zero; thus, the term (II) is dominant and the equation is hyperbolic type. This formulation is
characteristic in that a so called total velocity is introduced in mid course, although this is not
appllicable for the following applications. For further details, see Huber (1999) [51].

3.2.5 Two-Phase/ Three-Component Model

In this section, mass conservation equations for a two-phase/ three-component system are de-
rived. They are derived with regard to each component, instead of each phase. Thus, the number
of equations is three. To derive the mass conservation equations with regard to each component
is advantageous in that transport equations are not required to represent mass (component) trans-
fers between phases; this would be necessary if I derived them with regard to each phase. This
two-phase/ three-component model is applied in the applications in Chapters 4 and 5; thus, the de-
scription hereafter follows the context. A schematic diagram of the two-phase/ three-component
model concept is shown in Figure 3.13. Suppose there are two immiscible phases, a liquid phase
and a gas phase, both of which consist of three components, water, air and methane.

Let Q € R4, d =2,3 be an open domain and I = (0,7) the time interval. From the Reynolds
transport theorem (3.66), three mass conservation equations for the three components are derived
as follows:

0 mol K¢
Lalp “at‘pfx“ ) yy. (Vapie's — pu' DEVAS) =45, in QxI, (3.86)
a

a=w_g K=wm,a.

where the subscript o denotes the water (liquid) phase (w) and the gas phase (g), while the su-
perscript K represents the three components, water (w), air (a) and methane (m). pg}”l represents
the molar density, x}, the mole fraction, D}, the diffusion coefficient, and ¢* the source/sink. The

velocity vector v is given by the extended Darcy’s law:

k
Va = ——K(Vpa — py*g). (3.87)

Ue
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phase | components phase | components
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Figure 3.13: Conceptual diagram for two-phase/ three-component model (refer to Class et al.
(2002) [18] modified by Kobayashi).

In addition, there are four constraints among the parameters.
Se+Sw=1, pc=pg—pw, Xg+x,+x, =1 x,+x,+x;=1 (3.88)

This system of equations has ten unknowns (pg, pw,Sg,SW,xg,xg,x?,xﬁv,xx,x’ﬂ), and the total
number of the equations is now seven (three mass conservation equations plus four constraints).
Thus, the system of equations is not yet closed. In order to solve this, I need to obtain three addi-
tional equations, or to reduce the number of the unknowns by three. For this, I have to distinguish
three different phase states, i.e. the gas-water state, the water only state and the gas only state.
When the phase state is the gas-water state and provided that the system is thermodynamically in
equilibrium, the pressure of the component water in the gas phase is assumed to correspond to the

saturated water-vapor pressure (Section 3.1.2.1):

sat
wy = Do (3.89)
Pg

In addition, the mole fractions of the air and the methane in the water phase are calculated by the
Henry’s law (Section 3.1.1.10):

Xy = Hipg, xy =Hy'py'. (3.90)
With this approach, I obtain three more equations for the gas-water phase state, and the system of

equations is then closed.

On the other hand, when the phase state is either only gas or only water, the mole fractions of the
components in either the gas or the water phase become zero. Thus, the number of unknowns is
reduced by three and the system of the equations can be closed.

As a next step, I have to choose three primary variables for the three mass conservation equations.
The three primary variables listed in Table 3.1 are selected for each phase state.
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phase primary phase transition conditions

state variables

w, g Sy, x?, Pg if (S, = 0), then w, g ~ g: if (S, = 0), then w, g ~ w
w Xy Xoys Dg if (py,, +Hy'x, +Hyx), > pe), thenw~w, g
g Xg's Xgs Dg if (xy pg > pygy), them g~ w, g

Table 3.1: Phase states, corresponding primary variables, and phase transition conditions (refer to
Class et al. (2002) [18] modified by Kobayashi)

The following describes how the remaining seven (four) unknowns are calculated from these
three primary variables. The parameter with " indicates that the parameter is the primary variable.

o Gas-Water State

A A

o A 5 p
Sw = Sw, ngl_SW7 Pg—=Pg, Pw=Pg— Do X = xn XZ,V: v

X = 1 —xV—xm

p e —Xe, Xy, =Hipe = Hixepe, xy=HJ X/ pe, x,=1-—x—x7.(391)

e Water Only State

Sw = 1, Sg:()a pg:pAg: Pw:PAg—Pc, xfgl:()v -XJ;:Oa

xg = 0, xp=xd, xy=xp, xy=1-—xt—xn (3.92)
e Gas Only State

Sw = 0. Sg=1, pg=pPe Pw=Dg— Pe; xngfg‘, x;}:xg}7

Xy o= 1-x¥—x4, x5, =0, xy=0, xp=0. (3.93)

Additionally, as shown in Table 3.1, phase-transition conditions are implemented.

e When the phase state changes from the gas-water phase state to the gas only or water only
state, the transition conditions are determined by whether or not the gas or water saturation
becomes zero:

If §,, = 0 then w, g ~ g or If S, = O then w, g~ w.

e When the phase state changes from the water only state to the gas-water state, the transition
conditions are determined by whether or not the total gas pressure calculated is less than
Psar T HYJx + Hx:

If (pY; +H)'xin + Hixl) > pg, then w~> w, g

e [f the gas pressure become greater than the saturated water-vapor pressure, then there is a
phase transition from the gas only state to the gas-water state:
If X7 pg > pyg» then g~ w, g
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3.3 Numerical Model

This section contains a brief explanation of numerical algorithms. These numerical algorithms
are implemented in the numerical simulator MUFTE-UG (see Section 1.3.2).

Steps for solving Equation (3.73) and Equation (3.86) by numerical methods are as follow:

e Equations (3.73) and (3.86) are transformed into the weak formulations using a Subdo-
main Collocation (BOX) method. The weighting function for the residuals is a piecewise
constant:

W 1 if x€cv; (3.94)
0 else

where cv; is a control volume.

e In the evaluation of all integrals in the weak formulation, the midpoint rule is applied. This
evaluation is called a lumped mass approach. Mass lumping is effective for avoiding non-
physical oscillations of the solution.

e A fully-upwind weighting of the convective flux-term is also applied. This results in a stable
discretization of the first order for the hyperbolic part.

e A fully implicit Euler scheme is applied for the temporal discretization.

e The nonlinearities in the resultant equations are handled with a Newton-Raphson method
(a damped inexact Newton method). The Jacobian matrix is computed by numerical differ-
entiation.

The performance of this approach can be seen in Helmig (1997) [41], Bastian (1999) [8], or Class
(2000) [19].



Chapter 4

Comparative Studies

A series of comparative studies is conducted in this chapter. Two different model concepts, the
two-phase model from Section 3.2.4 and two-phase/ three-component model from Section 3.2.5,
are used to simulate methane-migration processes and methane-water interaction processes in ar-
tificially designed subsurfaces. The purpose of these comparative studies is to investigate the dif-
ferent responses resulting from the differences in the model concept. This contributes ultimately
to supporting the selection of the model concept in general and especially for the simulation-
optimization in the next chapter. The significant difference between these two models is that the
two-phase/ three-component model can simulate the composition (water, methane and air) of the
phases (water (liquid) and gas). Thus, in the two-phase/ three-component model, the dissolution
and degassing of air and methane in and out of the water phase, the evaporation of water to the gas
phase and the condensation of water vapor to the water phase, in short the mass transfers between
the phases, can be dealt with. These studies make it clear that the reliability of the two-phase
model is questionable in some conditions since the mass of the methane dissolved in the water is
not negligible.

4.1 Gas-Water Processes in Two-Dimensional Porous Media

4.1.1 Example 1

System Set-Up

Before I start these comparative studies, one thing we have to recognize cleary is that the param-
eters required for the two models are partially different. This means that it is actually difficult
to make an example completely the same unless transformations are possible between the cor-
responding parameters. This is mainly due to the fact that the composition of the phases is also
taken into account for the two-phase/ three-component model. As a result, the two-phase/ three-
component model requires the introduction of some new parameters (e.g. the mole fraction of
each component). Moreover, mass conservation equations for the two-phase model are derived
with regard to each phase (thus, the total number of equations is 2), while the mass conservation
equations for the two-phase/ three-component model are derived with regard to each component
(thus, the number is 3). As a result, for instance, the source terms of the two-phase model are the
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Dirichlet : Pg=Patm, Sw =1.0 Xmg=0.0 (for 2p3c)

no flow
no flow

Figure 4.1: Schematic diagram of the system for Example 1
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Figure 4.2: Computational mesh (left) and the absolute permeability field [m?] (right)
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sources for each phase, while those of the two-phase/ three-component model are the sources for
each component.

Nevertheless, the examples are designed to be as similar to each other as possible. For simplicity’s
sake, I consider a system consisting of a homogeneous layer where a line methane source is
introduced, as shown in Figure 4.1. The computational grid and the absolute permeability field
are shown on the left- and right-hand side of Figure 4.2 respectively. This system is intended
to represent a saturated coal mine after the groundwater rebound has taken place. The system is
200m long, 200m high and the domain is discretized spatially by 256 rectangular elements and
289 nodes. The number of elements is rather low, although I have arranged it so intentionally in
order to incorporate the three-dimensional effects later in this chapter which more elements are
required. Scaling effects are ignored here since, first of all, the system is homogeneous and, in
addition, the element size may, for example, change the time required for the methane to reach the
top of the system; however, the exact time is not our primary concern in this comparative study.
The methane line source is located at 30m < x < 170m, z = 50m (150m down from the surface).
The absolute permeability is set to 1.0 x 10~ 12m?.

The initial and boundary conditions are given as follows:

Initial and Boundary Conditions
For two-phase model:

no flow (Neumann): g, = 0.0, qw =0.0
Dirichlet: pe = 100000 [Pa], Sw=1.0
initial condition: pg = 100000+ pg(200 —z) [Pa], S, =1.0

For two-phase/ three-component model:

no flow (Neumann): ¢" = 0.0, qg“=0.0, ¢"=0.0
Dirichlet: pg = 100000 [Pal, Sw=1.0, x'=0.0
initial condition: pg = 100000+ pg(200 —z) [Pa], S, =1.0, x7 =0.0

The right, left and lower boundaries of the system are closed, so the gas and water flux perpendic-
ular to the boundaries is set to zero for the two-phase model, while the air, methane and water flux
is zero for the two phase/ three-component model (i.e. Neumann BC). On the upper boundary, the
water saturation is set to 1, and the gas pressure is atomospheric pressure (1bar) (Dirichlet BC)
for both models. Additionally, the mole fraction of the methane in the gas phase has to be given
for the two phase/ three-component model: it is zero. Since the system is fully saturated, a hydro-
static pressure field is assigned initially to the pressure of the gas phase. In the entire simulation,
the mole fraction of the water in the gas phase is always calculated by setting x;" = py, /Pg On
the assumption that the system is thermodynamically in equilibrium. For the parameters for the
simulation, see Simulation Parameters on the next page.

Moreover, special attention has to be paid to the source terms. The unit of the gas source for the
two-phase model is kg/ m3s, a mass source, while the unit of the methane source for the two-
phase/ three-component model is mol / m?3s, a molar source. Therefore, we are required to convert
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Simulation Parameters
For both models

dynamic viscosity (gas) : p=1.02x 10~3[Pas]
dynamic viscosity (liquid) : u = 1.0 x 1073[Pas]

residual gas saturation : Ser=0.01[-]
residual water saturation : Swr=0.1[-]
porosity : ¢ =0.57 [-]
absolute permeability : K =1.0x10712[m?]
relative permeability : Brooks-Corey
capillary pressure : Brooks-Corey

entry pressure : pa = 3000 [Pa]

form parameter : A=2

For two-phase/ three-component model

Henry coeff (air) : HY =1.34x10"19[Pa~1]
Henry coeff (methane) : H™=2.08x 10~19[Pa~1]
diffusion coeff (air in water) : D% =0.85 x 10~°[m? /5]

diffusion coeff (methane in water) : D = 3.55 x 10~°[m? /5]

the mass source into the molar source by means of dividing the mass source by the molecular

weight of methane (0.016kg/mol). The nodal value of the gas source is set to 5.0 x 10~ kg / m’s,

. —6
so the value of the methane source accordingly becomes 2 '%.Xoll% mol /m’s.

Simulation Results

On the basis of these conditions, the methane upward-migration processes are simulated by these
two models. The results are shown in Figure 4.3. The distributions of the methane saturation after
ca. 10.0 days are shown in the upper left for the two-phase/ three-component model and the upper
right for the two-phase model. We can clearly observe that the methane gas migrates upwards
faster in the case of the two-phase model than in the case of the two-phase/ three-component
model. In order to investigate the factors which cause the difference in the migration speeds, the
mass of the methane in each phase at each node and time step, i.e. pZ*So X710 (0t = w, g) kg /m>s
is calculated. The distributions are shown for the gas phase (lower left) and for the water phase
(lower right) in Figure 4.3. Furthermore, to explain how the values p;/**Sqe X5 ¢ (@ = w,g) in
Figure 4.3 change, Figure 4.4 presents the mass fraction of the methane in the gas phase (upper
left), in the water phase (upper right), and the mass density of the gas phase (lower left), and of
the water phase (lower right) As is apparent from the distributions of the mass fractions, most of
the gas phase is occupied by the methane, while the mass fraction of the methane dissolved in the
water phase is rather small. The difference between these mass fractions reaches three orders of
magnitude. On the other hand, the mass density of the water phase is 990 to 1100 kg/ m?3 (lower
right), while the density of the gas phase is around 1 to 30 kg/m?> (lower left). Thus, the difference
between these densities attains two orders of maginitude. The mass of the methane in either the
water or the gas phase is nothing less than the multiplication of these values, the phase saturation
and the porosity of the subsurface. Then the total mass of the methane based on the nodal values
is estimated, and the ratio of the methane mass in each phase to the total mass is calculated until
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=4 100 0 50 100
gas saturation [-] X [m] gas saturation [-] X [m]

N nE m

0.00 0.02 0.03 0.04 0.05 007 0.08 009 011012013 0.00 0.01 0.03 0.04 0.05 0.07 0.08 0.09 0.10 0.12 0.13

o 50 100 200 o 50 100 200
X [m] X [m]
mass mass

P08, X; [koim's] NN [0 Pu" 08, X heim’] Y i

0.00 0.14 0.28 0.42 0.56 0.70 0.00 0.14 0.28 0.42 0.56 0.70

Figure 4.3: Gas saturation distribution after ca. 10.0 days, using the two-phase/ three-component
model (upper left) and the two-phase model (upper right). Distribution of methane mass at each
node and time step in the gas phase (lower left) and in the water phase (lower right)
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Figure 4.4: Distribution of the mass fractions of methane after ca. 10.0 days in the gas phase
(upper left) and in the water phase (upper right). Distribution of the mass densities for the gas
phase (lower left) and for the water phase (lower right)
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Figure 4.5: The ratio of the methane mass in each phase to the total mass for Example 1

for 20 days. This is shown in Figure 4.5.

The methane injected into the system is first dissolved in the water phase until the amount of
dissolution is beyond the capacity expressed by Henry’s law, and then the gas saturation, (i.e. the
mass of the methane in the gas phase) starts to increase. The ratio in the gas phase increases in
the middle of the simulation. Then, the ultimate ratio of the methane mass in the water phase,
in this case, becomes around 20%, although this value itself changes widely according to the
simulation conditions (this aspect will be discussed later). Thus, we could draw the inference
that the reason the upward migration of the methane becomes slower when the two-phase/ three-
component model is applied is the dissolution of the methane in the water phase.
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4.1.2 Example 2

System Set-Up

What Henry’s law clearly states is that the methane dissolves more in the water phase as the
pressure of the gas phase containing methane increases. Therefore, as a next step, a series of sim-
ulations is carried out in which the depth of the methane source is changed. Generally speaking,
the pressure of the gas phase generated by mass injection increases as the location of the methane
source becomes deeper because of the weight of the water above. Exactly the same system as well
as the same simulation conditions as in Example 1 are used in Example 2, except that the location
of methane sources varies from z = 50m to z = 150m in 50m stages (i.e. z = 50, 100, 150m).

Simulation Results

The ratio of the methane mass in each phase to the total mass is calculated with regard to each
depth of the source in the same manner as in Example 1. The results are shown on the left of Figure
4.6, while the cumulative masses of the methane in each phase as functions of the simulation time
are shown on the right. The time at which each curve in the figure terminates almost corresponds
to the time at which the upward methane front reaches the top of the system, where the gas can
no longer escape out because of the boundary constraint S,, = 1.

The following is observed:

e The amount of methane dissolved in the water phase increases with the depth of the source
because of the higher gas pressure.

e On the other hand, the methane in the gas phase decreases with the depth, because the
amount of methane injected is always the same.

e The time at which the ratio in the gas phase exceeds the ratio in the water phase is delayed
as the methane source becomes deeper, and the ultimate ratio in the gas phase is lowest
when the methane source is deepest because most methane can be dissolved in the water
phase most in this case.

These observations correspond to the inferences from Henry’s law.



4.1. GAS-WATER PROCESSES IN TWO-DIMENSIONAL POROUS MEDIA 63

1 I 1
0.0 5.0 10.0 15.0 20.0

Simulation time [day]
in gas phase (z=50m)
in water phase (z=50m)
in gas phase (z=100m)
in water phase (z=100m)
in gas phase (z=150m)
in water phase (z=150m)

Ratio of methane mass in each phase to the total [-]

o A v o4 > O

Figure 4.6: The ratios of the methane mass in each phase to the total mass at different depths of
the source
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Figure 4.7: The cumulative mass of the methane in each phase
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4.2 Gas-Water Processes in Three-Dimensional Porous Media

4.2.1 Example 3

System Set-Up

Almost the same procedures are taken in this section as in the previous section, except that a
three-dimensional domain is used to study the 3D effects on the methane-migration behavior. The
entire computational domain and the inner meshes on the plane of x = 100m and z = 50m are
shown on the left- and right-hand side of Figure 4.8 respectively. The domain is a cube of 200m
x 200m x 200m and is discretized spatially by 4096 elements and 4913 nodes. The initial and
boundary conditions are exactly the same as in the two-dimensional case except that the methane
sources are located on a line of 30m < x < 170m, y = 100m over the three-horizontal planes of
z = 50m, 100m, or 150m.

Simulation Results

The results of the simulations when the line source is located on the z = 50m plane are shown in
Figure 4.9. The two figures in the upper row are the simulation results after ca. 10.0 days, while
those in the lower row are after 20.0 days. The left hand side figures show the iso-surfaces of
the gas saturation (Sg = 0.12), while the right-hand-side figures show the distribution of the gas
saturation on the plane x = 100m and z = 50m. We can clearly observe from these figures that
the migration of the gas phase in the y-direction is not of a great extent, although it does exist
especially around the middle area between z = 50m and the top. This is easily inferred because
the density difference of the two phases is the main driving force of the methane movement in this
example, and this generally produces an upward, not a lateral migration. On the left-hand side of
Figure 4.11, the ratios of the methane mass in each phase to the total mass are shown with regard
to the aforementioned three-different levels. On the right-hand side, the comparison between the
3D case and the corresponding 2D case, where the methane source is located at z = 50m, is shown.
One characteristic difference is that the ultimate ratio in the gas phase is larger in the 2D case than
in the 3D case. This is most probably because of methane migration in the y-direction, even if it
is small extent. In other words, the methane migrating in the y-direction dissolves in the water
phase in the 3D case, which as a result yields a higher ratio in the water phase, especially after
some time when the methane reaches around the middle area as mentioned. In Figure 4.12, the
simulation results after ca. 10 days are shown for the 3D case on the cross-section of y = 100m
plane (left), and for the 2D case (right).
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Figure 4.8: Three-dimensional computational domain (left) and the inner meshes on x = 100m

and z = 50m planes (right)
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Figure 4.9: Iso-surface of the gas saturation (S, = 0.12) after ca. 10 days (upper left), distribution
of the gas saturation at x = 100m and z = 50m planes after ca. 10 days (upper right); iso-surface
of the gas saturation (S, = 0.12) after ca. 20 days (lower left); distribution of the gas saturation at
x = 100m and z = 50m after ca. 20 days (lower right).
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Figure 4.10: Ratio of methane mass in each phase to the total for the 3D case
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Figure 4.11: Comparison of the mass ratios between the 2D and 3D case, when the methane
source is located at z = 50m.
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Figure 4.12: Simulation results after ca. 10 days for the 3D case on y = 100m cross-section in 3D
domain (left) and the 2D case (right)

Conclusion
From these comparative studies, it is clear that we often cannot neglect the amount of methane
dissolved in the water phase. This dissolution process often causes problems such that:

e the speed of the upward migration of the methane gas front can be overestimated if we
apply the two-phase, instead of the two-phase/ three-component model;

e in the extraction process of the methane, we also have to consider how to deal with the
amount of methane dissolved in the water phase,

Thus, applying the two-phase/ three-component model is recommended, although the two-phase
model could be a good alternative, especially in that the CPU time is shorter and the handling of
the model is easier than the two-phase/ three-component model. As the next step, the validation
of the model by experimental data is necessarily, although it seems to be rather difficult to obtain
sets of accurate and extensive data.



Chapter 5

Application of MUFTE-SA

5.1 An Abandoned Coal Mine in Ruhrgebiet

In this chapter, the aforementioned simulation-optimization model MUFTE-SA (see Sections 2.3
and 2.4) is applied to a site in Dortmund, Germany where there used to be a coal mine below
ground, and at present a furniture company is opening its store on the surface. This site was se-
lected following discussions with Deutsche Montan Technologie Gmbh (DMT), a German com-
pany which provided us with the data set.

The location of the site is shown in Figure 5.1. The site is in Dortmund, a part of the so-called
Ruhrgebiet. This area is indicated by a red circle on the upper left-hand side. The right-hand side
shows a larger scale of the map of the area around the site. A 3D view of the site is shown in the
upper part of Figure 5.2. The red color in the figure shows a former coal road at the level z = —40
m (the origin of the z-coordinate is the surface), while the grey color is at the level z = —60 m.
Coal seams are not shown in this figure. Two vertical shafts (dark green) used to be utilized as
access to the coal workings underneath, although they are now filled up. The photo in the bottom
half of the figure shows one of the vertical shafts after sealing.

Figure 5.3 shows a plan of the site. The six small dots in the figure show where so-called passive
extraction wells are installed, see also Figure 5.4. Passive means that no artifical energy is imposed
for the use; instead, the gas underneath is sucked up only by the pressure difference between the
atomosphere (ca. 1 bar) and the pressure undergroud (ca. 1 bar + 10 to 100 Pa). On the other
hand, active extraction wells for which energy is supplied to extract the methane are used also
sometimes. As a reference, an active extraction well is shown in Figure 5.5. This is a mobile type
and can produce energy from the extracted methane. The release points of the passive extraction
wells have protecture caps and must, by law, be located 3 m above ground level in order to prevent
any danger caused by the methane production. This is why all the wells are fairly tall. Similar to
the 3D view, the orange color in the plan represents the upper level of the coal working at a depth
of 40 m from the surface, the blue color the lower level at 60 m.

At present, we have almost no information on the conditions of these coal workings. A break-
down of the surrounding strata in the roadways may have taken place, resulting in a filling up of
the roadways; however this is not known. Methane absorbed in coal seams is continuously des-
orbed; thus, we want to extract the methane from this abondoned coal mine by installing passive
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Figure 5.1: The location of site (This map was downloaded from Stadtplandienst website
http://www.stadplandienst.de and reconstructed).
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Figure 5.2: A 3D view of the abandoned coal mine in Dortmund, Germany (top). The red color
shows the coal roads at the level z = —40 m (the origin is the surface); the grey color at the level
7= —60 m. Coal seams are not shown in this figure. The photo below shows one of the vertical
shafts after sealing.
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Figure 5.3: A plan (top) and a schematic diagram of the geological structure (bottom) of the site
in Dortmund, Germany. The orange color in the figures shows the coal roads at a depth of 40 m,
the light blue color at a depth of 60 m. Kj and K; in the lower figure stand for the hydraulic and
intrinsic permeability. Those valuse are rough estimates.
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Figure 5.4: Each photo shows a passive extraction well installed on the site. The release point
with a protective cap has to be located 3m above ground level.
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Figure 5.5: An active extraction well in Dortmund, Germany.

extraction wells. There are already six passive extraction wells installed in this site, although these
installation are done mainly by intuition without reasonable strategy obtained by fluid-mechanics
study. One main goal of this work is to investigate how these passive extraction wells can be opti-
mally positioned within the range of available data and whether or not we could obtain the same
effect of extraction by installing less wells in these optimized location.

5.2 Objective Function

I, now, want to study how passive extraction wells can be installed effectively, i.e. how can optimal
installation be realized. Of course, first of all, I have to define what kind of condition can be
defined as optimal; in other words, the objective function itself has to be defined. Generally, we
want to minimize the objective (cost) function, for example as follows:

num

Obj = Z {f1(Pi) + Fa(xi) + f3(Qg,i(Pis Xi)) + oo } + fi @) + ... G-

where i is the i-th well, num the number of wells, p; the pressure at the extraction well i, x; =
(xi,yi,zi) the coordinates of the the well 7, Q,,i the amount of the gas containing methane extracted
at the well i, Q" the amount of the gas containing methane which reaches the top. Each function
is explained as follows: f](p;) the operational cost (positive) required for active suction (in the
case of passive suction, it is zero), f>(x;) the cost (positive) required for the well installation
(This installation cost changes according to the location of the well, i.e. because of the geology
and topology of the field), f3(Q,,;) the profit (negative) obtained from the energy production
by the extracted gas containing methane and f;(Q"°P) the cost (or risk, positive) due to the gas
containing methane which reaches the surface. Of course, there are more factors which influence
the cost function.

However, I encountered difficulties during the formulation of this objective function. The prob-
lems are:
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e the unavailability of accurate-well installation costs with regard to the depth, of information
on the income obtained from the energy production, of the costs equivalent to the risks due
to the methane reaching to the surface which should be avoided etc. and

e the lack of information for the source term, especially the spatial and temporal distributions
(e.g. where exactly the source is located, how much exactly methane is produced, when the
methane disappears).

For these reasons, for the time being, the following simplified objective function is used instead:

num

obj =Y {f(Qgi(pam %))} (5.2)

i

where p,, 1s the atomospheric pressure which indicates the installation of the passive extraction
wells. This function (5.2) indicates that the problem is reduced to maximize the sum of the gas
extractions from the passive extraction wells.

One remark is that this simplification does not violate the applicability of MUFTE-SA in prin-
ciple, because the objective function is already nonlinear. In other words, MUFTE-SA can be
applied for any simulation-optimization problem with the original form like objective functions
only if the information is available, although the number of iteration steps until the optimization
algorithm reaches the global extremum will increase.

5.3 Simulation-Optimization

5.3.1 Conditions and Assumptions for Simulations

Now, the abandoned coal mine has to be modelled by MUFTE-UG. However, to start from the
3D modelling of the entire working is quite complex, or could be too expensive in terms of
computational time (or could not be!) for the optimization purpose. Thus, I decided to begin by
modelling only the coal working at the level z = —40 m in a 2D cut with the two-phase/ three-
component model (Section 3.2.5). The coal working is in the unsaturated zone, so that the two-
phase (gas-water)/ three-component (air, water and methane) model is not necessarily required;
however, the model is used intentionally, bearing the later cases in mind when the groundwater
rebound and/or recharge takes place.

First of all, I made the following assumptions:

e the methane source is uniformly distributed in the domain and

e the extraction wells can be represented as rectangular holes with edges 0.3 m long.

Then the first attempt to model the entire working, i.e. not only the roadways but also the sur-
rounding matrix, in a consistent manner was made as shown in Figure 5.6.

However, other difficulties emerged at this point:



76 CHAPTER 5. APPLICATION OF MUFTE-SA

250
200
E150
100
50

100 200 300 400 500 260 280 300
X [m] X [m]

Figure 5.6: Computational mesh for the entire coal working (left) and the enlarged view of the
center of the computational domain (right).
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Figure 5.7: Computational mesh for the roadways and the enlarged views.
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e dealing with the interaction between the roadways and the surrounding matrix is difficult,
especially because the difference in the system properties between the two is quite large
(e.g. the absolute permeabiliy of the roadway:10~7 m?, of the matrix:10~ % m? as in Figure
5.3) and

e obtaining a high mesh resolution in the roadway, especially around the extraction wells, is
difficult since the width of the roadways is 2 to 3 m and the well diameter is treated as ca.
0.3 m, while the entire working is around 500 m x 200 m.

Thus, after discussions with DMT, I decided not to model the coal seams for the time being as
shown in Figure 5.7. In this case, the methane desorption is represend by the source term in
the model flowing from the boundaries of the roads. The advantages and disadvantages of this
approach are as follows.

Advantages:

e The methane source is injected along the boundary of the roadways, i.e. the end of the coal
seams. In this way, the 2D effects of the flow field can be simulated which would not be
possible if I used a 1D-pipe flow network model,

e the composition of the gas phase can be calculated by the two-phase/ three-component
model, which is again not possible with a single-phase pipe-flow network model,

e later extensions and improvements to the model concept are possible (e.g. the inclusion of
the surrounding matrix in the simulation, the coupling of a (multiphase) pipe flow model
with a porous-media multiphase-flow model etc.). The basics for the latter coupling are
not yet well established for multiphase-flow models but concerning a simple groundwater
model and a single phase pipe model, see for example, Adams and Younger (2001)[1] and

e it is possible to obtain enough mesh resolution. The number of elements is then about
25000, while 100000 elements are needed if I want to obtain the same level of resolution
including the surrounding matrix.

Disadvantages:

e The porosity is set to almost 1 for this roadway because the roadway is, in principle, a void
space, although the surrounding matrix might have collapsed (in this case, the roadway
must be filled with the surrounding carbon). Thus, the validity of the porous media model
is, without the inclusion of the surrounding matrix, is anyway a first step and thus

e the Reynolds number for Darcy’s law is partially violated, at least around the extraction
wells because of the strong pressure gradient there, although it is satified in most of the
domain.

Nevertheless, these disadvantages are accepted for the time being because of the limitations.

The initial and boundary conditions and simulation parameters necessary for the two-phase/ three-
component model are described in the following tables. A schematic diagram for these boundary
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and initial conditions is shown in Figure 5.8. Note that the Henry coefficients and viscosity for
the liquid phase are not of great significance since there is almost no liquid phase. However, these
things are kept, as they are in the further extention of the model.

Initial and Boundary Conditions:

Neumann: gy =0.8-¢"” g3 =0.19-¢"" gy =0.01-¢4'"
Dirichlet:  p, = 100000 [Pa] x7' = 0.8[—] Sw=0.01[—]
Initial: pg = 100000 [Pa] xj' = 0.6[—] Sw=0.01[—]

where ¢’ = 6.59 x 10~* mol /ms which equivalents to 2.506 mol /s totally.

Simulation Parameters:

Henry coeff (air) : H{ =1.34x 107 10p,1
Henry coeff (methane) : H}' =2.08 x 10-10pg~1
dynamic viscosity (gas): = 1.72x10Pas
dynamic viscosity (liquid) : p =1.0x 107 3Pas

relative permeabilty : Brooks-Corey (S, ~ 1.0)
capillary pressure : Brooks-Corey (S, ~ 1.0)
entry pressure : pa=0

form parameter : A=2
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Figure 5.8: System set-up and boundary conditions for the simulation.
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5.3.2 Parameters for Simulated Annealing

Parameters for Simulated Annealing, i.e. the standard deviation for the search space, the Boltz-
mann constant for the acceptance of a deteriorated solution and the temperature for the cooling
schedule in the applications are the same as those in Figures 2.3 to Figure 2.5. This initial tem-
perature is determined experimentally and is rather low, although this seems to be appropriate for
this specific problem. This is mainly because the amounts of gas extracted from the wells is rather
similar, yielding the Boltzmann probability large enough to escape from local maxima, even if
the temperature is small.

5.3.3 Parallerization Design for the Problem

A more general description for the pseudo-parallel design of optimization models is given in
Section 2.4. Here, the design is specifically tailored for this application by means of a do-
main decomposition. As mentioned in Section 2.4, the total time was expected to be around
Thrsx 1(2)2(1)1?? ations ~ 292 days (for one well case), so the use of a parallel computer was inevitable.
Thus, I decided to decompose the entire roadway into n segments (here n = 23). Then, k ex-
traction wells are installed in k of the n segments according to reasonable assumptions from the
engineering point of view. Each MUFTE-SA procedure is then carried out on a node of the paral-
lel computer. After this, the results from each node are summarized and, if the summarized result
reach the stopping criterion, the entire procedure stops, otherwise it iterates the same procedures.
By doing this, the total time for one well case was expected to be reduced; for example with 23

nodes to 292 day/23 ~ 12.7day. The chart of this procedure is shown in Figure 5.9.

One thing we should note is that the simulation itself by MUFTE-UG is carried out in the whole
domain, although the optimization is carried out in the subdomains. The result of the simulation-
optimization should not change by carring out the optimization in this way in principle. The key
to obtain the better solution depends on the number of total iterations steps, thus the solution
is expected to be more or less the same if the sum of the sub iterations in eash sub domain
corrsponded to the number of iterations if we had carried out the optimization without using the
parallel computer.

The procedure for deciding the initial and subsequent decision vector for this particular case is
described in Equations (5.3) to (5.7). A schematic diagram explaining this procedure is shown
at the bottom right of Figure 5.9. The values at both side boundaries of the roadway are denoted
by the subscripts L and R, while U and D indicate whether the coordinates exist upside or the
downside (read XRD in the figure as xgp).

Xup = 0.5(xpy +x10),  Yup = 0.5(YrRU +y1U), (5.3)
Xdown = 0.5(Xgp +XLD),  Ydown = 0-5(YrRU + LU ), (5.4)
Xinit = O'S(XMP —|—Xd0wn>, Yinit = M(xinit _xdown> + Ydown (55)
(xup _xdown>
Xnew = (Axf(G,,LL) +xold)7 (xdown < Xpew < Xup Ax = 2(xup _xd()wn)/5)7 (5.6)
Ynew = M(xnew _xdown) + Ydown; (5.7)
(xup _xd()wn)
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where f(o, 1) is a psuedo-random number from a Gaussian distribution with the aformentioned
mean U and the standard deviation ©.

| Divide the entire domain into n segments

¢

| Choose k segments from the n segments and install k wells there |<—
MUFTE-SA (seg 1) MUFTE-SA ( seg 2) MUFTE-SA (seg k)
on Node 1 of Cluster on Node 2 of Cluster on Node i of Cluster No

T !

Is the stopping criterion reached ?

Yes
End

(XLU, YLU) (XUP, Yup) (XRU, YRU)

(XLD, YLD) ’ (XRD, YRD)
(Xdown. Ydown)

Figure 5.9: Parallelization strategy by means of a domain decomposition (above). Decomposed
roadways (below left). A schematic diagram for the next coordinate decision (below right).
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5.3.4 Preliminary Test Cases

Before this simulation-optimization model is applied to the coal mining site, MUFTE-SA is ap-
plied as a preliminary step to examples with simpler domains where one to three extraction wells
are installed. This step is necessary to understand the basic system behavior.

5.3.4.1 One Well in a Straight Road

System Description

First of all, a simple rectangular domain with one extraction well is used. The schematic diagram
of the system set-up, the computational mesh and the boundary conditions when the extraction
well is located in the center of the domain are shown in Figure 5.10. In this figure, the length in
the y-direction of the domain is exaggerated for a better visualization; thus, the proportionality
between the x- and y-directions is not accurate. The system is 500 m long and 3 m wide. The
extraction well is represented as a rectangle hole as mentioned and has edges of 0.3 m. The fluxes
of the components are given as Neumann conditions from the outer boundary of the system.
This amount is equivalent to 2.506 mol /s (80 % methane, 19 % air and 1 % water). A Dirichlet
condition is given around the extraction well. These conditions are the same as those for the mine
site already mentioned.

Steady State

Two different types of steady state should be distinguished. The first is the steady state of the phase
flux calculated by the velocity field, while the second is the steady state of the mole fractions in
the phase. First of all, let us consider the steady state for the first type, i.e. the mass flux of the
gas phase (accordingly the gas extraction at the extraction well). Figure 5.11, left shows the gas
extraction against simulation time at the well which is installed in the center of the domain. In
this example, the gas extraction attains a quasi-steady state at around 280 sec simulation time. At
this steady state, the global mass balance between the influx from the surrounding boundaries and
outflux to the extraction well is almost satisfied with regard to the gas phase total although the
composition of the gas phase is not identical at the outer and inner boundaries. Unfortunatelly,
the perfect mass balance is not satified because; the mass injected partially goes into the water
phase, the mass flux at the extraction wells is the approximated value based on a midpoint rule,
some numerical problems might have happened, nevertheless these shortcomings are considered
to be of minor importance and accepted.

Then, four points are selected for the steady-state study with regard to the composition as shown
in the left hand side of Figure 5.12. Ideally speaking, this steady-state condition should be inves-
tigated at the boundary of the extraction well, but this was not done since the so-called free-flow
boundary condition has not yet been correctly developed. This aspect will be addressed later on
in more detail. The steady state for the mole fraction of the methane at those points is shown in
the right hand side of Figure 5.12. The mole fraction attains the quasi-steady state after 1.3 days.
In reality, it is assumed that these compositions become ultimately the same more or less in the
whole domain, although the simulation exhibits very slight differences in the composition from
place to place. This aspect will probably be improved if the mole fraction of the methane in the
gas phase at the extraction well can develop freely according to the system changes. However, the
value xp' is fixed to 0.8, thus the whole system reaches quasi-steady state after some time with
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Figure 5.10: Compuational domain (above) and the mesh and boundary conditions (below). Note
that the length in the y-direction is exaggerated for visualization’s sake.
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Figure 5.11: Steady state for the gas flux at the extraction well when the well is installed in the
center of the domain (left). Distribution of the mole fraction of the methane in the gas phase after
280 sec simulation time when an extraction well is installed in the center of the domain. Note that
the proportionality between the x- and y-direction is distorted for the sake of a better visualization
(right).
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Figure 5.12: Four points chosen for steady-state study (left). Steady state for the mole fraction of
the methane in the gas phase when the well is installed in the center of the domain (right).

regard to the composition, although the composition cannot be completely the same in the whole
domain. Figure 5.11, right shows the distribution of the mole fraction of the methane in the gas
phase after 280 sec simulation time. As shown, methane from the surrounding boundaries moves
toward the extraction well.

One possible solution to this problem is, as mentioned, to develop the so-called free-flow bound-
ary condition which, allows the increase and decrease of the methane composition on the inner
boundary to the value interpolated from those surrounding values. However, this development is
not easy and was not possible within the framework of this thesis. Thus, only the mass balance
of the gas phase is considered in the following applications. Additionally, the computational time
required until the system attains steady state with regard to the composition is too long (ca. 3 days
for this simplest domain!). Thus, there is almost no chance at present to conduct the simulation-
optimization for the second steady state (However, additionally speaking, this simplification is
proved to be of minor importance later in Section 5.3.4.5).

When the appropriate free-flow boundary condition has been implemented and the problem of
the computational time has been solved in future, it will be better to reformulate the objective
function (5.2) as:

num num

Obj Z {f(Qm l(Patm;Xt } = Z {f Qg7 Patmaxl))} (5.8)

where xy'; is the mole fraction of the methane in the gas phase and Q) the extracted methane
in mol /s. This objective function means that the optimal condition is to maximize the amount of
the methane component in the gas phase (not the gas phase itself!) from the wells. This objective
function may exhibit stronger nonlinearity than the function (5.2) does because the location where
the mole fraction of the methane in the gas phase reaches the maximum may not always corre-
spond to the place where the gas extraction reaches the maximum (this aspect will be addressed in
Section 5.3.4.2). At any rate, the objective function to be optimized from now on is the function
(5.2).
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Figure 5.13: The well location and the amount of gas extracted from the well after 27 sec in
simulation time against the number of SA iterations. The simulations are terminated after the
wells attain around 50 % of the extraction of the inflow.

Results

The simulations in this case are terminated after the well extracts around 50 % of the 2.506 mol /s
of gas inflow since the computational time is large (around 3 to 4 hours). The overall tendency
does not change even if we run the simulation until the well extracts almost 100 % of the gas
inflow.

Figure 5.13 shows the result of the simulation-optimization. As can easily be imagined, the
amount of gas extraction from each well is mostly the same, irrespective of the well locations
because there are almost no heterogeneities in the system set-up. It is inferred that the slight dif-
ference in the amount comes mainly from the fact that the distance between the extraction well
and the side boundaries of the roadway changes; thus, the flow often cannot develop enough after
some time, especially when the well is near the side boundary and/or a small numerical oscillation
(e.g. cross diffusion) occurs due to the difference of the mesh. The former reason probably causes
the relatively high difference of the extraction amount as can be seen in the difference between
the initial simulation where the extraction well is installed in the center of the domain and the
simulation where the extraction well is located at x = 87.0 m, near the left boundary. The pressure
fields for these cases are shown in the left and right hand side of Figure 5.14. These pressures
increase up to 100050 to 100100 Pa due to the injection. The velocity due to the resultant flow

-3
field is around the order of 103 m /s , thus the Reynolds number is R = Vd% = % = 103d50,
where ds( can be the particle size, although there is no way so far to determine the porosity and

sand type in the roadway. In any casey, Darcy’s law may be violated around the extraction well.

When I look at the aspect of the SA functioning, the final value is not the global maximum. The
reason lies simply in the fact that the total number of SA iterations is low (ca. 40 to 50 iterations)
and the difference in the extraction amount is quite small. Nevertheless, this shortcoming has to
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be accepted because of the enormous computational time (this becomes more problematic in the
case of the coal-mining site). Therefore, if the final value is not the global maximum, the best
value among all the values within the SA iterations is always chosen a-posteriori.
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Figure 5.14: Pressure field after 27 sec simulation time when an extraction well is installed in the
center of the domain (left) and at x = 87.0 m (right). Note that the length of the domain in the
y-direction is exaggerated for the sake of a better visualization.

5.3.4.2 One Well at a Crossroads

As a second step, a crossroads at which one well is installed is chosen as shown in Figure 5.15.
The initial and boundary conditions as well as the parameters used in this case are exactly the
same as for the mine site. The simulation is terminated again after the well extracts around 50 %
of the gas inflow.

The result of the simulation-optimization is shown in Figure 5.16. As can be imagined, the ex-
traction when the well is installed close to the crossing of these two-roads shows the maximum,
while it decreases when the well moves away from the center. The movement of the well by SA
is limited to the area near the crossing point because the initial coordinate is the best point. The
best value attained is 1.30 mol /s (51.3 %) after 27 sec, while the worst is 0.783 mol /s (31.2 %).
Figure 5.17 show the gas-pressure field after 27 sec when the gas extraction wells are installed at
the best (left) or worst (right) locations.

The simulations using these best and worst sytem-set ups were then reconducted until firstly
the velocity field and secondly the mole fraction of the methane in the gas phase attain steady
state. The amount of gas extracted at the extraction well against the simulation time for the best
and worst case until the steady state with regard to the gas extraction (i.e the velocity field) is
attained is shown in Figure 5.18. As shown, the best case attains steady-state after around 380
sec, the worst at around 1800 sec. Thus, the time difference is a factor of 4.8. Concerninig the
mole fractions, four points are chosen both for the best and worst cases since the values at the
extraction wells are fixed (see Figure 5.19) and the mole fractions at those points are plotted
against the simulation time in Figure 5.20.

As is apparent, both the best and worst cases attain steady-state after around 4 days and the
difference between these cases is mostly negligible. This is probably because the two distances
between the surrounding boundaries and one of the extraction wells is not so very different. Thus,
the times when the methane from the surrounding boundaries reaches the extraction well are not
so different either. This fact implies that the location of maximum gas extraction realizes also
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that of maximum methane extraction as well under these conditions. This implication is very

important in that it may be true for the following mine-site application.

As a reference, a distribution of the mole fraction of the methane in the gas phase is shown in
Figure 5.21 after 300 sec simulation time when an extraction well is installed at the crossing point

of those two roads.
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Figure 5.15: Compuational domain (left) and the mesh and boundary conditions (right).
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Figure 5.16: The well location and the amount of gas extracted from the well after 27 sec sim-
ulation time against the number of SA iterations. The simulations are terminated after the wells

attain around 50 % extraction of the inflow.
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Figure 5.17: Pressure field after 27 sec when an extraction well is installed in the center of the
domain as the best case (left) and at x = 100.443 m as the worst case (right).
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Figure 5.18: Steady states with regard to the gas extraction at the extraction wells for the best and
WOrst cases.
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Figure 5.21: Distribution of the mole fraction of the methane in the gas phase after 300 sec simu-
lation time when an extraction well is installed at the crossing point of two roads.

5.3.4.3 Two Wells in a Straight Road

The number of extraction wells is then increased from one to two in the straight roadway. The
simulation conditions are exactly the same. Initially, two wells are located at x = 150 m and
x = 350 m. Here, simulation-optimization is carried out twice, first after these two extraction
wells suck up around 50 % of the gas inflow, mainly for comparison with the former two cases,
and second after around 90 % extraction. An advantage of multiple wells is that the velocity field
attains the quasi-steady state faster in terms of computational time because the forces driving the
system change are stronger.

The results for 50 % extraction are shown in the left columm of Figure 5.22, while those for 90
% are presented in the right columm of Figure 5.22. Top left and right of Figure 5.22 show the
x-coordinates of the two wells and the total amount of gas extracted from them after 7.7 sec and
38.0 sec simuation time against the number of SA iterations respectively. Middle left and right
of Figure 5.22 show the amount of gas extracted from each well and its total after 7.7 sec and
38.0 sec simuation time against the number of SA iterations. Bottom left and right of Figure 5.22
show the distance between the coordinates of the two wells and the total amount of gas extraction
against the number of SA iterations. The last two figures especially make it clear that the gas
extraction becomes small when two wells are located very close or far beyond a certain value.

Top left and right of Figure 5.23 show the pressure fields for the best combinations, while the
middle left and right as well as the bottom left and right illustrate some of the bad cases within
the SA iterations. Now let us begin by looking at the bad cases. The amounts of gas extraction
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always become lower when the positions of the wells are too close to each other as shown in the
middle and bottom row of the figure. This is most probably because of interactions between two
wells. In other words, the gas in the area between these two wells is sucked equally and strongly
by the wells on both sides. As a result, the gas extraction becomes smaller.

On the other hand, the extraction becomes also worse when the two wells are moved away from
each other. However, the reason for this tendency probably does not come from the interactions of
the wells, but from the effects of the side boundaries (i.e the flow field cannot develop well enough
(at least at this stage in time) due to the limitaions of the boundaries). Thus, the optimal locations
of the wells is between these two extreme cases. For example, the coordinates of the well loca-
tions in the best cases are x = 96.042 m and x = 389.056 m and x = 93.695 m and x = 380.016
m respectively. Thus, the distance between the x-coordinates is 293.014 m and 286.321 m respec-
tively. Since these two coordinates are close, we can infer that the coordinates yielding maximal
gas extraction are located around these positions at least for this system set-up. However, if the
system is infinitely long laterally, many combinations of coordinates producing global maxima
exist since it is inferred that the key is not the coordinates themselves but the distance between
the coordinates.
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Figure 5.22: x-coordinates of two wells and the total amount of gas extracted from them after 7.7
sec (top left) and after 38.0 sec (top right) simulation time against the number of SA iterations.
Amount of gas extracted from each well and its total after 7.7 sec (middle left) and 38.0 sec (mid-
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of two wells and the total amount of gas extracted from those wells after 7.7 sec (bottom left) and
38.0 sec (bottom right) simulation time against the number of SA iterations.
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Figure 5.23: Pressure field of the best case after 7.7 sec simulation time when two extraction
wells are located at x| = 96.042 m, x, = 389.056 m, Ax =293.014 m (top left); at x; = 93.695 m,
xp = 380.016 m, Ax = 286.321 m (top right); at x; = 197.418 m, x, = 331.424 m, Ax = 34.006 m
(center left); at x; = 195.901 m, x, = 231.913 m, Ax = 36.012 m. (center right); at x; = 114.123
m, xp =437.907 m, Ax = 323.784 m (bottom left); at x; = 38.991 m, x, = 398.274, Ax = 359.283
m (bottom right), where Ax = x, — x1.
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5.3.4.4 Three Wells in a Straight Road

As in the previous preliminary test case, three wells are installed in the straight road initially at
x =150 m, x =250 m and x = 350 m. Then, exactly the same procedure is carried out. The results
are shown in Figure 5.24. Top left and right of Figure 5.24 show the amount of gas extracted from
each well and its total after around 50 % and 90 % extraction. From these figures, it is clear that,
although SA has not attained the global maximum yet, the total gas extraction is slightly improved
compared with the initial configuration.

For the detailed study of better system configurations, the locations of three wells against the
number of SA iterations are plotted in the middle left for around 50 % extraction and in the
middle right for around 90 % extraction. Additionally, the differences between the two intervals
between the three wells, i.e. (Xpax — Xmid) — (Xmia — Xmin) Where x1, xp and x3 could be either
Xmaxs Xmid OF Xmin according to the locations is plotted in the bottom left and right. As shown
in these figures, the extraction is not always best when the two intervals are equidistant (i.e.
(Xmax — Xmid) — (Xmida — Xmin) = 0). Rather, the maximal value is observed when the well in the
middle is located slightly towards one of the side wells. The reason is probably that the best
distance between the middle well and one of the side wells yields a better extraction than two
equidistant wells. Although the extraction may be slightly smaller for the combination of the
third well and the middle well than for the equidistant case, as a sum, this configuration (the best
positions between two wells plus slightly bad position for the third well) can yield a better value
than the equidistant cases. This might be different when the system is laterally long enough so
that the three wells can have great enough intervals between them and the flow fields can develop
fast and freely.

Top left and right of Figure 5.25 show the pressure field for the best locations, while the bottom
left and right show some of the bad locations. As mentioned, the middle well is located slightly
towards one of the side wells; then the total extraction is best, as shown in the top left and right
of the figure. On the other hand, the bad cases are always when the flow field developed by (two
or three) wells interact too much because the wells are too close one another.
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Figure 5.25: Pressure field of the best case after 5.1 sec simulation time when three extraction
wells are located at x; = 102.382 m, x; = 243.913 m, x3 = 423.605 m, |Ax; — Ax;| = 38.161 m
(top left); at x; = 95.243 m, x, = 428.09 m, x3 = 210.08 m, |Ax; — Ax,| = 84.343 m (top right);
at x; = 178.997 m, x, = 232.23 m, x3 = 499.777 m, |Ax; — Axy| = 214.314 m (bottom left); at
x1 = 37.864 m, xp = 383.48 m, x3 = 406.73 m, |Ax; — Axp| = 322.366 m (bottom right). Here
AX1 = Xinax — Xmid» DX2 = Xpnid — Xmin-

5.3.4.5 Short Summary of the Preliminary Tests

The following intermediate summary is derived from these preliminary test cases:

e In general, after a certain time, the gas extraction tends to be large when the well is installed
at the place where several roads meet (i.e. at the crossing point). On the other hand, the gas
extraction tends to be small when the well is installed near the roadway boundaries, or when
the wells are too close to one another.

o If we have several extraction wells and the distances between the surrounding boundaries
and one of the extraction wells are not so very different, the times when the methane from
the surrounding boundaries reaches the extraction well are not so different either. This fact
implies that the location of maximum gas extraction realizes also that of maximum methane
extraction as well under these conditions. This implication is very important in that it may
be true for the following mine-site application.

In the following, the validity of these conclusions is finally studied using the mine example.
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5.3.5 Coal-Mine-Case
5.3.5.1 One Well in the Mine Site

As has already been mentioned, the whole domain is divided into 23 segments for the paraller-
ization design. Thus, the following explanations are carried out by focusing on each segment.
The simulations are terminated after the wells expected to be best have extracted around 50 % of
the gas influx. Firstly, the pressure fields of the gas phase after 40 sec simulation time when the
well is installed where maximal extraction is obtained within each segment are shown in Figures
5.26 to 5.28. The extraction well is installed around the center of the blue region, which indi-
cates the range of the atomospheric pressure. As shown in these figures, the optimal locations
are always at the crossing of two or three roads. Such crossings are to be found in Segments
3,5,6,8,9,12,13,14,15,17,18,19,20,22, 23, although the case in Segment 7 (probably Segment
12 as well) seems to be trapped by a local maximum.

The combined results of the 23 sub-simulation-optimizations are shown in Figures 5.29 and 5.30.
Figure 5.29 shows the gas extraction after 40 sec simulation time against a set of 23 SA iterations
ordered from Segment 1 to Segment 23. Figure 5.30 shows the percentages of the best extraction
from each segment and averaged extraction over each segment to the total inflow 2.506 mol /5. As
can be seen in Figure 5.30, the wells in the best locations (e.g. Segments 14, 23) can already ex-
tract around 50 % of the gas influx at this stage, while the worst cases only do around 12.5 % (e.g.
Segments 1, 21). When we look at the percentages for the averaged values, the segments which
have a connection with the central Segment 23 always tend to yield better results (e.g. Segments
3,8,9,13,14,15,17,18,19,22). The value for Segment 12 is smaller although this segment has a
connection with Segment 23. This must be, as already mentioned, because the well is trapped by
the local maximum at the opposite side boundary of the segment. The two best locations for this
single-well case are shown in Figure 5.31 and 5.32.

The following summary can be derived from these results:

e the optimal locations of the extraction wells are generally at the crossing point of the roads
and

e the averaged extraction becomes relatively high when the segment has a connection with
the central Segment 23.

On the basis of these results, we move on to the two-well case.
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Figure 5.26: Pressure fields of the gas phase after 40 sec simulation time, simultaneously indicat-
ing the optimized locations of the extraction wells (blue region) in Segments 1 to 8.
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Figure 5.27: Pressure fields of the gas phase after 40 sec simulation time, simultaneously indicat-
ing the optimized locations of the extraction wells (blue region) in Segments 9 to 16.



100 CHAPTER 5. APPLICATION OF MUFTE-SA
Segment 17 Segment 18
250 250
200 - 200
E150 E150
> b > 1 A
100 [ 100
50;|\ L L L 50_|\ L L L
100 200 300 400 100 200 300 400
x[m] x[m]
gas pressure [Pa] gas pressure [Pa]
1111100 (i 1111100 I}
100000 100010 100020 100030 100040 100050 100000 100010 100020 100030 100040 100050
Segment 19 Segment 20
250 250
200 200
E150 E150 -
> ] > ]
100 i 100 AN
50 50 -
T T T —T— T T T T —T— T
100 200 300 400 100 200 300 400
x [m] x [m]
gas pressure [Pa] gas pressure [Pa]
H! ([ 11111 m
100000 100010 100020 100030 100040 100050 100000 100010 100020 100030 100040 100050
Segment 21 Segment 22
250 250
200 200 -
Ei150 - E150 -
> ] _ > ]
100 100 |-
50 — 50
r— . r 1 T T T T T T T
100 200 300 400 100 200 300 400
x [m] x [m]
gas pressure [Pa] gas pressure [Pa]
11111
100000 100010 100020 100030 100040 100050 100000 100010 100020 100030 100040 100050
Segment 23
250
200
E150 4 gl
> 1
100
50; T L L L
100 200 300 400
x [m]
gas pressure [Pa]
111110 [

100000 100010 100020 100030 100040 100050

Figure 5.28: Pressure fields of the gas phase after 40 sec simulation time, simultaneously indicat-
ing the optimized locations of the extraction wells (blue region) in Segments 17 to 23.
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Figure 5.31: One of the two best locations for the single-well case. The well is installed in Seg-
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Figure 5.32: One of the two best locations for the single-well case. The well is installed in Seg-
ment 14.
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5.3.5.2 Two Wells in the Mine Site

The number of extraction wells is increased to two from one as usual. Since the previous case has
clearly shown that the averaged and best gas extraction is always largest when the well is located
in the central Segment 23, I decided to limit the location of one of the wells to within Segment 23.
Those two wells are called well 1 and well 2, well 1 is installed somewhere in Segment i (i =1 to
23), while well 2 is always in Segment 23. This is a necessary and probably reasonable constraint
since otherwise, simulating all possible combinations would mean 22 x 23 /2 = 253 combinations
and the total computational time, even using all 56 nodes of the parallel computer, would be
253 x 292 days/56 nodes ~ 1319 days, i.e. not feasible. If we introduce the constraint, the total
time should be almost as same as the case with one well. In the following, each simulation is
again terminated after the combination of two wells expected to be the best have extracted totally
around 50 % of the gas influx from surrounding boundaries.

The pressure fields after 33 sec simulation time for the case where the two wells in Segment i
(i =1 to 23) and 23 obtained the best extraction are shown in Figures 5.33 to 5.35. Figure 5.36
shows the combined results of the 23 sub-simulation-optimizations, while Figure 5.37 presents
the percentages of the best and averaged gas extractions for each combination i —23 (i = 0 to 23)
to the total inflow 2.506 mol/s. Suprisingly, Figure 5.37 shows that the best and averaged gas
extractions in combination 6 — 23 are as high as those in combination 23 — 23.

In order to clarify why this happens, the amount of gas extraction from well 1 in Segment i (i =0
to 23), well 2 in Segment 23 and its total are shown in Figures 5.38 to 5.40. In most cases, the ex-
traction from well 2 in Segment 23 is larger than that from well 1 in Segment i. Some exceptions,
i.e. the extraction from well 1 becomes larger than that from well 2, are observed when well 1 is
located as in Segments 8,14, 15, 18. The pressure fields for two cases among the exceptions are
shown in Figures 5.41 and 5.42. As is apparent from these figures, these phenomena occur when
well 1 is installed near the crossing with Segment 23, while well 2 is inside the narrow roadway in
Segment 23. This is easily understandable from the previous test cases and the single-well case.

Now let us focus on combinations 6 —23 and 23 —23. The two best locations for this two-well case
are shown in Figures 5.43 and 5.44. Figure 5.45 plots the gas extractions for both combinations
6 — 23 and 23 — 23 against the number of SA iterations. Apparently, the gas extraction from one
of the wells in the combination 23 — 23 is on average lower than that from well 2 in combination
6 — 23. This tells us that the interaction between these two wells in combination 23 — 23 restrains
the extraction from each well, while the interaction between wells in combination 6 — 23 seems
to be quite low because the distance between the wells is the greatest of all i — 23 combinations.
In other words, well 1 in Segment 6 can extract the surrounding gas independently of well 2.

We can infer that the well in the segment which has no direct connection with the central Segment
23, such as Segments 1,2,4,5,6,7,10,11,16,20,21, should have a similar extraction tendency.
Thus, first of all, the percentages of the averaged extraction for these segments from the previous
single-well case are replotted as in Figure 5.46. This figure shows that the best value is obtained
in Segment 20, then Segment 10 and Segment 6. However, when well 1 is installed in Segments
20 or 10, the total extraction is less than in Segment 6, as shown in Figure 5.45. Thus, the well in
either Segment 20 or 10 is probably subject to less influence from well 2 in Segment 23 than the
well in the segments with a direct connection with the central Segment 23. However, the distance
from well 2 in Segment 23 is not far enough compared with the case when well 1 is installed
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in Segment 6, so the extraction is still restrained due to the mutual influence. As can be seen,
Segment 6 is located furthest from Segment 23. Thus, the combination 6 — 23 yields one of the
best averaged extractions. On the other hand, segments such as 1,11,16 and 21 may be as far
from Segment 23 as 6 is but, as the previous single-well case shows, the well in these segments
can extract only less gas after a certain time than the well in Segment 6; thus the total extractions
are lower.

The following summary can be made on the basis of these results:

o the total (best and averaged) gas extraction is large when two wells are installed either in
Segments 6 and 23 or in 23 and 23. The combination 6 — 23 yields (surprisingly) a very
good extraction. This is most probably because the distance between these wells is great
enough, decreasing the interaction and resulting in a higher extraction from each well, while
the second combination 23 — 23 yields a better extraction, as can be imagined, probably
because both wells are installed in the central main roadway where the surrounding gas can
be accumulated most easily and quickly. Moreover, the quasi-best total gas extraction is
always observed when these two wells are again at the crossing of two roads.

We now proceed to the three-well case.
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Figure 5.33: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 1— to 8 —23.
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Figure 5.34: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 9— to 16 —23.
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Figure 5.35: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 17— to 23 —23.
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Figure 5.40: Gas extraction from well 1 in Segment i (i = 0 to 23), well 2 in Segment 23 and its
total for combinations 17 — 23 to 23 — 23.
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Figure 5.41: Pressure field of the gas phase when the extraction from well 1 is larger than that
from well 2. In this case, well 1 is installed in Segment 14 and well 2 in Segment 23.
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Figure 5.42: Pressure field of the gas phase when the extraction from well 1 is larger than that
from well 2. In this case, well 1 is installed in Segment 15 and well 2 in Segment 23.
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Figure 5.44: One of the two best locations for the two-well case. The well is installed in combi-
nation 6 — 23.
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5.3.5.3 Three Wells in the Mine Site

As a final step in this thesis, the number of extraction wells is increased to three. Since the com-
putational time is again expected to be enormous if we take all combinations of three-segments
where the extraction wells are installed into consideration, two of the three wells are located only
in the central Segment 23. The third well is installed in Segment i (i = 0,..23). In the following,
the well in Segment i is called well 1, while two wells in Segment 23 are called well 2 and well 3.

The pressure fields after 20.5 sec simulation time for the case where these three wells obtained the
best extraction are shown in Figures 5.47 to 5.49. Figures 5.50 and 5.51 show the combined results
of the 23 sub-simulation-optimizations and the percentages of the best and averaged gas extraction
for each combination i — 23 — 23 (i = 0 to 23) to the total inflow 2.506 mol /s respectively. This
time, as can be imagined from the previous example, the best and averaged gas extractions are
observed in combination 6 — 23 — 23 (see e.g. Figure 5.52), while combination 23 — 23 — 23
yields relatively low gas extraction (see e.g. Figure 5.51). The amount of gas extraction from
well 1 in Segment i (i = 0 to 23), well 2 and 3 in Segment 23 and its total are shown in Figures
5.54 to 5.56. Generally, the extraction from well 1 is always lowest except in the combinations
3—-23-23,14—-23—-23,18—23—23 and 23 — 23 —23. The reason for this seem to be the same
as for the two well case. One example of this case is shown in Figure 5.57 when well 1 is installed
in Segment 18. As shown, wells 2 and 3 in Segment 23 are trapped in the narrow roadway, while
well 1 is close to the crossing with Segment 23.

Figures 5.58 and 5.59 show the combined results of combinations 6 — 23 — 23 and 23 — 23 —23.
In Figure 5.58, only the gas extractions from wells 2 and 3 are shown to illustrate how the third
well restrains the extraction of these two wells. This figure shows that the extractions from wells
2 and 3 are higher in combination 6 — 23 — 23 than in 23 — 23 — 23. On the other hand, the
extraction from well 1 is generally higher in combination 23 — 23 — 23 than in 6 — 23 — 23, as
shown in Figure 5.59. As a result, the sum of the two better extractions from wells 2 and 3 in
combination 6 — 23 — 23 plus the lower extraction from well 1 yields in total better extractions
than the combination 23 — 23 — 23, which restrains the extractions on average. The best locations
of the extraction wells within the SA iterations for combinations 6 —23 —23 and 23 —23 — 23 are
shown in Figures 5.52 and 5.53 respectively.

Thus, we can summarize as follows:

e when three wells are installed in Segment 23, where the gas can generally be extracted
most easily, the interaction between these wells is too strong because two intervals among
three wells within Segment 23 are too short. Thus, two extraction wells can be effectively
installed in Segment 23 but not more. The gas extraction is good when well 1 is installed
in Segment 6, as is easily imaginable from the two-well case where combination 6 — 23
yielded quite good extraction.
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Figure 5.47: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 1 —23 —23 to 8§ — 23 —23.
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Figure 5.48: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 9 —23 —23 to 16 —23 —23.
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Figure 5.49: Pressure fields of the gas phase, simultaneously indicating the optimized locations
of the extraction wells for combinations 17 — 23 — 23 to 23 — 23 —23.
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Figure 5.54: Gas extraction from well 1 in Segment i (i = 0 to 23), well 2 in Segment 23, well 3
in Segment 23 and its total for combinations 1 —23 — 23 to 8§ —23 —23.
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Figure 5.55: Gas extraction from well 1 in Segment i (i = 0 to 23), well 2 in Segment 23, well 3
in Segment 23 and its total for combinations 9 —23 —23 to 16 — 23 —23.
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Figure 5.56: Gas extraction from well 1 in Segment i (i = 0 to 23), well 2 in Segment 23, well 3
in Segment 23 and its total for combinations 17 — 23 — 23 to 23 — 23 — 23.



124 CHAPTER 5. APPLICATION OF MUFTE-SA

200 - e
] Well 2 in Segment 23
180 —; —
"£160 _f g Well 3 in Segment 23
>140 - |
120 _E ’ " Well 1 in Segment 18
100 \
1 I 1 1 I 1 1 I 1 1 I 1
200 250 300 350
x [m]

Gas pressure [Pa]

100000 100010 100020 100030 100040 100050

Figure 5.57: Pressure field of the gas phase when the extraction from well 1 is larger than that of
well 2 and 3. In this case, well 1 is installed in Segment 18 and wells 2 and 3 in Segment 23.
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5.3.5.4 Comparison of the results from the single-well to the three-well installation

As a final step in this chapter, the results when one, two and three wells are installed at the op-
timized locations in the mine site are compared. The intention of this section is to make a small
suggestion on whether installing only one well is enough, or whether we need more wells to
prevent gas migration to the surface. Three simulations using three optimized set-ups are recon-
ducted until those simulations reach steady-states with regard to gas extraction (i.e. the velocity
field). The total amounts of gas extraction against the simulation time for the single-, the two-
and the three-well case are shown in Figure 5.60. Figure 5.60 also shows the partial extractions
from each well for the two- and the three-well case. Unfortunately, perfect mass balance is not
satisfied because the mass injected goes partially into the water phase, the mass flux at the ex-
traction wells is the approximated value based on a midpoint rule and some numerical problems
might have occured. Nevertheless, these shortcomings are considered to be of minor importance
and acceptable.

As is apparent, the times required until steady-state is attained do not differ much. This implies
that one well is enough to realize the same amount of gas extraction within mostly the same time
range for the system up in this chapter. Additionally, as is shown in the crossroads example, if
we have several extraction wells and the distances between the surrounding boundaries and one
of the extraction wells do not differ much, the times when the methane from the surrounding
boundaries reach the extraction well do not differ either. Thus, the location of maximum gas
extraction realize that of maximum methane extraction as well under these conditions. The mole
fraction of the methane in the gas phase against the simulation time for these cases is shown in
Figure 5.61. Note in this figure that, first, a point under each well is chosen to trace the mole
fractions, although these points are not located at exactly the same relative location from the well
and these values should thus be regarded as a reference, and, secondly, that since these simulations
run quite slowly, the simulation is terminated after 2 hours simulation time; the computational
time is around 10 days. From this figure, the above assumption is expected to be satisfied. Thus,
the overall tendency is expected to be similar whether gas extraction or methane extraction is
considered.

However, unfortunately, this horizontal example cannot guarantee whether upward methane mi-
gration takes place and reaches the surface or not. On the other hand, this horizontal example
could show that the pressure can increase up to, at most, around 100100 Pa, i.e. it is rather low.
Additionally, the absolute permeability surrounding the workings is also rather low (1074 m?).
Moreover, the principal flow direction of the gas phase is determined by the pressure differences
between the atmospheric pressure and the pressure inside the workings. If extraction wells are
installed, the principal direction is most probably towards the extraction well, unless the influ-
ences due to the pressure changes from the subsurface are huge. In other words, most methane is
transported by convection towards the extraction wells, and, thus, upward migration of methane
is mainly due to diffusion, i.e. not so large. As a conclusion, a single well installation may pro-
duce the same effects as several wells, although this has to be guaranteed by a three-dimensional
simulation (see Figure 5.62) and will be different if we have connected fracture systems reaching
from the working to the surface and open side walls or an horizontally "unlimited” system.
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Figure 5.62: Computaional domain and mesh in 3D for the mining site.



Chapter 6

Conclusions and Outlook

6.1 Conclusions

First of all, as the main task in this thesis, a simulation-optimization model (MUFTE-SA) is devel-
oped and applied to an abandoned coal mine in the Ruhrgebiet, Germany, in order to develope a
better methane-extraction strategy. What can be pointed out as the prominent feature is its applica-
tion to a real site, which is generally not an easy task because of the enormous computational time
required for iterations of real-world simulations. As a countermeasure to solve this huge compu-
tational time problem, a parallel computer was used. Additionally, the comparisons of different
model concepts, i.e a two-phase (gas-liquid) and a two-phase (gas-liquid)/ three-component (air,
methane and water) model are carried out. The two-phase/ three-compoment model can estimate
the amount of methane dissolved in the liquid phase. Thus, the effects due to the dissolution can
be investigated by comparing these two models.

The main conclusions and contributions of this thesis can be summarized as follows.

New developments in this thesis
A couple of new functions are added and/ or developed in the course of this research work.

e A two-phase (gas-liquid)/ three-component (air, methane and water) model is further de-
veloped. This model concept allows us to estimate the degassing/ dissolution from/ in the
liquid phase.

e A Simulated Annealing algorithm is newly coded, tailored to the study of a better gas-
extraction strategy from the abandoned coal mine in a complex coal-working system. The
feature especially tailored is the movement of extraction wells along the coal working.

e The coupling of the aforementioned two-phase (gas-liquid)/ three-component (air, methane
and water) model with the Simulated Annealing algorithm, i.e. MUFTE-SA, was carried
out. MUFTE-SA can be utilized in principle for any natural processes that can be modelled
by multiphase/ multicomponent models in porous and fractured-porous media.

e Optimization procedures in MUFTE-SA are parallerized. A pseudo-parallelization de-
sign is proposed for this purpose. This design enabled us to reduce the total time by
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a factor of 23. The total computational time would have been 7hr x 1000 iterations x
3times/(24hrs/day) = 875 days, if we had used only one processesor.

Insights obtained by comparing different model concepts
From the gas (methane) injection into artificially designed aquifers in Chapter 4, we gain the
following insights:

e The methane injected into the saturated aquifer is first dissolved in the water phase until the
amount of dissolution is beyond the capacity expressed by Henry’s law, and then the gas
saturation (i.e. the mass of methane in the gas phase) starts to increase. The ultimate ratio of
the methane mass in the water phase for this artificially designed example reaches around
20% although this value itself changes widely according to the simulation conditions. Thus,
it is clear that we often cannot neglect the amount of methane dissolved in the water phase.
In other words, we need the two-phase/ three-component model in some conditions.

e As a possible outcome of the model difference, the speed of the upward migration of the
methane gas front can be overestimated if we apply the two-phase model instead of the
two-phase/ three-component model.

e To counteract methane problems (e.g. to extract methane), we also have to consider how to
deal with the amount of the methane dissolved in the water phase.

Insights obtained from the MUFTE-SA application
Applying MUFTE-SA to the real abandoned coal mine in the Ruhrgebiet, Germany, in Chapter 5
provided the following insights:

General:

e The closer the well is to the side boundary of the roadways, or the closer two wells are to
each other, the less gas can be extracted.

e Gas extraction is large when the well is installed at a place where several roads meet (i.e. at
the crossing point).

e If we have several extraction wells and the distances between the surrounding boundaries
and one of the extraction wells do not differ much, the times when the methane from the
surrounding boundaries reaches the extraction well do not differ either. This fact implies
that the location of maximum gas extraction realizes that of maximum methane extraction
as well under these conditions.

Specific to the problem :

e The averaged gas extraction obtained by averaging all the values over each segment is gen-
erally large when the well is installed in the central segment where the gas in the surround-
ings can accumulate most easily and quickly. This tendency also holds for the segments
which have a connection with the central segment. This is important in that, even though
the assumptions made in this thesis are not hold in reality (e.g. the source is not uniformly
distributed), there is still greater possibility that we could realize the better gas extraction
by installing the wells in those segments.
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e The best gas extraction for one- and two-well cases are found at the crossing points of
several roadways in the central segment. But this is not true for the three-well case. In other
words, when the third well is installed as well in the central segment, the extraction becomes
lower than the other combinations when the third well is installed in one of the most remote
segments due to the interaction of the wells. For the three-well case, the combination of two
wells in the central segment and one in the segment farest from the central segment achieve
the best extraction. This is because the distance between the wells is great enough, reducing
the interaction and resulting in a higher extraction from each well.

e The installation of a single well could be enough since the time until the velocity field attains
steady state does not differ much whether we use one, two or three wells. However, we
must be able to guarantee that the methane does not escape from the mine. Unfortunately,
however this can not be confirmed by this horizontal example alone.

6.2 Outlook

This thesis contained quite a lot of challenges and some shortcomings remain mainly resulting
from the lack of information and enormous computational time required by iterations of real
world simulations which we would not necessarily have had to take into account if we had just
had to carry out a single simulation.

The shortcomings and the countermeasures of this research are as follows.

Shortcomings and countermeasures

e The simulation model has to be more sophisticated. In reality, each of the following nec-
essary improvements is worth for further challenging research. Even then, it will still not
be able to be applied for simulation-optimization purposes because the computational time
will be much larger than the cases dealt with in this thesis. Nevertheless, I recommend the
following improvements:

— The so-called free flow boundary condition should be added to allow the increase/
decrease of the primary variables at the extraction well. This is necessary to optimize
the methane extraction instead of the gas extraction.

— A (multiphase) pipe flow network model or (multiphase) flow model governed by
Navier-Stokes equations should be applied to reproduce the natural processes in the
roadways more accurately and also be coupled with this multiphase flow model for
the porous media.

e Some optimization models should be added. Simulated Annealing is a non-derivative and
global search method which generally requires a lot of iterations. This algorithm was ap-
plied in this thesis since we did not know the shape of the objective function. However, it
was finally recognized that we could probably use other methods such as the Levenberg-
Marquardt method for this example to reduce the number of iterations. A gradient type
method would be useful if we used this model for parameter-identification purposes.
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e The objective funtion would be more detailed if we could acquire more information. In other
words, the objective function can be reformulated in such a way that it supplies additional
aspects (e.g. cost, risk).

e Ideally speaking, 3D simulations should be carried out, especially in order to discover how
much methane can be extracted by the wells and how much reaches the surface.

Finally, the principle in this thesis can be extended widely to many contexts for simulation-
optimization and parameter identification. For instance, reseach into parameter identification
which will utilize the know-how obtained in this thesis has already started.
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Zusammenfassung

Einleitung

Innerhalb der letzten Jahrzehnte spielte der Bergbausektor eine gro3e Rolle bei der Energiepro-
duktion auf der ganzen Welt. Die wichtige Bedeutung des Kohlebergbaus kann an der Tatsache
abgelesen werden, dass 1951 die Europédische Kohle- und Stahlgemeinschaft (European Coal and
Steel Community, ECSC) eingerichtet wurde, die den Ursprung der heutigen Européischen Union
bildet.

Da Erdol die Kohle im Laufe der letzten Zeit als Hauptenergiequelle abloste, verdnderte sich
gezwungenermallen die Rolle des Bergbaus. Dieser Umschwung fiihrte zu einem Schlieen der
Kohlebergwerke in den industrialisierten Lindern.

Aus den SchlieBungen ergeben sich einige negative Aspekte. Zum Beispiel werden nach dem
Abwerfen einer Kohlegrube in der Regel die Bewetterung und die Wasserhaltung eingestellt.
In den Kohlebergwerken wurde normalerweise Methangas innerhalb der Kohlefloze adsorbiert.
Methan ist ein Treibhausgas, dessen Einfluss sehr viel groBer als der von Kohlenstoffdioxid ist.

Die Methanemissionen rufen kaum Probleme hervor, wenn die Bergwerke in Betrieb sind, da
hier die Emission iiber die Ventilation der Anlage kontrolliert wird. Das Einstellen der Beliiftung
und damit das SchlieBen von Gaskontrolleinrichtungen, hat jedoch zu einer unkontrollierten
Methangasmigration an die Erdoberfliche gefiihrt, die {iber Schichte, durchlissige Schichten,
Verwerfungen und durch den Bergbau hervorgerufene Kliifte stattfindet.

Methangasaustritte in bewohnten Gebieten sind gefihrlich, da Methan explosiv ist und die
Ansammlung von Methan in Hiusern eine Gesundheitsgefdhrdung der Bewohner darstellt. Wenn
jedoch der Gasstrom grof3 genug ist und ein kontrolliertes Fordern moglich ist, kann Methan auch
als Energiequelle genutzt werden (z.B. Abandoned Mine Methane (AMM), Methanhydrat, etc.).

Um eine Forderung ermoglichen zu kdnnen, wird von vielen Institutionen eine gro3e Anzahl von
Untersuchungen durchgefiihrt. Die vorliegende Arbeit konzentriert sich hauptsichlich auf zwei
Aspekte:

Der erste Schwerpunkt ist die Entwicklung eines sogenannten Simulations-Optimierungs-
Modells. Der Autor hat ein Optimierungsmodell eingesetzt, welches mit einem Mehrphasen-
Mehrkomponenten-Modell gekoppelt ist. In der vorliegenden Arbeit wird dieses Modell da-
raufhin zugeschnitten, bessere (optimale) MethanextraktionsmaB3nahmen aus Kohlebergwerken
zu finden.

Die Frage, wie das Methan aus den Bergwerken extrahiert werden kann, ist immer von grof3er
Bedeutung fiir die Betreiber. Deshalb wird versucht, ein numerisches Tool zur Verfiigung zu
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stellen, um die Entscheidungsfindungen unterstiitzen zu konnen. Die Moglichkeiten der Mod-
ellierung von realen Lagerstitten haben innerhalb der letzten Jahrzehnte stark zugenommen, da
leitungsfihige numerische Methoden und Rechner (Parallelrechner) entwickelt worden sind.

Heutzutage wird die Entwicklung von sogenannten ’decision support systems’ (Entscheidung-
shilfesystemen), die auch die Fihigkeiten der Modellierung in sich vereinigen, immer hdufiger in
Erwigung gezogen. Das hier vorgestellte Simulations-Optimierungs-Modell ist in diese Richtung
ausgelegt. Obwohl der Einsatz des Simulations-Optimierungs-Modells in dieser Arbeit auf die
Anwendung beschrinkt ist, geeignete Methanextraktionsmodelle zu untersuchen, kann das Mod-
ell an sich in analoger Weise fiir viele Problemstellungen verwendet werden, deren abstrahierte
Prozesse mit Mehrphasen-Mehrkomponenten-Modellen berechnet werden konnen.

Der zweite Schwerpunkt dieser Arbeit liegt darin, Vergleichsstudien fiir die Simulation der
Methanmigration und Methan-Wasser-Interaktion in wassergesittigten Kohlebergwerken mit un-
terschiedlichen Modellkonzepten durchzufiihren. Diese Arbeit beinhaltet eine Weiterentwick-
lung eines Zweiphasen-Dreikomponenten-Modells (Phasen: Wasser, Gas; Komponenten: Wasser,
Luft, Methan), um die Massentransferprozesse zwischen den Phasen mit einbeziehen zu konnen.
Das neu entwickelte Modell wurde mit einem bereits vorhandene Zweiphasen-Modell fiir einen
Beispielfall in der gesittigten Zone verglichen.

Diese Vorgehensweise ist notwendig, um ein geeignetes Modellkonzept wihlen zu kdnnen, das
fiir die gesamte Forschungsarbeit angewendet werden kann. Eine Beriicksichtigung der Massen-
transferprozesse zwischen den Phasen kann sehr wichtig werden, besonders wenn die Kohleberg-
werke nach dem Wiederanstieg des Grundwassers modelliert werden. Hierbei kann die Losung
des Methans in der fliissigen Phase unter bestimmten Bedingungen gro3e Ausmafle annehmen.

Mehrphasen-Mehrkomponenten-Modell

Zwei Modelle werden in dieser Arbeit verwendet. Dies ist zum einen ein Zweiphasen-Modell
(Wasser, Gas) und zum anderen ein Zweiphasen-Dreikomponenten-Modell (Phasen: Wasser, Gas;
Komponenten: Wasser, Methan, Luft). Der grote Unterschied zwischen diesen beiden Modellen
besteht darin, dass der Massentransfer zwischen den Phasen vom Zweiphasen-Dreikomponenten-
Modell mit beriicksichtigt werden kann und der Transport der Komponenten in den Phasen.

Zweiphasen-Modell

Eine schematische Darstellung des Zweiphasen-Modellkonzepts wird links in Abb. 1 gezeigt.
Es gibt zwei nicht-mischbare Phasen: eine fliissige Phase und eine Gasphase. In diesem Model-
lkonzept werden die Masseniibergiinge zwischen den Phasen nicht beriicksichtigt. Die Massener-
haltungsgleichungen fiir dieses Zweiphasen-Modell werden fiir jede einzelne Phase hergeleitet,
so dass sich zwei Gleichungen fiir die Primirvariabeln ergeben. Dieses Gleichungssystem wird
mit Nebenbedingungen und konstitutiven Beziehungen geschlossen.

Zweiphasen-Dreikomponenten-Modell

Eine weitere schematische Darstellung des Zweiphasen-Dreikomponenten-Modellkonzepts wird
rechts in Abb. 1 dargestellt. Hier gibt es wiederum zwei nicht-mischbare Phasen, eine fliissige
Phase und eine Gasphase, wobei beide aus den drei Komponenten Wasser, Methan und Luft beste-
hen. Dieses Modell kann die Masseniibergangsprozesse (z.B. Losung, Ausgasung), die durch das
Henry-Gesetz beschrieben werden, berticksichtigen. Die Massenerhaltungsgleichungen werden
fiir dieses Modell in Bezug auf die einzelnen Komponenten hergeleitet. Somit liegen hier drei
Gleichungen vor.
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Abb. 1: Konzeptionelle Darstellung fiir das Zweiphasen-Modell (links) und das Zweiphasen-
Dreikomponenten-Modell (rechts)

Vergleichende Untersuchung

Mit den beiden vorhergenannten Modellen wird eine vergleichende Untersuchung durchgefiihrt,
um ein besseres Modellkonzept fiir die Simulation von Methanmigrationen wéhlen zu konnen.
Hierzu wurde ein einfaches Beispiel innerhalb der gesittigten Zone gewihlt.

Bedingungen der Simulation

Die Parameter, die fiir die beiden Modelle benotigt werden, sind teilweise unterschiedlich. Dies
bedeutet, dass es sehr schwer ist, genau das selbe Beispiel berechnen zu konnen, solange keine
Transformationen zwischen den entsprechenden Parametern gegeben sind. Dennoch werden die
Beispiele so aufgestellt, dass sie einander so dhnlich wie moglich sind. Der Einfachheit halber
wird ein System betrachtet, das aus einer homogenen Schicht besteht in dem eine linienférmige
Methanquelle liegt (s. Abb. 2). Die schematische Darstellung, das Berechnungsgitter und das Feld
der absoluten Permeabilitit sind jeweils auf der linken, mittleren und rechten Seite gezeigt. Das
System soll ein wassergesittigtes Kohlenbergwerk repriasentieren nachdem der Grundwassere-
intritt stattgefunden hat. Das System ist 200 m lang und 200 m hoch, das Gebiet ist mit 256
rechteckigen Elementen und 289 Knoten diskretisiert. Die Linienquelle des Methans befindet
sichbei 30 m < x < 170 m, z = 50m (150 m unter der Oberfliche). Die absolute Permeabilitit
betriigt 1.0 x 10~12 m?. Die weiteren Parameter sind in Kapitel 4 im Hauptteil der Arbeit genannt.

Mit Hilfe der beiden Modelle wird nun fiir diese Bedingungen das aufwirtsgerichtete Migrieren
des Methans simuliert. Die Ergebnisse sind in Abb. 3 gezeigt. Die Verteilung der Methansittigung
ist fiir den Zeitpunkt r = 10 Tage fiir das Zweiphasen-Dreikomponenten-Modell oben links und fiir
das Zweiphasen-Modell oben in der Mitte dargestellt. Man kann deutlich sehen, dass das Methan
bei der Anwendung des Zweiphasen-Modells schneller nach oben migriert. Um untersuchen zu
konnen wo dieser Unterschied entsteht, wird fiir jeden Zeitschritt die Masse des Methans in jeder
Phase an jedem Knoten berechnet (02/*So X" (ot = w,g) [kg/m>s]). Die Verteilungen in der
Gasphase (oben rechts) und in der Wasserphase (unten links) zum Zeitpunkt # = 10 Tage sind in
Abb. 3 gezeigt. Zusitzlich wird die gesamte Masse des Methans basierend auf den Knotenwerten
berechnet und das Verhiltnis der Methanmasse in jeder Phase zur gesamten Masse wird fiir die

ersten 20 Tage ausgewertet. Das Ergebnis ist unten rechts in Abb. 3 dargestellt.

Das Methan, das in das System eingebracht wird, 16st sich zunichst in der Wasserphase bis die
Menge der Losung die Kapazitit erreicht, die durch das Henry-Gesetzt festgelegt wird. Dann
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Dirichlet : Pg=Patm, Sw =1.0 Xmg=0.0 (for 2p3c)

200 200
175 f 175
150 f 150
Initial Condition 125 ; 125

Pg=Phydrostatic, Sw =1.0
Xmg=0.0 (for 2p3c)

no flow
no flow

E100 1 E
E100 5 E100

75 75

50 50

5E-6 [kg/m3s] (2p)
5E-6/0.016 [mol/m3s](2p3c)

ydrostatic pressure

0 ] L — L — A — T 0
no flow 50 100 150 200
X [m] X [m]

Abb. 2: Schematische Darstellung des Systems (links), des Berechnungsgitters (Mitte) und des
Feldes der absoluten Permeabilitit [m?] (rechts)
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0.0 /—"m—"———FT"—""—"—"T7———T
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in water phase (z=50m)
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X [m]
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Ratio of methane mass in each phase to the total [-]

Abb. 3: Verteilung der Gassittigung nach 10 Tagen. Simulation mit Zweiphasen-
Dreikomponenten-Modell (oben links) und Zweiphasen-Modell (oben Mitte). Verteilung der
Methanmasse in jedem Knoten in der Gasphase (oben rechts) und in der Wasserphase (unten
links). Das Verhiltnis der Methanmasse in jeder Phase zur gesamten Masse bis zum Tag 20 (un-
ten rechts).
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kann kein weiteres Methan mehr von der Wasserphase aufgenommen werden ,und die Masse des
Methans in der Gasphase beginnt zu steigen. Der Anteil in der Gasphase nimmt im Laufe der
Simulation weiter zu. Am Ende der Simulation wird eine endgiiltige Verteilung der Methan-
masse in Wasser und Gas erreicht. Das Verhiltnis der Methanmasse in der Wasserphase zur
Gesamtmasse betrigt in dem hier dargestellten Fall ca. 20%, wobei dieser Wert selbst stark
schwankt in Abhéngigkeit von den Simulationsbedingungen. Hiermit ist folgende Erkenntnis
verdeutlicht:Die Ursache fiir eine langsamere aufwirtsgerichtete Methanmigration im Falle des
Zweiphasen-Dreikomponenten-Modells wird durch das Losen des Methans in der Wasserphase
hervorgerufen. D.h. die Masse, die in die Gasphase iibergeht ist kleiner, was hochstwahrscheinlich
zu einer langsameren Migration der Methanfront fiihrt.

Mit diesen und den weiteren Ergebnissen aus Kapitel 4 konnen wir die folgenden Schliisse ziehen.

e Das Methan, welches in den gesittigten Aquifer eingebracht wird, wird zunichst in der
Wasserphase gelost. Anschlieend beginnt die Masse des Methans in der Gasphase zu
steigen. Das endgiiltige Verhiltnis der Methanmasse in der Wasserphase zur Gesamtmasse
fiir dieses kiinstlich erzeugte Beispiel betragt in etwa 20%.

e Die durchgefiihrten Vergleiche zeigen, dass aufgrund der Modellunterschiede die
Geschwindigkeit der nach oben migrierenden Methangasfront iiberschitzt werden
kann, wenn das Zweiphasen-Modell anstatt des Zweiphasen-Dreikomponenten-Modells
angewendet wird.

e Wenn man sich in der ungesittigten Zone befindet, ist es moglich, das Methan durch Ga-
sextraktion zu fordern. In der ungesittigten Zone muss jedoch beriicksichtigt werden, dass
sich das Methan auch als Komponente in der Wasserphase befindet.

Optimierungsmodell

Nachdem durch die durchgefiihrten Vergleichsrechnungen ein geeignetes Modellkonzept aus-
gewihlt wurde, war das Ziel, ein Optimierungsmodell zu entwickeln und dieses fiir das Auffinden
der optimalen Lage von Extraktionsbrunnen einzusetzen. Hierzu wurde ein geschlossenes
Kohleabbaugebiet in der ungesittigten Zone simuliert, indem die Lage von ein bis drei Brunnen
festgelegt werden sollte.

Simulated Annealing

Die Wahl eines geeigneten Optimierungsmodells hingt im Wesentlichen von den Eigenschaften
der Zielfunktion ab. Die Eigenschaften, die fiir die Zielfunktion der folgenden Anwendungen
angenommen werden, lauten:

e Die exakte Form der Zielfunktion ist unbekannt. Es ist jedoch sicher, dass es mehrere lokale
Extrema gibt.

e Es ist nicht sicher, ob die Zielfunktion ohne Schwierigkeiten ableitbar ist.
Deshalb wurde in dieser Arbeit ein Simulated Annealing (SA) Algorithmus gewihlt, da hier keine

Ableitungen berechnet werden miissen und der Algorithmus relativ robust ist, unabhédngig von
der Form der Zielfunktion. Eine typische Eigenschaft des Simulated Annealing ist, dass es neben
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Losungen mit einer verbesserten Zielfunktion auch - in einem gewissen Malle - Losungen mit
einer verschlechterten Zielfunktion akzeptiert

Nach Abschluss der Untersuchungen wurde deutlich, dass unter Umsténden auch andere Metho-
den, inklusive Verfahren mit Berechnung der Ableitung, verwendet werden konnten. Diese Erken-
ntnis war jedoch erst nach Untersuchungen mit dem Simulated-Annealing-Algorithmus moglich.

Die Kopplung in MUFTE-SA

Um Simulations-Optimierungs-Probleme 16sen zu konnen, muss ein Optimierungsmod-
ell mit einem Simulationsmodell gekoppelt werden. Die Kopplung eines Mehrphasen-
Mehrkomponenten-Modells (MUItiphase/multicomponent, Flow, Transport and Energy model -
Unstructured Grid (MUFTE-UG)) mit dem Simulated-Annealing-Algorithmus ist in Abbildung
4 gezeigt. Das Gesamtmodell wird im Folgenden als MUFTE-SA bezeichnet.

Zuerst miissen die fiir MUFTE-SA notwendigen Anfangsparameter gesetzt werden. Diese sind
unter anderem, der anfangliche Entscheidungsvektor fiir Simulated Annealing und die Anfangs-
und Randbedingungen fiir MUFTE. Dann wird das Anfangsnetz mit Hilfe der Eingangsinfor-
mationen vom Netzgenerator ART generiert. Die Anfangs- und Randbedingungen werden an-
schlieBend gemill den Regeln des Simulationsprogramms MUFTE-UG dem Netz zugewiesen
und die erste Simulation wird gestartet.

Der Wert ist nichts anderes als die Antwort auf diese Simulation. Somit erhalten wir diesen Wert,
der mit dem anfénglichen Entscheidungsvektoqr berechnet worden ist. Der nichste Entschei-
dungsvektor ergibt sich aus dem Simulated Annealing basierend auf dem SA-Algorithmus, ART
generiert ein neues Netz und MUFTE-UG berechnet die Zielfunktion fiir den ndchsten Vektor.

Anschlieend wird die aktuelle Zielfunktion mit der vorherigen Zielfunktion verglichen ,und die
Akzeptanz fiir die neue Losung wird nach der Regel der Boltzmann-Wahrscheinlichkeit bestimmt.
Nachdem diese Prozedur wiederholt wird, endet die Optimierung wenn das Abbruch-Kriterium
erreicht ist.

Parallelisierung von MUFTE-SA

SA wurde mit Hilfe der Gebietszerlegungsmethode parallelisiert, da ein Zyklus der SA-Prozedur
(z.B. von der Generierung des niichsten Zustandes bis zur Uberpriifung des Abbruch-Kriteriums
in Abb. 4) ca. 7 - 8 Stunden fiir die vorliegende Anwendung dauert (ein Iterationsschritt). Im All-
gemeinen bendtigt jedoch SA Hunderte von Iterationen. Als ein Beispiel konnen wir die gesamte
Zeit fiir einen Extremfall mit einer einfachen Berechnung abschétzen: 7 Stunden x 1000 Iteratio-
nen / 24 Stunden = 292 Tage, was als Berechnungsdauer nicht akzeptabel ist. Aus diesem Grund
war eine Parallelisierung notwendig.

Die verwendete Parallelisierungsstrategie ist in Abb. 5 gezeigt. Fiir die Parallelisierung werden
die Strecken im Abbaugebiet in n Segmente unterteilt (hier: » = 23). Dann werden k Extrak-
tionsbrunnen in k£ von den n Segmenten eingerichtet. Die Verteilung erfolgt nach einer Pertuba-
tionsregel oder nach ingenieurmifiger Abschitzung. Jede MUFTE-SA-Prozedur wird dann auf
einem Knoten des Parallelrechners ausgefiihrt. Anschlieend werden die Ergebnisse der einzelnen
Knoten zusammengefiihrt.Die Rechnung wird beendet, wenn das Gesamtergebnis das Abbruch-
Kriterium erfiillt. Andernfalls wird eine neue Iteration gestartet. Hierdurch wird die Gesamtzeit
reduziert. Bei 23 Knoten ergibt sich zum Beispiel eine Rechenzeit von 292 Tagen / 23 ~ 12,7
Tage.
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Give inital conditions for MUFTE-SA

Generate a state and the corresponding mesh with the

state by a mesh generator ART

Calculate the objective function for the state by MUFTE

Compare the objective function of current state with that of the previous state
Is the stopping criteria of SA reached ?

Yes

End

Abb. 4: Kopplung von MUFTE mit SA (MUFTE-SA) und dem Netzgenerator ART

’ Divide the entire domain into n segments

’ Choose k segments from the n segments and install k wells there }-—

MUFTE-SA ( seg 1) MUFTE-SA ( seg 2) MUFTE-SA ( seg k)
on Node 1 of Cluster on Node 2 of Cluster on Node i of Cluster No

T T

’ Is the stopping criterion reached ?}

Yes

(XLU, YLU) (Xup, Yup) (xR, YRU)

k
/
= ? Xinit

# Xnex

(XLD, YLD) ’ (XRD, YRD)
(Xdown. Ydown)

Abb. 5: Parallelisierung durch Gebietszerlegung (oben). Beispielgebiet fiir die Gebietszerlegung
(unten).
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Anwendung von MUFTE-SA

Als die Hauptaufgabe in dieser Arbeit wird das Simulations-Optimierungs-Modell MUFTE-SA
am Standort Dortmund, Deutschland angewendet. Hier existierte eine stillgelegte Kohlengrube
untertage, und zur Zeit befindet sich iiber dieser Stelle ein Mobelgeschift. Der Standort wurde
durch Diskussion mit der Deutschen Montan Technologie GmbH (DMT) gewihlt, die uns die
Daten zur Verfiigung gestellt hat.

Stillgelegte Kohlengrube im Ruhrgebiet

Die Lage des Standorts ist in Abb. 6 gezeigt. In der linken oberen Karte wird Dortmund durch
einen Kreis markiert. Die Karte auf der rechten Seite stellt die Umgebung im Ruhrgebiet dar.
Eine schematische 3D-Ansicht der Kohlengrube ist Abb. 7 links gezeigt. Die dunklen Linien
im Bild zeigen Strecken in einem ehemaligen Kohleabbau, die einem Hohenniveau von z = -
40 m (der Ursprung der z-Koordinate ist an der Erdoberfldche) entsprechen. Die hellen Linien
zeigen das Hohenniveau bei z = - 60 m. Zwei vertikale Schichte wurden als Einstieg zu den
Kohlearbeiten untertage benutzt. Die Schichte sind jetzt verfiillt, das Foto rechts in Abb. 7zeigt
eine Schacht6ffnung nach der Versiegelung.

Es gibt zur Zeit kaum Informationen, wie der Zustand in dem ehemaligen Bergwerk ist. In anderen
Worten: Das Zusammenbrechen umliegender Schichten konnte zu einem Verfiillen der Strecken
gefiihrt haben. Dies wird jedoch im Weiteren nicht beriicksichtigt. Methan, das in den nicht abge-
bauten Kohleflozen in der Mine noch adsorbiert ist, wird kontinuierlich desorbiert. Dieses soll
aus den abgeworfenen Anlagen mit Hilfe von passiven Entgasungsbrunnen extrahiert werden.

Die Lage der Extraktionsbrunnen soll optimiert werden. Fiir diesen Fall kann die Zielfunktion
folgendermaBen ausgedriickt werden:

num

obj =Y {f(Qi(pam i)} (1)

i

Hierbei ist pg, der atmosphirische Druck, der das Einrichten einer passiven Extraktionsan-
lage anzeigt. x; =(x;,y;,z;) sind die Koordinaten des Extraktionsbrunnens. Qg ; ist die geforderte
Methanmenge pro Brunnen i.

Es zeigte sich, dass die Simulierung des gesamten Abbaugebietes mit einem 3D-Modell zu kom-
plex ist, und dass es zu viel Berechnungszeit fiir die Optimierung in Anspruch nehmen wiirde.
Deshalb wurde entschieden, nur das Abbaugebiet, welches sich auf einem Level von z = - 40
m befindet, mit dem Zweiphasen-Dreikomponenten-Modell zu modellieren. Der Kohleabbau
befindet sich in der ungesittigten Zone, so dass das Zweiphasen-Dreikomponenten-Modell nicht
unbedingt notwendig ist. Dieses Modell wird jedoch mit dem Hintergrund verwendet, dass auch
spitere Fille, in denen das Grundwasser wieder in das System eingetreten wird, berechnet wer-
den konnen. Der Entscheidungsvektor x; entspricht der x-Koordinate des Extraktionsbrunnens,
die entlang der Mittellinie eines der 23 Segmente verlduft in die das Gebiet aufgeteilt wurde
(siche Abb. 5). Da zu erwarten war, dass die Rechenzeit sehr grof3 sein wird wenn alle moglichen
Kombinationen von zwei oder drei Segmenten beriicksichtigt werden, in denen der Extraktions-
brunnen liegen kann, wurde folgende ingenieurméfige Vereinfachung gewéhlt: Ein Brunnen von
zwei (fiir den Zwei-Brunnen-Fall) oder zwei Brunnen von drei (fiir den Drei-Brunnen-Fall) diirfen
sich nur im zentralen Segment 23 bewegen. Der zweite bzw. dritte Brunnen wird dann im Segment
i (i =0,..23) eingerichtet.
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Abb. 6: Lage des Standorts (Diese Karte wurde vom Stadtplandienst http://www.stadplandienst.de
heruntergeladen und nachbearbeitet.)

Abb. 7: Eine 3D-Ansicht der abgeworfenen Schachtanlage in Dortmund (links). Die dunkle Farbe
zeigt den Abbau auf Level z = - 40 m, die helle Farbe auf Level z = - 60 m. Das Foto auf der rechten
Seite zeigt einen versiegelten Schachteingang.
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Ein bis drei Brunnen im Grubengebiet

In Abb. 8 werden Druckfelder gezeigt, die Beispiele fiir ein bis drei Brunnen veranschaulichen,
an deren Stellen Extraktionsraten in optimaler Weise erhalten wurden. Weitere Einzelheiten sind
in Kapitel 5 im Hauptteil der Arbeit erldutert.

Durch diese und vorausgehende Anwendungen konnten die folgenden Aussagen getroffen wer-
den:

e Je dichter ein Brunnen an einem Ende der Strecken liegt oder je enger zwei Brunnen
beieinander liegen, desto geringer wird die erhaltene Gasmenge.

e Die groBite durchschnittliche Gasmenge in einem Segment ergibt sich, wenn der Brun-
nen im zentralen Segment 23 eingerichtet wird, wo das Gas der Umgebung am einfach-
sten und schnellsten gesammelt werden kann. Diese Tendenz lisst sich auch fiir Segmente
beobachten, die mit dem zentralen Segment 23 verbunden sind.

e Die beste Gasextraktionsrate kann in der Regel in den Kreuzungspunkten erreicht wer-
den, wo mehrere Strecken Segment 23 schneiden. Dies ist jedoch nur giiltig fiir bis zu
zwel Brunnen. Sobald ein dritter Brunnen in Segment 23 errichtet wird, verringert sich
die Extraktionsrate aufgrund von Interaktionen zwischen den Brunnen. Die Kombination
23 — 23 fiir den Zwei-Brunnen-Fall oder 6 — 23 — 23 fiir den Drei-Brunnen-Fall erzielt sehr
gute Resultate. Hier ist der Abstand zwischen den Brunnen grof3 genug, so dass kaum eine
gegenseitige Beeinflussung stattfinden kann.

e Die Einrichtung von nur einem Brunnen konnte ausreichen, da sich die Zeitspanne, die das
Geschwindigkeitsfeld benotigt, um einen stationdren Zustand zu erreichen, fiir den hier be-
trachteten Fall und das hier betrachtete System nur sehr wenig unterscheidet, wenn ein, zwei
oder drei Brunnen eingerichtet werden. Wenn jedoch ein anderer Systemaufbau gewdhlt
wird, in dem das Gas auch durch die seitlichen Begrenzungsflachen der Strecken entwe-
ichen kann, muss weiterhin sichergestellt werden, dass der GroBteil des Methans extrahiert
werden kann. Eine Aussage hieriiber ist jedoch mit dem vorliegenden Modell grundsétzlich
moglich, wurde aber nicht untersucht.
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Abb. 8: Optimaler Standort fiir einen (oben), zwei (Mitte) oder drei (unten) Brunnen. Die Kreise
zeigen an, wo die Brunnen eingerichtet sind.
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Zusammenfassung

Die Hauptaufgabe dieser Arbeit war, eine Kopplung eines Simulations- mit einem Opti-
mierungsmodell durchzufiihren. Dieses Modell wurde auf eine abgeworfene Kohlengrube im
Ruhrgebiet angewendet, um eine bessere Methanextraktionsstrategie entwerfen zu konnen.
Hierbei kann besonders hervorgehoben werden, dass es sich um eine Anwendung fiir ein
reales System handelt, was im Allgemeinen keine einfache Aufgabe ist aufgrund der enormen
Berechnungszeiten, die fiir eine 'Real-World’-Simulation und fiir die Iterationen fiir den Opti-
mierungsprozess notwendig sind. Um dieses Problem der sehr groen Rechenzeiten 16sen zu
konnen, wurde ein Parallelrechner eingesetzt.

Weiterhin wurden verschiedene Modellkonzepte, z.B. ein Zweiphasen-Modell (Fliissigkeit, Gas)
und ein Zweiphasen-Dreikomponenten-Modell (Phasen: Fliissigkeit, Gas; Komponenten: Wasser,
Methan, Luft) miteinander verglichen, um den Effekt untersuchen zu konnen, dass sich das
Methan in der Fliissigphase 10st.

Die Hauptergebnisse sind:

e Ein Zweiphasen-Dreikomponenten-Modell wurde weiter entwickelt. Dieses Modell er-
laubt es, den Losungsprozess in und den Ausgasungsprozess aus der fliissigen Phase
abzuschitzen.

e Der Simulated Annealing Algorithmus wurde neu programmiert und dabei besonders auf
eine Untersuchung von Gasextraktionsraten in abgeworfenen Kohlegruben in komplexen
Abbaugebieten zugeschnitten. Hierbei wurde ins Besondere die Bewegung der Extraktions-
brunnen entlang der Abbaustrecken angepasst.

e Eine Kopplung des Zweiphasen-Dreikomponenten-Modells mit dem Simulated Anneal-
ing Algorithmus wurde realisiert (MUFTE-SA). MUFTE-SA kann generell fiir alle Fille
angewendet werden, die mit einem Mehrphasen-Mehrkomponenten-Modell simuliert wer-
den konnen.

e Die Prozeduren der Optimierung wurden parallelisiert. Hiermit konnte eine deutliche Ver-
ringerung der Gesamtzeit erreicht werden.

Die grundlegenden Methoden und Prozeduren, die im Rahmen dieser Arbeit entwickelt wurden,
konnen in vielen Bereichen fiir die Simulations-Optimierung und die Parameter-Identifizierung
erweitert werden. Zum Beispiel hat bereits eine Arbeit zur Parameter-Identifizierung begonnen,
die das in der vorliegenden Arbeit erarbeitete Know-How einsetzen wird.
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