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Abstract and Chapter Summaries

Abstract

Interactive visualization of large data sets is only possible with efficient algorithms for all parts
of the visualization pipeline. This thesis analyzes the filtering and the rendering steps of this
pipeline for several fundamentally different data types. Two key techniques that are employed
throughout this work are the use of hierarchical methods and graphics-hardware-based imple-
mentations of the presented algorithms.

In order to improve the efficiency of filtering, both linear and nonlinear filters are accelerated
using graphics hardware for the computation. For many algorithms hierarchical filters based on
wavelets are needed and, therefore, inspected as well. Finally, the quality of the achieved results
is analyzed, as the accuracy of graphics-card-based approaches is limited by register sizes and
framebuffer depths.

During rendering hierarchical approaches allow for a compact representation of partially detailed
data. Additionally, the user can trade visualization speed for quality. Sparse grids allow for ex-
tremely compact representations, thus interpolated data from sparse grids would no longer fit
into main memory. This raises the need for visualization algorithms working directly on the
sparse grid coefficients. The interpolation process is expensive, but graphics hardware is usually
too inaccurate to be used for acceleration. Thus, the rendering process is parallelized with MPI,
using a ray distribution scheme that implicitly generates previews with lower resolution during
rendering. For unstructured data a compact hierarchical representation with radial basis func-
tions is introduced that can be employed for rendering at interactive frame rates using graphics
hardware.

Completely uncorrelated data like astrophysical n-body problems have high spatial resolution
which is lost during resampling for volume rendering. A new hierarchical splatting approach
is presented that is able to visualize tens of millions of points interactively for steady and time-
dependent data sets.

The used data representations have different approximation capabilities, thus the properties of
the different data encodings are analyzed by comparing several data sets that exhibit different
amounts of features.



14 Abstract and Chapter Summaries

Chapter Summaries

Chapter 1 introduces the visualization pipeline and motivates hierarchical methods and graphics-
hardware-based algorithms. Additionally, it lists all cooperations that have been involved in the
creation process of this thesis.

Chapter 2 explains basic technologies and algorithmic approaches that are needed throughout
this work. Overviews about graphics hardware and its rendering pipeline are presented as well
as general ideas about hierarchical methods and the mathematical basis of volume visualization.
As most of this work deals with three-dimensional data sets, the employed volume rendering
algorithms are explained and characterized according to the order of their basic operation steps.

Linear filters are addressed in Chapter 3. Filtering is widely used for reducing noise, enhancing
detail structures, and feature extraction. Segmentation processes are usually based on filters as
well. Discrete linear filters (convolutions) for two-dimensional images are part of the imaging
extension of OpenGL, this chapter deals with the implementation of a three-dimensional volume
filter based on these image filters. Texture coordinate details are analyzed, followed by the
performance comparison to a software solution.

Chapter 4 deals with one special kind of nonlinear filters, the so-called morphological operators.
Compared to the previous approach this type of filter cannot be expressed with convolutions. As
applying morphological filters is a completely memory bandwidth bound problem, the speedup
gained by using graphics hardware for the filtering process is much higher compared to linear
filters. The chapter deals with the decomposition of morphological operators into lower dimen-
sional filters, hardware-based filtering implementation details, and overlapping texture memory
writes. Finally, the performance of hardware- and software-based algorithms is evaluated for the
SGI Octane and a modern PC with a GeForce FX graphics card.

More complex operators are often described with hierarchical filter types. One of the best under-
stood multiresolution techniques is the wavelet analysis. In Chapter 5 its discrete decomposition
and reconstruction steps are analyzed and accelerated using graphics hardware. For implement-
ing wavelets on fixed function graphics pipelines, a mathematical model of the OpenGL pipeline
is developed, and the wavelet filtering steps are mapped to this model. Three different approaches
are examined; two use different data mappings on the imaging pipeline, and the third uses the
programmable fragment pipeline of modern PC graphics cards to further accelerate the process.
During wavelet decomposition the evaluated coefficients may exceed the range[0,1] supported
by the framebuffer, thus a scaled and biased version of the wavelet analysis is developed, leading
to different filter specifications for even and odd pixel positions. Finally, performance and accu-
racy is analyzed on both SGI Octane and modern PC hardware with respect to register sizes and
framebuffer depths.

Another multiresolution analysis is investigated in Chapter 6. The so-called sparse grids have
theoretically ideal approximation quality with respect to the number of basis functions, which
makes them perfect candidates for computational mathematics. In this chapter the visualization
of data on these sparse grids is accelerated by parallelization using MPI, as graphics hardware
is usually not accurate enough to cope with sparse grids of higher levels. New approaches em-
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ploy Whitney forms on sparse grids for the representation of 1-forms like magnetic fields. As
interpolation on these data sets is extremely expensive, efficient visualization is only possible if
previews can be presented to the user during interaction. The developed ray assignment function
for the used raycasting algorithm is able to generate these previews implicitly and balances the
load almost perfectly without the need for an additional master node for distributing the rays to
the render nodes. Finally, some figures demonstrating the performance scaling and load balanc-
ing quality are presented.

Sparse grids are not good at approximating data sets given on structured or unstructured grids,
which leads to the introduction of radial basis functions as another hierarchical data representa-
tion in Chapter 7. The parameters of the radial basis functions are determined by a clustering
approach that leads to octree-based grid structures. In order to exploit the graphics adapter for
rendering data sets based on these basis functions the data has to be encoded in textures for fast
lookup from the decoding fragment programs. Often a single octree cell contains more basis
functions than can be handled in a single rendering step, and intermediate images have to be
rendered to a P-buffer. The evaluation of the basis functions itself is embedded in the fragment
program used for decoding the texture data. Finally, several data sets are encoded and analyzed
using this approach.

For some data sets like solutions of astrophysical n-body problems the most important informa-
tion is not correlated with the scalar or vectorial data represented by the basis functions, but the
mere positions of the basis functions themselves. In this case any interpolation-based represen-
tation of the data set reduces the spatial resolution inherent to the data. Chapter 8 introduces a
splatting approach that renders the basis functions directly as points and is thus not affected by
interpolation. The points are stored in a hierarchy that is created using principal component anal-
ysis and compressed employing quantization of relative coordinates. In the time-dependent case,
the quantized data is additionally Lempel-Ziv compressed and loaded on demand from the hard
disk. These out-of-core techniques are needed for the interactive visualization of time-varying
data sets, because their size is usually too large for the available main memory, and only one set
of spline parameters is necessary for evaluation of particle positions at any given time step. The
combination of these techniques allow for a smooth visualization of four-dimensional data sets.
In order to render several points with a single OpenGL call, point data and hierarchical cluster
structures are stored separately. During visualization the hierarchy is traversed recursively and
rendered adaptively according to an appropriate maximum screen error metrics. However, ren-
dering semitransparent objects requires the objects to be sorted before drawing. Several sorting
techniques are implemented and compared, and the shortcomings of the presented approximative
approaches are analyzed. Finally, vertex programs are used for decoding relative coordinates, de-
quantization, and attenuation in order to accelerate the rendering process with graphics hardware.
For comparison several other rendering techniques are presented and evaluated.

Chapter 9 concludes this thesis with an analysis of the presented algorithms and approaches. As
several fundamentally different data types have been encountered in the previous chapters, their
properties and suitability for different kinds of data is analyzed considering four different data
sets representing the varying information density in the data. Finally, an overview over topics of
future research is presented.
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Zusammenfassung und
Kapitelübersicht

Zusammenfassung

Die interaktive Visualisierung großer Datensätze kann nur durch den Einsatz effizienter Algo-
rithmen in allen Teilen der Visualisierungspipeline gelingen. In dieser Dissertation werden die
Schritte Filterung und Rendering für einige fundamental unterschiedliche Datentypen analysiert.
Die beiden Haupttechniken, die in dieser Arbeit eingesetzt werden, sind die Verwendung hierar-
chischer Methoden sowie die Anpassung der präsentierten Algorithmen für die Ausf̈uhrung des
Programmcodes auf Graphikkarten.

Um die Effizienz von Filtertechniken zu steigern, können sowohl lineare als auch nichtlineare
Filter mit Hilfe von Graphikhardware beschleunigt werden. Viele Algorithmen bauen auf hier-
archischen Filtern wie den Wavelets auf, deshalb werden auch diese untersucht. Ein weiteres
Augenmerk liegt auf der Qualität der erreichten Ergebnisse, da alle Ansätze, die Graphikkarten
für ihre Berechnungen benutzen, bezüglich ihrer Genauigkeit durch die Registerbreite und die
Framebuffertiefe limitiert sind.

Hierarchische Ans̈atze k̈onnen bei nur partiell hochaufgelösten Daten helfen, diese in einer kom-
pakten Repr̈asentation zu speichern. Außerdem kann der Benutzer / die Benutzerin sich zugun-
sten einer schnelleren Darstellung für niedrigere Qualiẗatsstufen entscheiden. Dünne Gitter er-
lauben eine extrem kompakte Speicherung und würden auf vollen Gittern interpoliert nicht mehr
in den Hauptspeicher passen. Deshalb müssen Datensätze auf diesen Gittern direkt dargestellt
werden. Die Interpolation ist aufẅandig, und Graphikhardware ist normalerweise zu unge-
nau, um f̈ur die Beschleunigung der Berechnungen benutzt werden zu können. Deshalb wird
der Rendering-Prozess mit Hilfe von MPI parallelisiert. Dabei wird ein Strahlverteilungsver-
fahren benutzt, das ẅahrend der Berechnung implizit eine progressive Vorschau in niedrigerer
Auflösung erzeugt. F̈ur unstrukturierte Daten wird eine kompakte hierarchische Repräsentation
eingef̈uhrt, die radiale Basisfunktionen einsetzt. Diese Darstellung kann für die Visualisierung
mit Hilfe von Graphikhardware verwendet werden, wobei interaktive Frameraten erzielt werden.

Vollkommen unkorrelierte Daten, wie sie in der Astrophysik bei n-Körper-Problemen auftreten,
haben eine hohe Ortsauflösung, welche bei der Neuabtastung für die direkte Volumenvisuali-
sierung verloren geht. Ein neuer Splatting-basierter hierarchischer Ansatz wird vorgestellt, der
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es erm̈oglicht, mehrere Millionen Punkte interaktiv zu visualisieren, sowohl für den statischen
als auch den zeitabhängigen Fall.

Die benutzten Datenrepräsentationen haben unterschiedliche Näherungseigenschaften. Aus
diesem Grund werden die Charakteristiken dieser Repräsentationen mit Hilfe verschiedener
Datens̈atze mit unterschiedlich vielen Merkmalen untersucht.

Kapitelübersicht

In Kapitel 1 wird die Visualisierungpipeline eingeführt, sowie die Verwendung von hierarch-
ischen Methoden und das Ausnutzen von Grafikhardware durch spezielle Algorithmen motiviert.
Außerdem werden alle Kooperationen aufgeführt, die ẅahrend der Erstellung dieser Dissertation
eine Rolle gespielt haben.

Kapitel 2 erl̈autert die Basistechnologien und algorithmischen Ansätze, die in der gesamten Ar-
beit benutzt werden. Dabei werden sowohl Graphikhardware samt dazugehöriger Rendering-
pipeline dargestellt, als auch allgemeine Ideenüber hierarchische Methoden erörtert und die
mathematische Basis der Volumenvisualisierung gelegt. Da diese Arbeit im Wesentlichen mit
dreidimensionalen Datensätzen arbeitet, werden die benutzen Rendering-Algorithmen erklärt
und anhand der Reihenfolge ihrer Hauptoperationen verglichen.

Lineare Filter werden in Kapitel 3 behandelt. Filterung wird hauptsächlich dazu benutzt,
Rauschen zu reduzieren, Details hervorzuheben und Merkmale zu extrahieren. Segmentierung
baut typischerweise auch auf Filterprozessen auf. Diskrete lineare Filter (Faltungen) für zweidi-
mensionale Bilder sind bereits in der Imaging Erweiterung von OpenGL enthalten. Dieses Kapi-
tel behandelt die Implementierung dreidimensionaler Volumenfilter basierend auf diesen zwei-
dimensionalen Bildfiltern. Details der Texturkoordinatengenerierung werden analysiert, und die
erzielte Geschwindigkeit des Algorithmus wird mit einer Softwarelösung verglichen.

Kapitel 4 behandelt einen Sonderfall nichtlinearer Filter, die sogenannten morphologischen
Operatoren. Verglichen mit dem vorhergehenden Ansatz kann diese Art Filter nicht mit Hilfe
von Faltungen dargestellt werden. Da die Anwendung morphologischer Operatoren vollständig
speicherbandbreitenbegrenzt ist, kann man im Vergleich zu linearen Filtern eine deutlich höhere
Beschleunigung erhalten, wenn man Graphikhardware für den Filterprozess einsetzt. In diesem
Kapitel wird die Zerlegung morphologischer Operatoren in niederdimensionale Operatoren be-
handelt, Details der Implementierung einer hardwarebasierten Filterung aufgezeigt und das Pro-
blem überlappender Texturspeicherzugriffe behandelt. Zum Schluß wird die Geschwindigkeit
von Hardware- und Softwarelösungen verglichen, sowohl für SGI Octanes, als auch für moderne
PCs mit einer GeForce FX Karte.

Komplexere Operatoren werden oft mit Hilfe hierarchischer Filter beschrieben. Eines der
bestverstandenen Multiresolution-Verfahren ist die Wavelet Analysis. Die dazugehörigen
Dekompositions- und Rekonstruktionsschritte werden in Kapitel 5 analysiert und anschließend
mit Hilfe von Graphikhardware beschleunigt. Um Wavelets auf Graphikpipelines mit statischer
Funktionaliẗat implementieren zu k̈onnen, wird ein mathematisches Modell der OpenGL Pipeline
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erstellt und die Wavelet-Filterschritte auf dieses abgebildet. Es werden drei verschiedene Ansätze
untersucht, zwei, die auf der Imaging Pipeline mit unterschiedlichen Datenmodellen arbeiten,
und eines, das mit Hilfe programmierbarer Fragmenteinheiten moderner PC-Graphikkarten den
Prozess noch weiter beschleunigt. Während der Wavelet-Zerlegung können die ausgewerteten
Koeffizienten den Bereich[0;1] des Framebuffers verlassen, deshalb wird eine skalierte und ver-
schobene Version der Wavelet Analysis entwickelt. Dies führt zu unterschiedlichen Filterspezi-
fikationen f̈ur gerade und ungerade Pixelpositionen. Schließlich wird die Performanz und die
Genauigkeit sowohl f̈ur die SGI Octane Serie als auch für moderne PC Hardware in Abhängigkeit
von Registergr̈oße und Framebuffertiefe analysiert.

Eine weitere Multiresolution Analysis wird in Kapitel 6 untersucht. Die sogenannten Dünnen
Gitter haben theoretisch optimale Approximationseigenschaften für die verwendete Anzahl an
Basisfunktionen. Deshalb sind sie ideale Kandidaten für mathematische Berechnungen. In
diesem Kapitel wird die Visualisierung von Daten, die auf diesen Gittern gegeben sind, mit
Hilfe von Parallelisierung beschleunigt, da Graphikhardware für Dünne Gitter ḧoherer Level
meist nicht genau genug arbeitet. Neue Ansätze benutzen Whitney Formen auf Dünnen Gittern
für die Darstellung von 1-Formen wie zum Beispiel magnetischen Feldern. Da die Interpo-
lation auf diesen Datensätzen extrem aufẅandig ist, k̈onnen sie nur effizient visualisiert wer-
den, wenn dem Benutzer / der Benutzerin während der Interaktion eine Vorschau auf das finale
Ergebnis geliefert werden kann. Das präsentierte Strahlenselektionsverfahren für den verwen-
deten Raycasting-Algorithmus kann eine progressive Vorschau implizit erstellen und sorgt dabei
gleichzeitig f̈ur eine fast perfekte Lastverteilung. Das Verfahren hat die Eigenschaft, keinen dedi-
zierten Master-Knoten für die Strahlverteilung an die Render-Knoten zu benötigen. Zum Schluß
werden die Skalierungseigenschaften und die Qualität der Lastverteilung des vorgestellten Algo-
rithmus dargestellt.

Dünne Gitter k̈onnen Daten, die auf uniformen oder unstrukturierten Gittern vorliegen, nur
schlecht approximieren, deshalb werden in Kapitel 7 radiale Basisfunktionen als eine weitere
hierarchische Datenrepräsentation eingeführt. Die Parameter der radialen Basisfunktionen wer-
den dabei mit Hilfe eines Clustering-Verfahrens ermittelt, welches zu einer Octree-basierten
Gitterstruktur f̈uhrt. Um Graphikkarten f̈ur die Darstellung dieser Datensätze verwenden zu
können, m̈ussen die Daten in Texturen gespeichert werden, damit auf sie vom dekodierenden
Fragmentprogramm aus schnell zugegriffen werden kann. Oft enthält eine einzelne Octree-Zelle
mehr Basisfunktionen als in einem Rendering-Schritt ausgewertet werden können. In diesem
Fall müssen Zwischenbilder in einen P-Buffer gezeichnet werden. Die Auswertung der Basis-
funktionen selber ist zusammen mit der Dekodierung der Texturdaten als Fragmentprogramm
implementiert. Schließlich wird das Verfahren anhand mehrerer Datensätze analysiert.

Bei manchen Datensätzen ist die wichtigste Information nicht das Skalarfeld oder die Vektor-
daten, die durch die Basisfunktionen repräsentiert werden, sondern die Positionen eben dieser
Basisfunktionen. Ein prominentes Beispiel für derartige Datensätze sind L̈osungen des astro-
physikalischen n-K̈orper-Problems. F̈ur diese Daten schlecht geeignet sind Repräsentationen, die
auf der Interpolation zwischen festen Stützstellen aufbauen, da sie die räumliche Aufl̈osung re-
duzieren. In Kapitel 8 wird ein Splatting-Verfahren eingeführt, das die Basisfunktionen direkt als
Punkte zeichnet und deshalb nicht durch Interpolation beeinflusst wird. Die Punkte sind in einer
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Hierarchie gespeichert, die durch eine Hauptachsenzerlegung erzeugt und anschließend mit Hilfe
von Quantisierung und relativen Koordinaten komprimiert wird. Für zeitabḧangige Datens̈atze
werden die Daten zusätzlich noch mit Hilfe des Lempel-Ziv Algorithmus komprimiert. Um bei
der Visualisierung zeitabhängiger Daten glatte Partikelbahnen zu erhalten, werden Splines für
die Ermittlung der Punktpositionen ausgewertet. Mit einem einzigen OpenGL-Aufruf sollen
dabei mehrere Punkte gezeichnet werden. Dazu müssen Punktdaten und Clusterinformationen
in getrennten Datenstrukturen gespeichert werden. Während der Visualisierung wird dann rekur-
siv in der Hierarchie abgestiegen und die Daten abhängig von einer Metrik, die den maximalen
Bildfehler ber̈ucksichtigt, adaptiv gerendert. Zeitabhängige Datens̈atze passen normalerweise
nicht in den Hauptspeicher, deshalb müssen in diesem Fall Out-of-Core-Techniken benutzt und
die Daten erst bei Bedarf von der Festplatte geladen werden. Für semitransparente Darstellung-
en m̈ussen alle zu zeichnenden Objekte bezüglich des Betrachterabstands sortiert werden. Für
den pr̈asentierten Algorithmus werden daher mehrere Sortierverfahren betrachtet und verglichen.
Dabei werden vor allem die Schwächen der vorgestellten nur näherungsweise korrekten Ver-
fahren untersucht. Des weiteren werden Vertexprogramme für die Transformation der relativen
Koordinaten, die Dequantisierung und die abstandsabhängige Abschẅachung eingesetzt, um den
Darstellungsprozess mit Hilfe von Graphikhardware zu beschleunigen. Zum Vergleich werden
außerdem einige andere Darstellungsmethoden präsentiert und bewertet.

Kapitel 9 schließt die Dissertation mit einer Analyse der dargestellten Algorithmen und Ansätze
ab. Da in der Arbeit fundamental unterschiedliche Basen zur Darstellung der Daten benutzt
wurden, werden die Eigenschaften dieser Basen sowie ihre Eignung zur Repräsentation un-
terschiedlicher Arten von Daten analysiert. Dafür werden exemplarisch vier unterschiedliche
Datens̈atze zur Visualisierung herangezogen, die verschiedene Merkmalsdichten aufweisen.
Zum Schluß wird einëUbersichtüber zuk̈unftige Forschungsm̈oglichkeiten gegeben.



Delenn: (to Sheridan)
Universe puts us in places where we can learn.
They are never easy places, but they are right.
Wherever we are, it’s the right place ... and the right time.
Pain that sometimes comes is part of the process
of constantly being born.

Babylon 5, A Distant StarChapter 1

Introduction

Visualization of scientific data has become an integral part in research projects as well as in real-
world product design and development. The data sets, coming from numerical simulations and
real measurements, are very often so large, that analyzing them without visualization software
is no longer an option. Due to the development of faster and larger supercomputers, better
numerical algorithms, and improved high-resolution scanners, the data sizes are increasing at a
pace trivial visualization algorithms cannot keep up with.

It is one of the most fundamental convictions of the visualization community that one can get
the best impressions about large and complicated structures when the according data sets can be
viewed interactively. Due to their complexity, it is often not sufficient to accelerate the rendering
process itself to at least 10 frames per second. Instead, the speed of a full visualization cycle
has to be improved. Figure 1.1 shows that interaction influences all steps of the visualization
pipeline, and not only the rendering itself.
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Figure 1.1: The visualization pipeline.

So far many researchers have concentrated on accelerating the rendering of different types of
data. For many applications, even state-of-the-art hardware is barely capable of displaying
medium-sized data sets, let alone at interactive speed. Thus, more sophisticated techniques have
to be developed to match the ever increasing requirements.
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1.1 Motivation

In order to visualize extremely large data sets interactively, we have to access this problem from
several opposite directions. On the one hand, we have to develop new algorithms that reduce
the amount of work done for invisible details of the data, which leads to hierarchical methods.
On the other hand, we have to approach these algorithms from the implementation point of
view, and accelerate them using the available resources, which leads to the implementation of
graphics-hardware-based algorithms.

As mentioned before, the complete visualization pipeline has to be accelerated. By implement-
ing algorithms for the opposite ends of the pipeline, the filtering and the rendering step, I will
demonstrate that modern graphics hardware can be used for this aim. In the long term we do
not have to pass the data from main memory to graphics memory and back, if we manage to
implement the complete data flow on the graphics processing unit (GPU).

1.1.1 Hierarchical Methods

Large data sets impose two major problems on visualization algorithms, especially on those
that are based on regular grids: memory consumption and processing speed. Note that memory
requirements have a large impact on processing times, as larger memory systems (like main
memory or even hard discs) have typically much higher latencies and lower throughput compared
to smaller memory systems (first and second level cache, graphics memory).

In order to achieve higher local memory coherency for better cache utilization, data should be
stored and processed in different resolutions. With hierarchical techniques we can easily adapt
the used resolution to the available processing power, and we can even improve the visual quality
of renderings as we reduce aliasing by adapting the data decomposition to the screen resolution.
In some cases we can even lower the memory requirements with this approach, though usually
the introduction of hierarchies increases the memory footprints of data sets. Often visualization
quality can be tracded for speed with adaptive algorithms, which can be used for improving the
system’s interaction behavior.

By representing the original data using hierarchical basis functions, another aspect of mul-
tiresolution analysis is important, especially for filtering and segmentation processes. Each
level of the hierarchy represents different frequencies of the original data due to the differ-
ent scales of the basis functions. Using this information e.g. with a wavelet basis (Chapter 5)
the features can be separated with much higher confidence compared to simpler filtering tech-
niques [Westermann and Ertl 1997].

In some cases (e.g. with Sparse Grids, Chapter 6) the used simulation systems are already pro-
ducing hierarchical data. Here it would be necessary to resample these data on a regular grid
for most visualization systems. Especially in the case of Sparse Grids an enormous increase of
memory is required, thus algorithms have to be developed that work directly on these hierarchical
data structures.
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While using hierarchical data structures has been combined successfully with graphics hardware
in the case of structured grids [LaMar et al. 1999, Weiler et al. 2000a], there are many other areas
that have not been addressed so far.

1.1.2 Graphics-Hardware-Based Algorithms

Due to the demand for improved realism in computer games, GPUs are changing from for-
mer fixed function pipeline accelerators into almost general purpose data processing units. So
far, graphics hardware has been employed for the rendering step of the visualization pipeline
for a long time, and more recent researches [Rezk-Salama et al. 2000, Roettger et al. 2000,
Engel et al. 2001, Weiler et al. 2003b] have successfully implemented the mapping step of many
algorithms on GPUs as well. As filtering can be seen as a mass data processing step, it is also
a perfect candidate for being implemented using a SIMD equivalent processing paradigm on
graphics hardware. Until the beginning of this work in 1998 surprisingly little work was done in
this direction. A good overview over recent researches can be found on Mark Harris’ web site1

about ”General Purpose Computation Using Graphics Hardware”.

There are several conditions that motivate the use of graphics hardware for all steps of the visu-
alization pipeline:

• GPUs have more transistors than CPUs (Pentium 4: 42 million, GeForce FX5900: 135 mil-
lion), and, due to their less complicated structure, they have many more functional units.
Additionally, the speed of graphics hardware is currently increasing faster than Moore’s
law — though it is foreseeable, that this effect will not last much longer.

• GPUs have wider and faster data paths to their memory. Additionally, the chips are di-
rectly soldered on the boards, which reduces parasitic capacities, leading to higher clock
frequencies and extremely high memory bandwidths.

• Graphics hardware is mainly optimized for image and texture processing, which leads to
deep pipelining and special caching algorithms that will decrease the chance of stalls for
more complicated arithmetic operations.

Optimized data paths are placed in the fragment path which can only be used for very regular
data access. For more irregular data, per-vertex operations have a greater flexibility but are less
optimized in terms of speed and memory access. However, their arithmetic throughput is much
higher than the raw processing power of the main processor.

The superior performance of graphics hardware compared to CPU-based algorithms can be
seen most prominently in the large success of texture-based volume rendering, for example in
[Rezk-Salama et al. 2000, Kniss et al. 2001, Guthe et al. 2002]. As we will see in Chapter 9,
the gap between purely processor-based and graphics-hardware-based implementations is still
widening.

1http://www.gpgpu.org/
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As soon as we have a GPU-based implementation of the algorithms, we can accelerate it even
more by balancing the CPU and the GPU work load. This has already been shown as feasible,
e.g. in [Weiler and Ertl 2001].

1.2 Context and Cooperation

Most of the work for this dissertation has been performed at the Visualization and Interactive Sys-
tems Group (VIS) in Stuttgart, financed by the SFB 382 project D6 from the German Research
Foundation (DFG), though it has been started at the Computer Graphics Group in Erlangen,
financed by the SFB 603.

The former SFB had a great influence on this work, as its research aims at adaptive methods and
hierarchical data structures for the integration of data analysis and visualization2.

Due to the structure of the SFB (combining projects related to physics, mathematics, and com-
puter science) several cooperations were possible. The visualization of sparse grids in Chapter 6,
inspired by work in my diploma thesis [Hopf 1998], has been greatly influenced by cooper-
ations with project C10, which deals with sparse grids for the calculation of electromagnetic
fields. Projects C14 (MD simulations of quasi crystals), C6 (Object oriented parallelization),
C13 (PIC-MC particle simulations), and C16 (Smoothed particle hydrodynamics) had a vital
need for visualization algorithms capable of displaying millions of scattered data points (Chap-
ter 8) and were very helpful with providing point-based data sets.

Another exquisite source of grid-less data sets has been the Max-Planck Institute for Astro
Physics in Garching. Many of their data sets presented in this paper are publicly available on
the web pages of the Virgo Consortium as stated in the acknowledgments.

The hardware acceleration of mapping techniques, especially in the context of volume rendering,
is ongoing research of a number of people in the VIS group, namely Katrin Bidmon, Joachim
Diepstraten, Sabine Iserhard-Bauer, Guido Reina, Stefan Röttger, Simon Stegmaier, and Manfred
Weiler. It has been an important part of the Ph.D. theses of former colleagues, namely Klaus
Engel, Martin Kraus, and Jürgen Schulze-Doebold. Additionally, there is currently research done
by Stefan Guthe (SFB 382, project D1, University of Tübingen) and Christoph Rezk-Salama
(University of Siegen). Therefore, I decided to focus on the two ends of the visualization pipeline
and to completely dismiss research on the acceleration of the mapping step.

Many aspects on the visualization of time-dependent grid-less data3 have been analyzed in a
student’s work by Michael Luttenberger [2003].

2Original German title: Adaptive Verfahren und Hierarchische Datenstrukturen zur Integration von Datenanalyse
und Visualisierung

3Original German title: Visualisierung zeitabhängiger gitterloser Daten
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Chapter 2

Background

2.1 3D Graphics Revisited

Some decades ago graphics hardware was only used for displaying two-dimensional vector plots
and later two-dimensional raster images on a monitor. The technological advances since then
made this problem trivial, and whenever we refer to graphics hardware nowadays, we generally
talk about hardware that is able to help the CPU in rendering 2D projections of three-dimensional
scenes.

In this context 3D scenes are usually represented as surfaces by a set of primitives with accom-
panying vertices and meta information about surface attributes. The primitives can be given
explicitely or are generated by subdividing complex objects. This tessellation is currently not
accelerated by any hardware architecture and has to be performed on the CPU. The meta infor-
mation usually consists of color, opacity, and normals that are specified per vertex on the one
hand, and of blending and rendering modes on the other hand.

As the processing of primitives takes a lot of time, realistic surfaces cannot be modeled by
changing attributes per vertex and interpolating them in-between. Instead we have to change
them for each and every fragment. This can be done by using images that are projected onto
the drawn primitives. At first, these so-called textures were only used for changing the fragment
color, but the potential of changing any attributes (e.g. opacity for billboards, normals for bump
mapping) was recognized soon.

2.1.1 The Rendering Pipeline

Figure 2.1 shows an overview over the standard rendering pipeline. The individual stages are
described here briefly, for a more thorough theoretical introduction I refer to a graphics pro-
gramming text book like [Foley et al. 1993]. The pipeline description in the following sections is
mainly based on OpenGL [Shreiner et al. 2004], but the basic principles hold for other program-
ming interfaces as well.
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Figure 2.1: Overview over the standard rendering pipeline.

2.1.2 Vertex Processing

All geometric primitives enter the pipeline as a stream of homogeneous vertices with attributes.
The vertices are transformed from object space to screen space coordinates and lighting infor-
mation is calculated:

Modelview transformation
Primitives are usually given in object space, and their vertices have to be converted into
world space, as e.g. light positions are known in world coordinates as well. This modeling
transformation is regularly coupled with the viewing transformation, transforming world
space into eye space. This so-called modelview transformation can be expressed as an
affine 4×4 matrix.

Lighting
Usually, rendered polygons are lit using a Phong model. The calculation of lighting con-
ditions has to be performed before the projection transformation as it needs a linear space
for its computations.

Perspective projection
Finally, the vertices are projected onto the image plane into clip space by a 4×4 projection
matrix.



2.1 3D Graphics Revisited 27

2.1.3 Primitive Assembly & Rasterization

After projection the vertices are converted into fragments. Almost all currently available graph-
ics hardware uses triangles for rendering only. One notable exception is the PowerVR chip
series1 from Imagination Technologies, which uses tile-based rendering of scenes described by
plane equations. Some early PC graphics cards were able to render higher order surfaces, for
instance NVIDIA’s NV1, but the complexity of interpolation, rasterization, and blending of self-
intersecting surfaces almost ruined the company at that time. Thus, higher order surfaces are
broken down into triangles before rasterization for all current high-performance GPUs.

The rasterization process changes the number of primitives, and the complete graphics pipeline
is split into two different parts (vertex and fragment pipeline) at this step. Primitive assembly and
rasterization can not be reconfigured or even reprogrammed with current hardware as compared
to the previous and next building blocks of the pipeline. Even though this block spans both parts
of the pipeline, its steps are closely coupled:

Primitive assembly
For rasterization the individual vertices of the vertex pipeline have to be grouped into
primitives again. At this point, tessellation of more complex primitives into triangles is
performed, too.

Clipping
All primitives are clipped against the viewing frustum. This can — again — increase the
number of triangles. The attributes of the vertices have to be adjusted as well.

Homogeneous division & viewport transformation
After clipping the homogeneous coordinates can be transformed into window space.

Rasterization
All fragments that lie in the interior of the incoming triangles are generated. This is the
start of the fragment pipeline.

Attribute interpolation
As attributes are only given at vertices so far, they have to be interpolated for the fragments
in-between.

2.1.4 Fragment Processing

For changing the attributes on a per-fragment level, textures can be applied to the fragments. As
more fragments than vertices are usually involved in rendering even complex 3D scenes, this part
of the pipeline is often the bottleneck of hardware-based visualization algorithms:

1http://www.powervr.com/
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Texture lookup
The interpolated texture coordinates (which are attributes themselves) can be used to look
up additional attributes for the current fragment. As the texture coordinates usually do not
hit texel positions exactly, nearest neighbor or bilinear interpolation is used in this process.

Texture application
Additional attributes looked up in the previous step can be used in various modes to mod-
ulate other attributes.

2.1.5 Compositing

Finally, the fragment color and depth attributes have to be combined with the data that is already
present in the framebuffer:

Alpha, stencil, depth test
The current fragment’s opacity, depth, and stencil values can be tested against their coun-
terparts in the framebuffer. The fragment is only processed further if all tests succeeded.
For 3D graphics the most important test is the depth test, which ensures the correct drawing
order of the rendered primitives.

Blending
The incoming fragment color is either written directly to the framebuffer or blended with
the framebuffer color using the over operator (alpha blending). Some other less intuitive
blending functions are available as well.

2.1.6 Imaging Pipeline

The pipeline described so far is used for rendering three-dimensional primitives to the screen.
For rendering two-dimensional images, for uploading textures, and for downloading parts of the
framebuffer another more flexible rasterization process is used. Usually, this is referred to as the
imaging pipeline:

Pixel storage
During reading and writing pixels from and to application memory, the data has to be con-
verted from the application defined memory layout into the basic data types understood by
the GPU and vice versa. Additionally, this stage is responsible for transforming different
color spaces into each other, e.g. luminance into RGBA.

Pixel transfer
The pixel transfer stage contains several image manipulation operations. It allows for
scaling and biasing the original data, several different color table lookups, 1D and 2D
convolutions, color matrix multiplication, and the production of histograms as well as the
determination of maxima. In OpenGL most of these steps are part of the optional imaging
subset. In many cases, they are not hardware-accelerated on PC graphics cards.



2.1 3D Graphics Revisited 29

2.1.7 Application Programming Interfaces

For accessing the graphics system in a hardware-independent manner, all device specific pro-
gramming has to be encapsulated in system libraries that are accessible through an Application
Programming Interface (API). APIs can be divided into two categories, high-level APIs such
as Cosmo, Optimizer, Inventor, Performer, OpenSceneGraph, OpenSG, and low-level APIs, of
which the most important are OpenGL and DirectX. High-level interfaces use low-level inter-
faces for the actual rendering internally, and as the presented algorithms do not depend on spe-
cific features of high-level APIs, I will concentrate on OpenGL in this work. As DirectX is only
a de-facto standard and not available for other operating systems than Windows I will not discuss
it any further.

As OpenGL is defined by a vendor-neutral Architecture Review Board (ARB), the introduction
of new features into the core functionality is rather slow. Therefore many vendors have added
additional functions to their implementation of OpenGL by so-called extensions. Many features
of modern PC graphics hardware are still accessible by these extensions only.

2.1.8 Programmable Graphics Hardware

For many rendering styles and lighting effects a fixed function pipeline as described above is not
sufficient. Especially the game industry demanded new functionalities for greater realism, for
instance bump mapping and Phong instead of Gouraud shading.

Register combiners
In order to improve the situation, NVIDIA introduced register combiners with their
GeForce256 graphics card which implement the concept of a configurable fragment
pipeline that would replace the former fixed function pipeline (Section 2.1.4). With this
extension the programmer could route incoming fragment attributes through a set of com-
biners that resembled certain selectable mathematical operators, e.g. dot products. The
main limitations of this concept besides its complexity was the number of combiners and
the small range of operators to choose from. Additionally, the use of dependent texture
lookups (texture coordinates for a lookup depend on other texture lookups) was only pos-
sible with additional extensions that complicated the programming model even more.

Vertex programs
The next logical step was to improve the flexibility of the vertex pipeline. Vertex pro-
grams were introduced with later GeForce drivers, which resemble short assembler-type
programs without conditionals, jumps, and loops. These programs are evaluated instead of
the fixed function pipeline (Section 2.1.2). The instruction set is optimized for 4D vertex
processing in floating point only, with many special instructions that carry out complex
operations needed for lighting calculations. Vertex programs can be fully pipelined, as
vertices can be neither absorbed nor generated in the program, and no state information
can be passed to successive vertices.
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Fragment programs
It turned out soon that a configurable fragment pipeline was not flexible enough. Thus pixel
shader, fragment shader, or fragment programs — naming depending on the vendor and
API — were implemented as a replacement of the configurable fragment pipeline. On the
bottom line, fragment programs are much like vertex programs, with special instructions
for accessing textures and more flexibility with the used data types (e.g. 16 bit floats vs.
32 bit floats). As it is now possible to calculate arbitrary functions on a per-fragment level,
textures and framebuffers with a higher data resolution had to be implemented as well, for
instance floating point textures.

So far, rasterization (Section 2.1.3) and compositing (Section 2.1.5) remain a fixed-function part
of the pipeline, but it is foreseeable that the functionality of compositing and tests will be inte-
grated into the fragment pipeline. Other recent advances concern conditionals and loops that will
be available at least for vertex programs.

2.1.9 High Level Shading Languages

Programming the vertex and fragment pipeline with assembler is time consuming and error-
prone, especially as different APIs and vendor extensions have slightly different pre-conditions,
syntaxes, and semantics for implementing the same functionality. High level shading lan-
guages (HLSLs) have been used in the offline rendering community for a long time (e.g. Ren-
derman [Hanrahan and Lawson 1990]) and had a great influence on the development of shading
languages for graphics hardware. C for graphics (Cg) [Mark et al. 2003] was the first HLSL in
the OpenGL context with a working framework for graphics hardware with decent performance.
In contrast to the recently supposed official OpenGL HLSL, Cg is not really vendor-independent,
despite the advertisement from NVIDIA, as the different backends of the language can change
or enhance the language specification. On the other hand, Cg has a backend for DirectX as well,
and shader code may be compiled for both OpenGL and DirectX. As DirectX has its own HLSL
model now Cg will be less used here in the future. For OpenGL, it will still play an important
role, as the official HLSL is not available yet.

2.2 Hierarchical Methods

The basic idea of hierarchical data sets is that data is represented on different scales, creating a
multiresolution analysis. Mathematically speaking, a set of subspaces is constructed from the
original data spacēS

S0 ⊂ S1 ⊂ S2 ⊂ . . .⊂ Sn = S̄ . (2.1)

By projecting the data set into these subspaces we get a level-of-detail representation of the data.
The projection intoSj is called the representation of the data set in levelj, or just the data set of
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level j. Because the subspacesSm contain all functions of subspacesSn with m> n, (2.1) spawns
up a hierarchy. The enclosing subspaceSm representing higher frequency data is called the upper
or higher level, while the contained subspaceSn representing low-pass filtered data is called the
lower level.

Usually, onlyS0 and the differences between two levels are stored in order to save memory. For
accessing the original data, a recursive traversal is necessary. Some hierarchical basis functions
like sparse grids (see Chapter 6) allow for an iterative evaluation, utilizing certain properties of
the used basis.

The most well-known multiresolution analysis is the wavelet theory (see Chapter 5). Within this
theory, a data set is decomposed into a low-pass filtered data set of smaller resolution and several
high-pass filtered data sets that represent higher frequencies only.

During analysis, the development of features in the data set can be tracked through the levels.
This helps e.g. with the robust detection of edges in noisy data [Westermann and Ertl 1997],
robust segmentation [L̈urig et al. 1997a], and compact storage of inhomogeneously structured
data [LaMar et al. 1999]. During rendering, the recursive traversal allows for fast and smooth
display of inhomogeneous data [Weiler et al. 2000a], and by changing the recursion depth on-
the-fly according to some screen-space criteria, we get adaptive rendering [Lürig et al. 1997b,
Rusinkiewicz and Levoy 2000].

2.3 Volume Visualization

As this work mostly deals with scalar three-dimensional data sets, the presented results will
be usually rendered with volume visualization. In this section the basic ideas behind this
technique will be introduced, as there exists a vast number of published volume rendering al-
gorithms, e.g. [Schr̈oder and Stoll 1992, Williams 1992, Malzbender 1993, Cabral et al. 1994,
Lacroute and Levoy 1994, Lippert et al. 1997, Rezk-Salama et al. 2000].

2.3.1 Mathematical Basics

The basic principle behind volume rendering is an approximate evaluation of the volume render-
ing integral for each pixel of the image plane. This integral has been derived from the transport
theory of light [Hege et al. 1993] for the case of completely neglected scattering.

The integral form of the equation of transfer describes the intensityI(x) at the positionx along a
ray of sight:

I(x) = Ifare
−τ(xfar,x) +

x∫
xfar

η(x′)e−τ(x′,x)dx′ , τ(x1,x2) =
x2∫

x1

κ(x)dx

whereIfar denotes the specific intensity at the volume boundary atxfar, τ(x1,x2) the optical depth,
κ(x) the absorption, andη(x) the total emission coefficient.
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This ray integral can be used for all physically based illumination models, which influence only
the transfer function. Thus different visualization techniques can be implemented by different
mappings from scalars to RGBA values. Together with the discretization of the integral this leads
to the compositing formula for computing the intensity contribution:

I =
n

∑
k=1

Ck

k−1

∏
i=0

(1−αi) .

The emission of the voxelCk and its opacityαk are derived from the transfer functions after the
interpolation of the scalar value from the given volume function representation. One example
of a commonly used illumination model that cannot be modeled with this approach is maximum
intensity projection (MIP), which maps the maximum value along a ray of sight to the final pixel
value.

The total emission coefficientη is modeled byCk, and the optical depthτ(x1,x2) is approximated
by the product of transparencies of the voxels the ray has already passed. The later is computed
in an iterative process in actual implementations, compositing theCk back to front to evaluate
the final pixel intensityI0:

Ii = Ci + Ii+1 · (1−αi) , i = n−1, . . . ,1 , In = Ifar . (2.2)

Note that in some applications other non physically based rendering models may be more appro-
priate, e.g. maximum intensity projection for some medical indications. Other applications can
benefit from neglecting any opacity (τ ≡ 0), because this changes the model to a commutative
one in the sense that the order of summation does not affect the result.

2.3.2 Algorithms

Volume rendering algorithms can be subdivided into three major classes: frequency space, image
space, and object space methods. Due to major limitations regarding blending operator flexibility
the frequency domain approach will not be discussed any further.

Image space methods comprise raycasting, shear warp, and 3D-hardware-based methods. All
methods have in common that for each pixel in the image plane the given input function is
resampled along the viewing ray and the ray equation is evaluated for these samples. Their main
difference is the exact order of loops and the sampling and projection steps.

The most common object space methods are cell projection and splatting. These techniques
compute the contribution of a single object or basis function to the complete image plane, thus
evaluating the outer loops of the rendering algorithm in the opposite order compared to image
space methods. Figure 2.2 lists the order of the basic steps for the different types of algorithms
for comparison. In the following the three algorithms used in this work will be explained in more
detail.
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Figure 2.2: Different volume rendering algorithms and the order of their basic steps.

Raycasting
The basic idea of raycasting is to trace viewing rays from the eye through the volumetric
data set (see Figure 2.3). Along each ray, the volume data is sampled and composed
according to (2.2). This algorithm resembles the basic idea of a physically based volume
visualization very closely. Thus raycasting algorithms have been one of the first volume
visualization techniques [Levoy 1988].

In this work this approach is used for algorithms that need the highest flexibility and that
are mainly limited by the evaluation speed of the basis functions.

Splatting
Westover introduced in [1990] this object-order volume rendering technique. In this class
of algorithms the contribution of a single basis function to the image plane is evaluated
or defined in a preprocessing step, and stored as a footprint of the basis function. During
rendering scaled versions of this footprint for each basis function are drawn to the image
plane and composited (see Figure 2.4). Most splatting algorithms can only deal with ro-
tational invariant symmetric footprints, but recently methods have been invented that can
deal with elliptic splats like in [Zwicker et al. 2001a].

Splatting is usually slower and leads to lower quality images compared to texture-based
volume rendering, except when special measures are taken as e.g. in [Swan et al. 1997,
Mueller et al. 1999, Zwicker et al. 2001a]. Other recent advances of 3D-hardware-based
rendering like pre-integration have not been incorporated into the splatting approach so
far. On the other hand, splatting is much more flexible when it comes to volume represen-
tations, thus this is the choice for applications that need a higher positional resolution than
the previous approaches can handle.

Quite a lot of work has been done for rendering solid objects with points, as
in [Rusinkiewicz and Levoy 2000] for example — for more references please see Chap-
ter 8. In this work this approach is used for algorithms that work with irregularly sampled
scalar fields. In the particular cases one of the major parameters of the visualization is
the exact position of the basis functions, which can only be preserved if the volume is not
resampled on a Cartesian grid.

2This simplification only covers slice-based proxy geometries as the ones described.
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Texture-based volume rendering
Texture-hardware-based volume rendering has been presented for SGI graphics work-
stations first [Cabral et al. 1994]. One of its major merits is that it made volume ren-
dering on PCs capable of rendering several frames per second for decently sized vol-
umes [Rezk-Salama et al. 2000].

Basically, hardware-accelerated volume rendering is a highly parallel version of raycast-
ing, which evaluates all rays simultaneously. Practically, it renders the volume data using
proxy geometries, onto which the appropriate part of the volume data is mapped. Fig-
ures 2.5 and 2.6 show the two most commonly used approaches using 2D and 3D textures,
that differ by the used proxy geometry. 3D-hardware-based techniques are usually de-
clared to be a parallel implementation of a raycasting algorithm, however, they share many
aspects with object space algorithms taking into account these proxy geometries. For a
more detailed discussion of the advantages and disadvantages of the different rendering
techniques see [Rezk-Salama 2002].

With the use of transfer functions and clever utilization of OpenGL tests, mapping tech-
niques can be incorporated into volume rendering as well. Westermann [1998] has intro-
duced the rendering of isosurfaces on a per-fragment level with the help of the alpha test
in order to render only the part of the volume that represents the chosen isosurface. More
recent advances like pre-integration [Roettger et al. 2000] improved the visual appearance
of the renderings almost to the quality of analytically integrating raycasting models.

In this work texture-based volume rendering is used for algorithms that work with regularly
sampled scalar fields on a Cartesian grid and for functionally encoded data sets that are
reconstructed during rendering.
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eye point view plane viewing ray

Figure 2.3: Raycasting: one viewing ray is
traced per pixel.

eye point view plane basis functions

Figure 2.4: Splatting: one footprint is ren-
dered to the image plane per basis function.

eye point view plane 2D proxy

Figure 2.5: 2D texturing: proxy geometry
is aligned to the object axes.

3D proxyview planeeye point

Figure 2.6: 3D texturing: proxy geometry
is aligned to the image plane.
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Delenn: (to the Grey Council)
Summoned, I come.
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that has been prepared for me.
I’m Grey.
I stand between the candle and the star.
We are Grey.
We stand between the darkness ... and the light.

Babylon 5, Babylon Squared

Chapter 3

Linear Filters

Many volume filtering operations used for image enhancement, data processing or feature de-
tection can be written in terms of three-dimensional convolutions. It is not possible to yield
interactive frame rates on todays hardware when applying such convolutions on volume data
using software filter routines. As modern graphics workstations have the ability to render two-
dimensional convoluted images to the framebuffer, this feature can be used to accelerate the
process significantly. This way generic 3D convolution can be added as a powerful tool in inter-
active volume visualization toolkits.

Filtering is a major part of the visualization pipeline. It is widely used for improving images,
reducing noise, and enhancing detail structure. Volume rendering can benefit from filter oper-
ations, as low-pass filters reduce noise, e.g. in sampled medical volume images, and high-pass
filters can be used for edge extraction, visualizing prominent data features.

Filters can be classified as linear or nonlinear. Discrete linear filters can be written as convolu-
tions with filter kernels that completely specify the filtering operation. Nonlinear filters include
for instance morphological operators, which are covered in the next chapter.

For texture-based volume rendering the data set has to be loaded into special texture memory,
which can be addressed by the GPU very fast. The loading process itself is relatively slow,
taking several seconds for large data sets even on the fastest available SGI workstations. PCs
are a bit faster due to the recent technological advances. However, the AGP bus is still one
of the main bottlenecks with respect to texture downloading, and it does not allow for much
higher clock rates due to physical constraints. Future changes in the PC infrastructure with high
bandwidth processor / north bridge busses and the upcoming PCI-Express standard may change
the situation, though.

As the data set has to be reloaded after a filter operation has been performed in software, inter-
active filtering will benefit a lot from convolution algorithms that directly work on the texture
hardware. Additionally, it will be shown in the following that computing the convolution with
graphics hardware is much faster than software solutions. This work has first been published at
the Visualization conference in [Hopf and Ertl 1999a].
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3.1 Convolution

The general three-dimensional discrete convolution can be written as

f̃ (x,y,z) = ∑
i1,i2,i3

k(i1, i2, i3) · f (x+ i1−c1, y+ i2−c2, z+ i3−c3)

with f being the input data function andk being the filter kernel, resulting in the convoluted
data f̃ . c is called the center of the filter.

In the following examination it is assumed without loss of generality thatk(i1, i2, i3) is given
for 0≤ i1, i2, i3 < n and vanishes outside this interval. Also, it is assumed that the input data
function vanishes for(x,y,z) outside the interval[0,m)3. Most filters are either symmetric or
antisymmetric, in these cases the center of the filter is given byc = b1

2nc.
In the special case ofk(i1, i2, i3) = k̄1(i1) · k̄2(i2) · k̄3(i3) the kernel is called separable. In this
case the number of operations necessary for the convolution can be reduced down toO(m3n),
from O(m3n3) in the non-separable case:

f̃1(x,y,z) = ∑
i1

k̄1(i1) · f (x+ i1−c1, y, z) (3.1)

f̃2(x,y,z) = ∑
i2

k̄2(i2) · f̃1(x, y+ i2−c2, z) (3.2)

f̃ (x,y,z) = ∑
i3

k̄3(i3) · f̃2(x, y, z+ i3−c3) (3.3)

Of course special care has to be taken near the boundaries of the input data function, as convolu-
tion routines are generally written on a very low language level for speed purposes.

Figures 3.1 and 3.2 shows two well known convolution filters, the Gaussian filter and its second
derivative, both in their continuous and discrete forms. They can be used for noise reduction and
edge detection, respectively. An example image that has been filtered with these kernels can be
seen in Figure 3.3.

Figure 3.1: The Gaussian filter function. Figure 3.2: The second derivative of Gaussian.
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Figure 3.3: Example image, filtered with Gaussian, and filtered with its second derivative.

3.2 Related Work

Until 1999, only few algorithms performing mathematical operations using standard graphics
hardware APIs for acceleration had been published, and even less (if any at all) that employed
OpenGL. Mark Harris maintains a web site1 with references on ”General Purpose Computation
Using Graphics Hardware”, which shows that the majority of papers have been published in the
early 21st century. Newer researches related to convolution include the use of PC graphics hard-
ware for higher order texture filtering [Hadwiger et al. 2001, Hadwiger et al. 2002] and thoughts
about quality issues [Teitzel et al. 1999, Strzodka 2002, Hadwiger et al. 2003].

Multiscale approaches as [Westermann and Ertl 1997] regularly use disjunct filtering and down-
sampling steps and can benefit from any speedups of the filtering process. Segmentation and
classification depend heavily on filtering operations as well. Bro-Nielson [1996] already thought
about using convolution hardware for accelerating the registration process.

3.3 Implementing Convolution with OpenGL

In order to accelerate the convolution process, special purpose hardware can be used. On systems
that have built-in Digital Signal Processors (DSPs), for example for multimedia acceleration, a
specialized convolution subroutine could be downloaded to the signal processor. On the other
hand, most times these DSPs are not well documented or the run-time system can not be modified
by the user. In general they are not faster than the main processor as well. Additionally, there
exists a wide range of different DSP systems, all of which are incompatible to each other.

Another approach that has been taken in this work is to combine a 2D and a 1D convolution
kernel in order to calculate three-dimensional separable convolutions. Several vendors of the
graphics API OpenGL — as for example Silicon Graphics Inc. [SGI 1996] — have included
extensions for one- and two-dimensional filtering, which is now an optional part of the official

1http://www.gpgpu.org/
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OpenGL specification. In contrast to most implementations that emulate these extensions only in
software, the SGI graphics pipes MXE, V8, V12, BasicReality, and InfiniteReality calculate the
convolutions on-board, boosting performance by an order of magnitude even for reasonably sized
filters. The CRM graphics system of the O2 is capable of rendering convolutions in hardware as
well, but it does not support volume textures, which are crucial for the algorithm. PC graphics
hardware would be capable of doing convolutions in graphics hardware, however, their drivers
are usually not optimized for the imaging pipeline, as it is rarely used in games. On PCs an
implementation comparable to the one shown in Chapter 4 would have much better performance,
but as Hadwiger [2003] points out for using higher order texture filters this approach has several
error sources that would need some investigation first.

2D Convolution

Figure 3.4: The first pass of the hardware filtering algorithm.

Recall that the volume data is already stored in texture memory for visualization using texture
hardware. Now (3.1) and (3.2) are combined to one 2D convolution that is to be applied to
every plane of the volume data perpendicular to the z-axis. Therefore, plane by plane is drawn
by rendering quads into the framebuffer as it is sketched in Figure 3.4. The texture coordinates
assigned to the vertices of the triangle strips are specified in such a way that no interpolation of
the texture is necessary (see Figure 3.5) as long as vertex coordinates are set to raster the planes
in a pixel-exact layout on the screen. The offset of the filter centerc has to be compensated in
this step as well, as convolution in the imaging pipeline does not allow for kernels coefficients
with negative indices. In order to increase the potential speedup and to avoid rounding problems,
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Figure 3.5: Texture coordinates used for exact texel hits.
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nearest neighbor interpolation is activated during the rendering process. Each plane is then read
back with the OpenGL routineglCopyTexSubImage3DEXT , which replaces one plane of the
active volume texture orthogonal to the z-axis by data that is read directly from the framebuffer.
While transfering the data to the texture memory, the separable 2D convolution filter is activated
using glSeparableFilter2DEXT . After this first pass, the volume texture contains data
filtered along the x- and y-axes.

1D Convolution

Figure 3.6: The second pass.

Applying the convolution to the third axis is more complicated and depicted in Figure 3.6. In
this second pass planes are rendered perpendicular to one of the other axes. Assume that the
y-axis has been chosen. AsglCopyTexSubImage3DEXT can not write planes orthogonal
to any other axis than the z-axis to the texture memory, they have to be transfered to a second
volume texture. OpenGL’s texture objects are used for switching between them, which implies
only a very small overhead. While copying the data from the framebuffer to the texture memory,
a one-dimensional convolution filter is activated. As we are dealing with two-dimensional image
data, a 2D convolution filter is specified withglConvolutionFilter2DEXT , using a filter
kernel that is exactly one pixel wide.

After this second pass the convoluted volume data has been mirrored at the planey−z= 0. For
texture-based volume renderers this does not impose any restrictions, as they only have to swap
texture coordinates. When data order is crucial for the application the algorithm of pass two can
be used for both passes, thus restoring the data order in the second pass. However, the textured
planes have to be drawn two times perpendicular to the y-axis. Cache misses are much more
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Figure 3.7: The imaging pipeline of OpenGL.

likely in this case compared to planes rendered orthogonal to the z-axis. This can increase the
convolution times on big volumes by up to 50% even on fast graphics hardware.

Figure 3.7 depicts the relevant parts of the OpenGL pipeline. It reveals, that pixels read from
the framebuffer are clamped to[0,1) before they can be written back to the framebuffer or into
the texture memory. Filter kernels with negative coefficients can compute negative intermedi-
ary values during the two-dimensional convolution pass, which will not contribute to the final
1D convolution. These intermediary values are especially needed when the filter kernel is not
symmetrical. Additionally, no negative results can be stored in the output volume.

The strategy for avoiding these effects depends on the particular application. For edge detec-
tion the absolute maxima of the filtered volume data are of interest. In this case, calculating the
absolute value can be performed in hardware as well, further reducing necessary computations
on the CPU. In most other cases post-convolution scaling and bias can be used to map the ex-
pected results to the interval[0,1) just before the clamping takes place. OpenGL provides the
GL POSTCONVOLUTIONc SCALEEXT and GL POSTCONVOLUTIONc BIAS EXT pa-
rameters, which are applied to pixel color values after convolution and before clamping as de-
picted in Figure 3.7.

3.4 Results and Comparison

Figures 3.8 to 3.13 show slices of a head data set of size 1283. Figure 3.8 depicts the unfiltered
data set, whereas Figures 3.9 and 3.10 present slices of the software and hardware low-pass fil-
tered volume data, respectively. Here, a Gaussian filter kernel of size 53 has been used. The
results of the hardware-based algorithm differs only in the two lowest significant bits, compared
to the purely software-based system. A contrast enhanced difference image can be seen in Fig-
ure 3.11. Figures 3.12 and 3.13 reveal the results for high-pass filtering using the second deriva-
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Filter size 23 33 53 73

head † 0.33/0.72 0.33/1.02 0.33/1.56 0.48/2.0
angio ‡ 2.5/6.0 2.5/8.7 2.5/14.7 3.7/21.3

† Data set created by computer tomography, 1283

‡ Data set created by MR angiography, 2563

All times were measured on a Silicon Graphics Onyx2 equipped with a BasicReality graphics pipe. The
system has two R10000/195MHz processors and 640MB main memory.

Table 3.1: Convolution times in seconds using hardware / software.

tive of the Gaussian filter, again computed in software and in hardware. The hardware-convoluted
volume displays noticeable artifacts that occur due to the already mentioned clamping step in the
OpenGL pipeline. By using post-convolution scaling and bias the artifacts disappear completely.

The Figures 3.16 to 3.15 picture another data set that has been used for testing the im-
plementation. They have been visualized with the hardware-based volume rendering toolkit
TiVOR [Sommer et al. 1998], again with the first picture being rendered with the original data
set. While the noise reduction effect of the Gaussian filter is rather bothering in Figure 3.17 by
smearing volume details, it has remarkably positive effects on isosurface generation (compare
Figures 3.14 and 3.15). Note that the isosurfaces are rendered in real-time using a hardware-
accelerated volume rendering approach as described in [Westermann and Ertl 1998].

Noise interferes with high-pass filters, which can be seen in Figure 3.18. Using a high-pass filter
on the already low-pass filtered data set reveals by far more and better separable details (see
Figure 3.19) compared to the directly filtered volume.

The speed of the hardware-based convolution algorithm has been compared to a well tuned soft-
ware convolution filter. Unsurprisingly, the software convolution is almost completely memory
bandwidth bound. Even workstations with a high performance backplane as the Octane are lim-
ited by the main memory bandwidth, as today’s caches are far too small for the values needed for
convolution along the z-axis. High end machines as the Onyx2 perform huge 3D convolutions
three times faster than the Octane, even when equipped with slower CPUs. Standard PCs can
only recently cope with the memory bandwidth of the Onyx2 system, and multiprocessor options
will not accelerate the process because it is not CPU bound.

Table 3.1 shows convolution times for different data sets and filter sizes, using software and
hardware convolution. All times have been measured on an Onyx2 equipped with a BasicReality
graphics pipe. The maximum filter size supported by the graphics system is 72. Therefore, the
maximum 3D convolution that can be performed in hardware on this system is 73. Noteworthy
is the fact that the BasicReality graphics system is optimized for filter kernels of size 52. Con-
volutions with smaller kernels need exactly the same computation time. Filters of size 62 and
72 share their timing results as well. Thex andy coordinates of the volume are swapped during
the hardware-based convolution process, which is a side effect of the presented 3D convolution
algorithm.
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Figure 3.8: The unfiltered head
data set.

Figure 3.9: Head, low-pass fil-
tered in software.

Figure 3.10: Head, low-pass
filtered in hardware.

Figure 3.11: Differences of
software- and hardware-based
filtering, showing the two low-
est significant bits.

Figure 3.12: Head, high-pass
filtered in software.

Figure 3.13: Head, high-pass
filtered in hardware.

As several of today’s graphics workstation vendors have added two-dimensional convolution
to their OpenGL pipeline, using this capability for accelerating 3D convolution is an almost
straightforward approach. By using the implemented algorithm three-dimensional convolution
can be performed even on big data sets with nearly interactive rates.

All intermediary data is transfered to the framebuffer, thus clamping can suppress negative values
that result from the two-dimensional convolution as well as final negative results. Therefore,
this approach is currently most useful for symmetrical filter kernels. By using post-convolution
scaling and bias extensions these problems can be easily overcome. This technique will be
demonstrated on a more elaborate problem in Chapter 5.

Non-separable convolutions are not possible right now with this algorithm. However, by applying
several two-dimensional filter kernels and blending convoluted images in the framebuffer with an
algorithm similar to the one presented in Chapter 4, the use of non-separable 3D kernels would
be a possibility for the future as well. Due to the extremely small number of applications that
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Figure 3.14: Isosurfaces on the original an-
giography data set.

Figure 3.15: Isosurfaces on the Gaussian fil-
tered data set.

depend on non-separable kernels, this problem has not been investigated any further. The same
approach would enable the hardware-accelerated use of linear filters on standard PCs as well.
An implementation will have exactly the same performance figures as in the presented nonlinear
case, because only the blending mode has to be changed.

As we now have a basis for accelerating linear filtering operations using graphics hardware, we
can extend this approach to nonlinear filters first, before we analyze how to accelerate hierarchi-
cal filters.
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Figure 3.16: The original angiography data
set.

Figure 3.17: The Gaussian filtered data set.

Figure 3.18: Data, after direct filtering with
Gaussian’s second derivative.

Figure 3.19: First low-pass, then high-pass fil-
tered data.
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at a vastly accelerated rate.
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Chapter 4

Nonlinear Filters

Before a given data set is rendered, several filtering and mapping steps can be applied to the data
in the visualization pipeline in order to expose prominent features more precisely. Even with
the broad knowledge about filtering techniques we have today, for volume rendering this only
means adapting the mapping step in most cases. The proper adjustment of this process is one of
the major problems for the practical use of volume visualization. It is commonly accomplished
by the interactive generation of a more or less complicated transfer function. More complex
approaches are either too slow or beyond the capabilities even of modern graphics hardware and
therefore not very useful for interactive volume rendering.

Alternatively, the volume data can be preprocessed in order to reveal certain features more prop-
erly with relatively simple transfer functions. This approach requires fewer input parameters
from the user during analysis and rendering, simplifying the visualization cycle. One promising
approach for semi-automatic frequency-based volume analysis are morphological operators. De-
spite all improvements in processor technology one serious drawback of this approach remains:
almost all operators working on three-dimensional data are computationally complex, reducing
their usefulness for interactive visualization.

The disadvantage of filters based on linear combinations of the input data is the fact that the
analyzed structures become distorted. This can be seen especially on lower frequency scales,
accomplished by large filter kernels. One class of special nonlinear filters that do not flatten the
contours of the original data set are the morphological operators. This filter type computes the
minimum respectively maximum of pixel values within a given scope. Before the actual maxima
are calculated, the values of the so-called structuring element are added to the pixel values.

Graphics hardware can be used to accelerate this important type of operation by using the GPU’s
superior memory coupling. Additionally, we will see that in contrast to other filters the imple-
mentation of morphological operators on graphics hardware does not impose any additional er-
rors on the filtered data. This work has first been published at the Workshop on Vision, Modeling,
and Visualization VMV in [Hopf and Ertl 2000a].
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4.1 Morphological Operators

Morphological operators are a special form of nonlinear filters that are capable to separate or to
combine different regions in an image with a minimal distortion of the contours. At first, these
operators are defined on binary images only. LetX andY be two one-dimensional binary data
sets. Then the erosionZ− := X	Y is defined as

Z−i =
{

0 : ∃ j : Yj = 1 ∧ Xi− j = 0
1 : otherwise

.

The other basic operator, the dilation operatorZ+ := X⊕Y is defined as the dual operator to the
erosion:

Z+
i =

{
1 : ∃ j : Yj = 1 ∧ Xi+ j = 1
0 : otherwise

.

As one can see in Figure 4.1, the erosion operator cuts away parts of the boundary of the analyzed
imageX. The amount that is removed is defined by the structuring elementY, which is typically
much smaller than the input image. The dilation operator on the other hand enlarges the set parts
of the input data.

X    Y

X    Y

−4 −2−3 −1 0 1 2 3 4

Y

X

Figure 4.1: Results of the binary erosion and dilation operators.

By combining these basic operators to more complex ones we get the so-called opening and
closing operators. The opening operator breaks up small bridges between connected regions
while the closing operator tends to fill small gaps in solid components. The opening operator is
defined as

X©Y := (X	Y)⊕Y
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and the closing operator is defined as

X ◦Y := (X⊕Y)	Y

Gray-scale morphological operators, which are used in this chapter, are defined by transforming
the gray-scale data to a binary data set with an extra dimension, representing the gray level. This
lifting into the extra dimension can be done implicitly by defining according dilation and erosion
operators for gray-scale data. This way we get the dilation operatorZ+ := X⊕Y as

Z+
i = max

j
{Xi− j +Yj} (4.1)

and the erosionZ− := X	Y accordingly as

Z−i = min
j
{Xi+ j −Yj} . (4.2)

In the binary forms of the operators, the parts of the structuring elementY with Yj = 0 have
no effect at all, and thus we will call them neutral elements. In gray-scale morphology this
corresponds to parts of the structuring element withYj = N := −∞, because in the way they
are used they are invariants to the maximum and minimum operators. In the following we will
assume that all structuring elements have only a finite size, i. e. all values outside a given domain
are equal toN.

When we remember that all input data as well as the structuring element is bound for problems
related to image and volume data sets to a fixed domain[0,m], we can definēYj = m−Yj , and
using this we can shift the range of (4.1) and (4.2) to[0,m] as well by using

Z+
i = max

j
{Xi− j −Ȳj} (4.3)

for the dilation and

Z−i = min
j
{Xi+ j +Ȳj} (4.4)

for the erosion operator, provided that there exists ajm with Yjm = m. This requirement assures,
thatXi− jm−Ȳjm ≥ 0, becausēYjm = 0. Additionally,Xi− j −Ȳj ≤mholds for alli, j, becausēYj ≥
0. The neutral element in this case isN̄ := m, becauseXj −m≤ 0 and is thus not contributing to
the maximum value in (4.3). Equivalent inequalities hold for the erosion operator as well.

As the range of the morphological operators can be shifted to the domain range and only integer
operations are needed during computation, it is clear, that these operators can be implemented
using graphics hardware without precision loss, when the equations can be mapped onto the
graphics pipeline.

The most problematic aspect of morphologic volume analysis are the high memory access costs
of dilation and erosion operators, when they are invoked for volume data. For structuring ele-
ments of sizen, 2n3 data values have to be addressed per voxel. The general approach to cope



50 4 Nonlinear Filters

with this efficiency problem is to decompose a large structuring element into several smaller
ones. This is possible because the dilation and erasion operators obey the following relations as
described in [Zhuang and Haralick 1986]:

X	 (Y⊕Z) = (X	Y)	Z

X⊕ (Y⊕Z) = (X⊕Y)⊕Z

When a decomposition of a large structuring element into several smaller ones can be found,
the morphological operation with the large element can be accomplished by the consecutive
application of the smaller ones:

S = H1⊕H2⊕·· ·⊕Hn ,

X	S = (((X	H1)	H2) · · ·)	Hn ,

X⊕S = (((X⊕H1)⊕H2) · · ·)⊕Hn .

With this technique a diamond shaped structuring element of the form

Yj1,..., jd = c1 ·
(

c2−∑
k

| jk|
)

with constantsc1 andc2 can be decomposed into several smaller diamond shaped structures. For
instance, if we decompose a structuring element of sizen into several smaller elements of size 3,
only 27(n−1) data values have to be addressed per voxel for one basic morphological operation,
as 27 filter and 27 data values have to be addressed for a single voxel with a filter of size 3.

But there is still the better possibility to decompose the structuring element into several one-
dimensional elements in a tensor product like fashion:Y = ((Y1⊕Y2) · · ·)⊕Yd with

Yi
j1,..., jd =

{
c1 ·
(c2

d −| j i |
)

jk = 0 ∀ k 6= i
N otherwise

(4.5)

for which an example is depicted in Figure 4.2.
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Figure 4.2: Example decomposition of a structuring element of size 5.
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The structuring elements of the range shifted operators (4.3) and (4.4) can be decomposed simi-
larly.

That way the computational complexity can be reduced to 6n addressed data cells per voxel.
This is the approach that will be investigated in this chapter, though the basic algorithms are in
no way restricted to this type of decomposition. For more information about structuring element
decomposition I refer to [Zhuang and Haralick 1986]. [Steinberg 1986] gives a more thorough
introduction to gray-scale morphology.

4.2 Related Work

Morphological operators are mainly used in pattern recognition to perform some kind of
pre-segmentation filtering. Often they are used in combination with region growing meth-
ods [Hoehne and Hanson 1992]. Recently they have gained interest in visualization for pro-
cessing raw data in order to reveal certain structures. One approach uses structuring elements of
different sizes in order to do some kind of a hierarchical analysis, determining areas of different
spatial frequencies of the data set as in [Lürig and Ertl 1998]. The filtering process takes two
minutes and more for big data sets, despite the efforts to parallelize the operations.

With modern graphics hardware, nonlinear filters can be implemented using the programmable
fragment pipeline [Viola et al. 2003]. With current graphics cards this approach is often slower
than a solution based on standard OpenGL 1.3 calls, but there are a lot of other nonlinear filters
that can only be implemented easily with the use of fragment programs.

One other highly effective filter is nonlinear diffusion, which is mainly used for noise reduction
and feature enhancement. This filter is computationally very expensive, but it can be imple-
mented using graphics hardware as well [Diewald et al. 2001, Rumpf and Strzodka 2001]. How-
ever, one cannot expect the same acceleration properties with this approach, as it is much more
involved and less memory bandwidth bound.

4.3 Implementing Morphology with OpenGL

As I have already shown the feasibility of implementing graphics-hardware-accelerated three-
dimensional separable filters in the last chapter, I will now address morphological operators.
With the ability of almost all graphics accelerators to use a minimum/maximum blending func-
tion while rendering textured triangles to the framebuffer, these operators can be mapped per-
fectly onto the hardware pixel path, accelerating the time consuming filtering steps while retain-
ing the volume data in the texture memory of the graphics hardware for the following visualiza-
tion step. That way the volume data does not have to be reloaded for consecutive visualization
steps, as it is the case with software-based approaches.

Most PC-based graphics cards support 3D textures nowadays. As access to this type of texture is
still slower than to regular 2D textures, they are still often used for volume rendering with the 2D
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Per−Fragment Operations

& Application

Memory
Texture

Blending Framebuffer Pixel TransferRasterization Texture Lookup Tests

Figure 4.3: The per-fragment part of the OpenGL pipeline.

slicing approach. The algorithm has been implemented for both types of textures, but a serious
bug in partial 3D texture reloading on a number of machines effectively disables the possible
use right now. Therefore, we should concentrate on the 2D texture solution in this chapter. Note
that we are still dealing with 3D data sets with this approach as well. The 3D texture version of
the algorithm looks almost the same, but instead of switching the texture object the third texture
coordinate would be changed, and the intermediate result would replace a slice in the 3D texture
instead being stored in a 2D texture object like it has been shown in Chapter 3. Without loss of
generality it can be assumed, that the texture planes contain data information perpendicular to
thez axis.

In order to map morphological operators onto the graphics pipeline (see Figure 4.3), we first
have to find out where minimum and maximum operators are supported. It turns out, that only
the per-fragment operations can perform minimum and maximum blending in the framebuffer, if
the corresponding OpenGL extension is supported by the graphics driver.

As the basic algorithmic overview in Figure 4.4 shows, we can use the structure of the structuring
element decomposition (4.5) to sweep over the volume in three passes. Note that the described
approach can also be applied to morphological filters, that cannot be decomposed into several
one-dimensional filters. However, the necessary computation time usually prohibits the usage of
such operations. Nevertheless, the possible speedup would be even higher in these cases.

In the first two passes the filtering is performed along thex andy axes. These steps only access
data from within one single texture, which contains data perpendicular to thez axis, as defined
in the previous section. In the third pass we have to filter along thez axis. As the data along
this axis is spread in multiple textures, triangles textured with several different images have to be
rendered. The first two passes are combined in order to minimize texture binding changes.

In every pass textured triangles that are translated by several pixels along the filtering axis are
rendered into the framebuffer. There the incoming fragments are blended with the pixel data that
is already contained in the buffer. By using theminmax blending extension the compositing step
effectively calculates the maximum or minimum value of all texels within the filter scope. After
a one-dimensional filter operation has been performed, the resulting image is read back from the
framebuffer into texture memory.
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Figure 4.4: The basic algorithmic structure.
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In order to perform the dilation (4.3), we have to subtract a per polygon constant value from the
fragments after texturing and before blending. This can be accomplished on Silicon Graphics
systems by using the texture color lookup table with different lookup tables that only contain
linear ramps, shifted by the according structuring element values. The lookup table has to be
changed for every rendered polygon, therefore the loading process is accelerated by using pre-
defined lookup tables contained in display lists. On NVIDIA systems, the same effect can be
accomplished with the paletted texture extension, or even better with the register combiners
extension. With the recent advances in chip design and driver technology NVIDIA clearly out-
performs the filter rates that have been measured on an SGI Octane system.

In order to save texture memory, which is a scarce resource, we want to do the filtering in place,
replacing the previously used textures. In the first pass this is accomplished implicitly, because
the filter operations are performed for all pixels along the filter axis in one step. Therefore, we
do not need the original data any more after the operator was invoked.

In the second pass the filter operations cannot be performed for all pixels along the filter axis
in one step, as this involves several textures, and framebuffer contents cannot be copied back to
multiple textures in one step. Therefore, we either have to use a second set of textures, which
we wanted to avoid, or we have to store the resulting data to parts of the volume we will not
address any more. As we are dealing with usually small or at least finite filters, we can see that
we needjneg spare textures, with

jneg= max

{
min

j

{
j : Yj 6= N

}
, 0

}

being the number of coefficients the structuring element extends to negative indices. Figure 4.5
shows an example, where a structuring element of size 3 is used, with the filter coefficientsȲ−1,
Ȳ0 andȲ1. If no precautions had been taken, the textures that are needed in the next step would
be overwritten by values from the framebuffer, which is indicated in the figure by dashed lines.

The basic algorithm can be optimized even more by removing the framebuffer clear command.
When the first polygon of the inner loop is rendered with blending disabled, it will implicitly
clear the relevant part of the framebuffer, and rendering polygons without blending is faster
anyway. We just have to be sure, that the first polygon rendered is the one related toȲ0, because
it is drawn exactly at the position of the image to be read back after the filtering is complete
(compare Figure 4.4).

For many applications of morphological operators, the same data set has to be filtered several
times, using different operators of different sizes. When using the graphics hardware approach,
it is clear that we can use the color channels to perform three or four operators in one filtering
step, provided that we use the biggest morphological operator as the basic filter, combine it with
the other operators and fill the remaining empty slots with the neutral elementN̄.
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Figure 4.5: Handling texture copy overlaps.

4.4 Results and Comparison

Table 4.1 reveals that hardware-based morphological operators are much faster than well tuned
software implementations. Compared with [Lürig and Ertl 1998] they easily beat multiprocessor
implementations as well. Admittedly, the times measured there include two basic morphological
operators with four different elements and the additional overhead for difference signal creation,
thresholding and transfer function invocation. But with hardware-based operators, three or even
four (when RGBA texture lookup tables are supported) filters can be applied in one cycle, reduc-
ing comparable times even more. By performing four different morphological operations in one
cycle, we get filtering speedups of 20 times and more for large data sets and small to mid-sized
filters on SGI systems, and even speedups of 120 times and more for mid-size data sets and large
filters on modern PC hardware. These numbers clearly indicate, that the gap between software
implementations and hardware-based solutions is still widening. Note that all methods work on
8 bit data structures in order to minimize memory consumption and to speed up data access.

The Intel-based systems seem to be superior to this kind of image processing, and modern graph-
ics cards for PC systems have high fill rates that can perform morphological operators extremely
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Data set size: 2563

Kernel pIII† mips∗ GFX∗/RGBA� Speedup P4‡ GFX‡/Lum GFX‡/RGBA� Speedup

33 13.4 27.3 5.7 4.8× 6.29 1.3 0.54 11.6×
73 24.0 32.7 10.1 3.2× 7.5 1.46 0.54 13.9×
153 43.5 46.3 18.8 2.5× 27.1 1.76 1.09 24.8×
253 62.8 90.6 29.5 3.1× 59.0 2.16 1.78 33.1×

Data set size: 5122×154

Kernel pIII† mips∗ GFX∗/Lum Speedup P4‡ GFX‡/Lum Speedup

33 33.3 67.7 11.8 5.7× 15.8 3.18 5.0×
73 58.8 101.5 19.5 5.2× 18.8 3.47 5.4×
153 104.2 172.3 34.3 5.0× 69.7 4.24 16.4×
253 149.9 251.2 54.5 4.6× 113.1 5.2 21.7×

∗ SGI Octane with R10000, 250MHz, MXE graphics
† PC with Pentium III, 500 MHz, Intel BX chipset
‡ PC with P4, 2.8 GHz, Intel 7205 chipset, NVIDIA GeForce FX5800 Ultra graphics
� Four different morphological operations can be performed simultaneously with RGBA textures

Table 4.1: Times in seconds per basic operator.

fast. The performance of the software-based method is not processor architecture depended,
though, as a faster Athlon processor produced inferior results due to the influences of the main
board chip set, RAM technology, and cache sizes. Still, the performance of the modern archi-
tecture with dual channel DDR RAM is a bit disappointing, compared to the performance of the
relatively old Pentium III system. It seems to be, that the higher memory throughput is mostly
wasted by filling up the larger cache lines of the P4.

The performance of the software filtering system can be clearly improved by adapting the al-
gorithm to deal with workloads in cache line size and by using the SSE prefetch operations of
the P4. However, both optimizations are extremely dependent on the used processor, even more
than the presented approach is dependent on the GPU. Even with these optimizations, it is very
unlikely that the software filter can be accelerated by two orders of magnitude in order to keep
up with the graphics-hardware-based approach.

Mathematical computations in the framebuffer are usually susceptible to accuracy loss due
to the limited framebuffer depth [Teitzel et al. 1999, Hopf and Ertl 2000b, Teitzel et al. 2000,
Strzodka 2002, Hadwiger et al. 2003]. As morphological operators only need integer oper-
ations and the range of the results does not exceed the domain, no precision loss occurs
at all. Due to this exactness the algorithm is perfectly suited for medical applications as
well [Iserhardt-Bauer et al. 2001]. Figure 4.6 shows how morphology can be used for the seg-
mentation of aneurysms. The correctness of the implementation has been verified by several
tests, of course, yielding the desired results. Figures 4.7 to 4.10 show sample result slices of the
opening and closing operator working on a data set of size 2563, using a filter of size 73.

In this chapter an OpenGL-hardware-based algorithm for morphological operators has been in-
troduced, that utilizes the high fill rates of modern graphics hardware for accelerating time con-
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Figure 4.6: Segmentation of an aneurysm as explained in [Iserhardt-Bauer et al. 2001]. The im-
ages show one slide of the original data set, after applying the transfer function and thresholding,
and after filtering with an morphological open operator.

suming 3D filtering up to 120 times and more for large data sets. Because of the structure of
the operators, no loss of precision occurs at all, making this method attractive for all analysis
performing morphological operations.

The approach that has been taken can be used for non-decomposed morphological operators and
for non-separable linear filters as well, although these kinds of filters are not as often used as the
ones already addressed. These and other types of filtering systems are subject of future work.

PC-based graphics outclassed high end workstations in the last few years. Recent advances show
that the gap of the processing power between GPUs and CPUs is still widening. Current graphics
cards are able to perform this type of filtering operation up to two orders of magnitude faster than
the main processor, if not special measures are taken to accelerate the software solution as well.

As already indicated, there exist several hierarchical filter operations one would like to use in a
GPU-accelerated form for large data sets. As we now have algorithms to use plain filters with
graphics hardware, it is the next logical step to extend them to multiresolution techniques, which
is the topic of the next chapter.
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Figure 4.7: The original data set. Figure 4.8: The opened data set.

Figure 4.9: Difference to closed data set. Figure 4.10: Difference to opened data set.



Sheridan:I guess it’s the old joke.
You don’t have to be crazy to work here,
but it helps.
I suppose there is a ... certain attraction
to being out here on the edge like this,
a new frontier.

Babylon 5, And Now For a WordChapter 5

Hierarchical Filters

For a lot of algorithmic problems, regular filters are not sufficient for the work with real-life
data. As an example, feature detection with linear filters either finds more features than are re-
ally present, or it misses important edges in noisy data sets. These data sets are difficult to handle,
one approach to deal with them is to exploit the observation that many types of features appear
on many scales of the data set, representing different frequencies. This leads to multiresolution
approaches with hierarchical filters. Other topics that are using multiscale bases in their compu-
tations include segmentation, registration, image enhancement, and compression techniques.

The most important multiresolution analysis nowadays is the wavelet theory. Due to the com-
putational complexity of this approach no interactive visualization of the extraction process has
been possible for large data sets. By using the hardware of modern graphics workstations for
accelerating wavelet decomposition and reconstruction a first important step for reducing lags in
the visualization cycle has been realized.

Wavelet analysis is a mainly memory-bandwidth bound problem. Graphics hardware on the other
hand usually has memory systems that can be accessed extremely fast. With the support for two-
dimensional convolution and the ability to scale bitmaps by arbitrary factors, all necessary steps
needed for wavelet decomposition and reconstruction are available on graphics hardware. Addi-
tionally, three-dimensional convolution with separable filter kernels can be implemented by using
these hardware supported convolution filters along with volume textures as shown in Chapter 3,
paving the way to 3D wavelet analysis, which will benefit from the high memory bandwidth of
the graphics hardware even more. As some issues of hardware-accelerated wavelet analysis get
quite technical, I avoid the notation of 3D wavelet analysis in this chapter, and deal with 2D
images only for clarity. Work on the first algorithm presented in this chapter has first been pub-
lished at the Workshop on Vision, Modeling and Visualization VMV in [Hopf and Ertl 1999b],
and the second, faster algorithm has first been published in an additional paper at the Eurograph-
ics Symposium on Visualization in [Hopf and Ertl 2000b]. The third algorithm, working with
programmable graphics hardware, is unpublished so far.
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5.1 Wavelets

In the past decades, wavelet analysis has grown from a mathematical curiosity into a ma-
jor source of new basis decomposition and signal processing algorithms [Wickerhauser 1994,
Strang and Nguyen 1996]. The importance of wavelets and multiresolution analysis resides in
their hierarchical nature, which offers a mathematical framework for describing functions at
different levels of resolution. Using basis functions with good approximation properties, i.e.
with many vanishing moments, one can represent functions by keeping only the important co-
efficients and discarding all others. This section gives a short introduction into the basics of
wavelet theory. A more detailed description can be found e.g. in [Chui 1992, Daubechies 1992,
Louis et al. 1994].

A multiresolution analysis can be thought of as a ladder of approximating closed subspaces
(Vj) j∈Z of L2(R). The functions in these subspaces have well defined scaling and transla-
tion properties. Furthermore, there exists a functionφ ∈ V0 such that{φ j,n; j,n ∈ Z} with
φ j,n = 2 j/2φ(2 jx−n) is an orthonormal basis ofV0. Under these conditions one can construct
an orthonormal wavelet basis{ψ j,n; j,n ∈ Z} with ψ j,n = 2 j/2ψ(2 jx− n), such that for any
function f in L2(R)

Pj f = Pj−1 f +Q j−1 f , (5.1)

wherePj andQ j are the orthogonal projections ontoVj andWj , respectively:

Pj f = ∑
n∈Z

< f ,φ j,n > φ j,n , Q j f = ∑
n∈Z

< f ,ψ j,n > ψ j,n .

The functionψ is sometimes called themotherwavelet. The projectionPj f onto the subspacesVj

corresponds to the different resolution levels in which the functionf can be decomposed. These
projections contain thesmoothinformation of f at a given level of resolution. The projections
Q j f onto the subspacesWj spanned by theψ j,n represent thedetail information of f required
to move from one resolution approximation subspace to the next finer one. (5.1) is the wavelet
decomposition of the functionf . Thescalingfunctionφ satisfies thetwo-scalerelation

φ = ∑
n

hnφ1,n , (5.2)

which defines a discretelow-pass filteroperation with the filter{hn}n∈Z.

Now we start with a scale approximationf j+1 = Pj+1 f of a function f in Vj+1 and decompose it
into a coarser approximation inVj . Due to the fact thatVj+1 = Vj ⊕Wj , we havef j+1 = f j +δ j ,
whereδ j = Q j f . In terms of the orthonormal bases{φ j,n}n∈Z and{ψ j,n}n∈Z, we have

f j = ∑
n

c j
nφ j,n , δ

j = ∑
n

d j
nψ j,n ,

where the relation between the coefficients of the two levels of resolution is given by

c j−1
n = ∑

k

hk−2nc j
k , d j−1

n = ∑
k

gk−2nc j
k , with gn = (−1)nh1−n . (5.3)
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Figure 5.1: The Haar scaling function, mother wavelet, and filter coefficients for Haar and
Daubechies (4).

The coefficientshn andgn are the low-pass and high-pass filters, respectively. The decimation
by a factor 2 corresponds to a down-sampling when going from one level to the next coarser one.
This decomposition can be continued using the relationVj+1 = Vj ⊕Wj and so on until a given
levelJ < j, obtaining the following approximation forf :

f j+1 = δ
j + · · ·+δ

J+1 +δ
J + f J

The inverse operation, the reconstruction off j+1 from f j andδ j , is simply given by:

c j+1
k = ∑

n
(hk−2n c j

n +gk−2n d j
n) (5.4)

Now let us take a look at an example. The simplest possible wavelet is theHaar wavelet. Fig-
ure 5.1 depicts its scaling function and the mother wavelet together with the filter coefficients.

We will now decompose a set of coefficientsc j
k into thec j−1

k of the next coarser level. In Fig-
ure 5.2 the decomposition process is explained. The input data are convolved with the filter
kernelshn andgn and down-sampled by a factor of 2. This process can be continued with the
low-pass filtered coefficientsc j−1

k , until only one coefficient is left.

In order to reconstruct the original signal, the low- and high-pass filtered coefficients are pro-
cessed as shown in Figure 5.3. The coefficients are up-sampled and then convolved with the
reverted filter kernels according to (5.4).

So far we have only looked at one-dimensional data. For higher dimensions bases which are
tensor products of the one-dimensional case are used. There exist other approaches for selecting
orthogonal basis functions, but tensor product wavelets are easier to understand and faster to
compute. The main disadvantage is the isotropic behavior of the filters.

Figure 5.4 reveals how a two-dimensional wavelet decomposition is performed. First, the data
are decomposed line by line in the direction of the x-axis. In this example both the low-pass
and the high-pass filtered data are stored side by side to each other, so they can be filtered in a
second step column by column in the direction of the y-axis. Afterwards, the lower left part of
the final figure reveals the two-dimensional low-pass filtered data, the upper left and lower right
parts contain the perpendicular to one of the axes high-pass filtered data, and the upper right area
shows the completely high-pass filtered coefficients.
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Figure 5.2: Decomposition using Haar wavelets.
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Figure 5.3: Reconstruction using Haar wavelets.

Figure 5.4: Two-dimensional wavelet decomposition using tensor product wavelets.
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5.2 Related Work

Feature extraction has been proven to be a useful utility for segmentation and registration
in volume visualization [L̈urig et al. 1997a, Westermann and Ertl 1997]. Many edge detec-
tion algorithms used in this procedure employ wavelets or related basis functions for the
internal representation of the volume. Additionally, wavelets can be used for fast volume
visualization [Lippert et al. 1997] using the Fourier rendering approach [Malzbender 1993,
Totsuka and Levoy 1993].

Many modern media compression algorithms are based on wavelet decompositions, for example
JPEG2000 [JTC1/SC29 2002] for true color images. For scientific visualization, large volume
data sets can be compressed with wavelets and rendered interactively [Guthe et al. 2002].

A new technique, called the lifting scheme, has been developed for the design of new
wavelets [Sweldens 1997] and the acceleration of the fast decomposition and reconstruction
steps [Daubechies and Sweldens 1998]. Incorporating this concept into future work will im-
prove the software filtering times especially for large wavelet sizes, and it can be applied to the
hardware-accelerated filters as well, reducing the number of necessary texture lookups.

Using lifting for the design of wavelets will usually lead to biorthogonal wavelets. This chapter,
however, deals only with regular wavelets. Decomposition and reconstruction will work with
biorthogonal wavelets as well, as only the filter specification has to be changed, but the adaption
of data scaling (Section 5.5) remains future work.

Another interesting approach that could be useful for hardware-based implementations uses
wavelets that map integers to integers [Calderbank et al. 1998], removing all accuracy problems.
However, the theory is quite involved, and its implications for the SIMD programming model are
unclear so far.

Using graphics hardware for the acceleration of hierarchical filters is not bound tightly to
wavelets only, for instance see [Strzodka and Rumpf 2001] how level sets can be implemented
with GPUs.

5.3 A New View on the Rendering Pipeline

As it can be directly derived from (5.3) and (5.4), wavelet decomposition is practically done
by an input signal filtering and a down-sampling step. Reconstruction on the other hand is
performed by first up-sampling and filtering afterwards. Graphics workstations support filtering
and scaling (resampling) for image transfer operations, which will be utilized for hardware-
based wavelet decomposition and reconstruction. The relevant part of the the OpenGL graphics
pipeline is depicted in Figure 5.5. Modern PC graphics adapters have more flexibility with their
programmable fragment pipelines, which will be used for a fast reconstruction scheme using
textures for the input data. Figure 5.6 shows the relevant part of the OpenGL graphics pipeline
for using programmable graphics hardware.
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Figure 5.5: Relevant parts of the OpenGL graphics pipeline, using the imaging pipeline.
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Figure 5.6: Relevant parts of the OpenGL graphics pipeline, using programmable GPUs.

First, I will concentrate on the implementation of wavelet transformations with the OpenGL
imaging pipeline. In order to simplify the description of the process the process will be shown
for a one-dimensional wavelet transformation. As we have seen in the previous chapter, tensor-
product-based multi-dimensional wavelet transformations are a straight-forward extension to this
approach. In particular, Chapter 3 covers the details of how to employ 3D texture hardware in
order to perform three-dimensional convolution with separable filter kernels, which can be easily
extended to cope with wavelet transformations.

Now let us consider how the graphics pipeline works on image data. When a rectangular part of
the framebuffer is to be copied from a source area, its color values are piped through the pixel
transfer system, the rasterizer and the per-fragment operation system before they are written to
the destination area. Pixel transfer includes scaling and biasing of the color values, convolution
with a prior defined filter kernel and clamping to the usual color value range[0,1). The rasterizer
transposes the input image to the designated destination area while zooming it with arbitrary
zoom factors, in other words, it performs up- and down-sampling. In the final per-fragment
operations step, the resulting pixel values are blended with the pixel values of the destination
area using several pre-defined blending functions. This step includes a final clamping step as
well.
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In order to map the wavelet transformation onto the graphics hardware, a mathematical speci-
fication of the pixel operations of the graphics pipe is needed. Letpn+1 be the pixel data that
results from a graphical operation onpn. Again, for simplification we can assume thatpn is one-
dimensional. A first approximation of the relevant part of the graphics pipeline can be written
as a composition of a convolution (co), two clamping steps (cl), a transposition (tr), the scaling
step (sc), and a blending operation (bl):

pn+1 = cl◦bl◦sc◦ tr◦cl◦co(pn) (5.5)

bl(pi) = Γ(pi , pn
i ) (5.6)

sc(pi) = pbzic (5.7)

tr(pi) = pi−xs+xd (5.8)

cl(pi) = max(0,min(1, pi)) (5.9)

co(pi) = s·
m

∑
j=0

k j pi+ j +b , (5.10)

with zoomz, sourcexs and destinationxd position, scalings, and biasb parameters, and with a
convolution kernelk of sizem. As explained above, (co) is performed in the pixel transfer system,
(tr) and (sc) describe the task of the rasterizer, and (bl) illustrates the per-fragment operations.
Clamping (cl) happens in both, pixel transfer and per-fragment operations.

These equations are applied to pixelspn+1
i of the destination areai ∈ [xd,(xd + w+ 1−m) · z),

with w being the image size. The remaining pixels stick to their old values, that is, they are equal
to pn

i . The blending functionΓ can be chosen from a predefined set. For wavelet filter operations
identity Γid(x,y) = x, additionΓadd(x,y) = x+y and subtractionΓsub(x,y) = y−x are used.

As we now have a mathematical model of the rendering pipeline, the problem of mapping wavelet
transformations onto the hardware can be addressed as the next logical step.

5.4 Implementing Wavelets with OpenGL

Due to the individual abilities of graphics hardware, different strategies have to be used for
hardware-based implementations of wavelet transformations. For GPUs without a programmable
fragment pipeline, the convolution has to be performed with the imaging pipeline. For pro-
grammable GPUs, the convolution can be coded explicitly. As this simplifies implementation
issues, only the more complicated reconstruction process will be examined in this chapter.

But first I will concentrate on the implementation of wavelet decomposition and reconstruction
using the OpenGL imaging pipeline.

5.4.1 Decomposition using the Imaging Pipeline

Compared to the order of operations in the graphics pipeline, of which the relevant part is de-
picted in Figure 5.5, wavelet decomposition fits neatly into its scheme. Remembering that scaling
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is a part of the rasterization process, convolution is performed in the graphics pipe just before
image scaling.

When we write the wavelet decomposition in (5.3) as

c̆ j−1
n = ∑

i
hi c

j
n+i , d̆ j−1

n = ∑
i

gi c
j
n+i , (5.11)

c j
n = c̆ j

2n , d j
n = d̆ j

2n (5.12)

and compare it to (5.5) to (5.10), we see that each of the wavelet decomposition filter steps
matches the calculations of the OpenGL graphics pipe perfectly, except for the clamping steps.
(5.7) implements the down-scaling in (5.12) and (5.11) can be expressed with the convolution
filters in (5.10). Clamping introduces several problems to these algorithms, that have to be ad-
dressed by using arbitrary scale and bias parameters. This aspect is discussed in detail in Sec-
tion 5.5.

One thing to note is that the image datapn
j as well as the filter kernelk j are only defined forj ≥ 0.

The filter kernel size is further limited by hardware-specific constants, which are rather small.
Thus it is necessary to displace the filter kernel and the input and output image specifications
before invocation. Of course, the displacement has to be compensated in the final convolution
step.

The input data have to be convolved using two different filters, so either the resulting images have
to be written to another part of the framebuffer, or both filters have to be used together in one
step. As we are usually dealing with multi-dimensional data, we can build a tensor product of
two dimensions of the higher dimensional filter and filter the data set in half the number of passes
that would be necessary if we would work with one-dimensional filters only. By combining both
tensor product steps with the two different filters we get a total of four filters that have to be
applied to the data.

The first implementation uses a framebuffer layout similar to Figure 5.4. Because the input
data have to be convolved using two different filters, the resulting images have to be written to
another part of the framebuffer so that the original data set is not overwritten. These two parts of
the framebuffer can be used alternately when tensor product wavelet decompositions have to be
computed.

Unfortunately, OpenGL is no pixel-exact specification. In particular, zooming is only well de-
fined according to (5.7) for up-sampling, that is for zoom factors greater than one. When images
are scaled down, it is up to the implementation which pixels to transfer. Even the implementa-
tions of one vendor — Silicon Graphics in this case — vary from architecture to architecture.
In order to address this problem, a so-calledshift offsetδ is determined. When added to the
specification of the source image’s left edge, it corrects the internal pixel offset. Currently the
only way to determine the shift offset is to draw a scaled-down version of a well-known image
for several different shift values and to read it back afterwards for comparison with the desired
result.

Additionally, care has to be taken at the borders of the input image. Several strategies have al-
ready been discussed, with blanking being the easiest and input mirroring being one of the best
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Create convolution filters:̃hi = hi+αh , g̃i = gi+αg .
Set pixel zoom to 0.5 .
Set blending function toΓid .

Set post-convolution scaling tosh .
Set post-convolution bias tobh .
Copy area[δ +αh + i , δ +αh + i +w+∆h−1) to [oc , oc + 1

2w),
using convolution filter̃h (size∆h).

Set post-convolution scaling tosg .
Set post-convolution bias tobg .
Copy area[δ +αg + i , δ +αg + i +w+∆g−1) to [od , od + 1

2w),
using convolution filter ˜g (size∆g).

h j , g j Low- and high-pass filters, respectively
αx Index of first non-zero element of filterx
∆x Size of filterx
δ Shift offset (see text)
i, w Input image offset and size
oc, od Output image offsets for low- and high-pass filtered coefficients
sh, sg Scaling parameters for filtersh andg
bh, bg Bias parameters for filtersh andg

Figure 5.7: Implementation sequence for OpenGL-based wavelet decomposition with luminance
only convolution.

methods in order to suppress high frequencies that are not part of the image, but introduced by
aliasing effects. Figure 5.7 shows the implementation sequence for the first algorithm imple-
menting wavelet decomposition using graphics hardware. The calculation of the scaling and bias
values, which is left out here for clarity, is discussed in detail for the one-dimensional case in
Section 5.5.

As the graphics pipeline always works on RGBA images, another possibility to implement the
filter arises by using RGBA convolution filters instead of luminance only filters to combine these
four steps into one as depicted in Figure 5.8. This will speed up the decomposition significantly,
as the raster manager needs to address only one fourth of the number of pixels of the previous
mentioned approach, and the convolution pipeline is implemented for color filters anyway. Ad-
ditionally, we do not have to copy the source image in order to save it for the second filter, which
makes for another factor of two.

However, it turns out that we still have to copy the source image, because OpenGL does not
provide a pre-convolution color matrix, which would be necessary to provide the same informa-
tion to the four different filters. As only the low-pass filtered data of the previous step should be
addressed, which is stored in the red component of the calculated image, this information has to
be spread to all four color channels using SGI’s color matrix OpenGL extension before invoking
the convolution filter. Still, this approach has the advantage of better utilization of the graphics
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Figure 5.8: Using one RGBA convolution instead of four different luminance only convolutions.

Create convolution filter:̃h j = h j+α , g̃ j = g j+α ,

f R
j,k = h̃ j · h̃k , f G

j,k = g̃ j · h̃k , f B
j,k = h̃ j · g̃k , f A

j,k = g̃ j · g̃k ∀ j,k .

Calculate scalings and biasb .

Set post-convolution scaling tos .
Set post-convolution bias tob .
Set pixel zoom to 1.0×1.0 . Set color matrix to

(
1 1 1 1
0 0 0 0
0 0 0 0
0 0 0 0

)
.

Copy area[δx +α + ix , δx +α + ix +wx +∆−1)× [δy +α + iy , δy +α + iy +wy +∆−1)
to [ox , ox +wx +∆−1)× [oy , oy +wy +∆−1).

Set pixel zoom to 0.5×0.5 . Disable color matrix.

Copy area[ox , ox +wx +∆−1)× [oy , oy +wy +∆−1)
to [ox , ox + 1

2wx)× [oy , oy + 1
2wy), using convolution filterf (size∆2).

h j , g j Low- and high-pass filters, respectively
α Index of first non-zero element of both filters
∆ Size of filters
δ Shift offset (see text)
i, w Input image offset and size
o Output image offsets
s Scaling parameters for filtersf ∗

b Bias parameters for filtersf ∗

Figure 5.9: Implementation sequence for OpenGL-based wavelet decomposition with RGBA
convolution.

pipe.

Finally, Figure 5.9 shows the implementation sequence for the second algorithm implementing
wavelet decomposition using graphics hardware. The calculation of the scaling and bias values
have been left out here for clarity as well. Please note, thats andb are four-dimensional vectors
in this case, that contain the values for the four different filtersf R, f G, f B, andf A. All values
have to be calculated independently from each other by the formulas discussed in Section 5.5.
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5.4.2 Reconstruction using the Imaging Pipeline

In contrast to the decomposition algorithm, wavelet reconstruction is much more complicated,
because according to (5.4) scaling and convolution is to be performed in inverse order compared
to the rendering pipeline (Figure 5.5). Either scaling and convolution have to be performed in
separate rendering steps, or the filters have to be split and special care has to be taken in order to
render even and odd pixel positions separately. Either way, reconstruction is more complicated
than decomposition.

We will discover in Section 5.5 that using separate rendering steps is not a feasible option. There-
fore, we should concentrate on the second possibility of splitting the filters.

Consider the wavelet reconstruction in (5.4). In order to simplify the expression, we have to
distinguish betweenk being even and odd. For evenk we substitutehk−2n usinghev

n = h−2n (g
accordingly) and get

c̄ j+1
n = ∑

i
(hev

i c j
i+n +gev

i d j
i+n) , (5.13)

c j+1
k = c j+1

2n = c̄ j+1
n . (5.14)

For oddk we usehod
n = h1−2n, which results in

ĉ j+1
n = ∑

i
(hod

i c j
i+n +god

i d j
i+n) , (5.15)

c j+1
k = c j+1

2n+1 = ĉ j+1
n . (5.16)

Again, we will concentrate on the low-pass filtered data first and simply neglectg in the terms
above. We can see that (5.14) and (5.16) can be performed by setting according zoom factors
in (5.7). (5.13) and (5.15) can be implemented in (5.10) by choosinghev andhod as filter ker-
nels, respectively. The blending function is set toΓid for this step, just as in the decomposition
mechanism.

Of course, when rendering the odd coefficients, we have to make sure that we do not overwrite
the previously rendered even coefficients. OpenGL knows about a so-calledstencilbuffer, which
provides masking tests in the per-fragment operation part of the graphics pipeline. The stencil
buffer has to be initialized with a striped pattern only once, after that the stencil test can be set to
render even or odd pixels only. The test is activated for rendering odd pixels only due to speed
reasons, as each activated test can slow down the rendering process.

Up to now we have only dealt with the low-pass filtered coefficientsc j
n. The next step is to add the

convolutedd j
n to the values that already reside in the framebuffer. Therefore, another rendering

step is performed in which the high-pass filtered coefficients with the convolution kernelsgev

and god are copied just over the previously low-pass convolved coefficients. This time,Γadd
is selected as the blending function, by which the rendered data are added to the values in the
framebuffer rather than overwriting them.
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h j , g j Low- and high-pass filters, respectively
αx Index of first non-zero element of filterx
∆x Size of filterx
δ ∗

x Input image offset for filterx

Figure 5.10: Filter specifications for OpenGL-based reconstruction.

Unfortunately, the second clamping step in (5.5) prohibits values< 0 to be correctly subtracted
from the framebuffer. Therefore, the same convolution has to be rendered twice, one time using
the scale and bias values discussed in the next section andΓadd as blending function, one time
using the negated scale and bias values, usingΓsub for blending.

As we are up-sampling during reconstruction, we do not have to care about any shift offsets
during zooming, as the OpenGL specification is pixel-exact in this case. However, hardware
filter kernelshk can only be specified for non-negativek. Together with the problem of odd
sized filter kernels this leads to quite complex filter kernel specifications, which can be noted in
Figure 5.10.

The implementation sequence of the filtering itself is depicted in Figure 5.11. The computation
of scaling and bias values is discussed in detail in Section 5.5. Two bias values have to be
calculated separately per filter, as the filters have to be split into one for even and one for odd
filter coefficients. Again, care has to be taken about image borders as well. The policy here
depends heavily on the policy taken during the decomposition step. Note that Haar wavelets are
quite uncomplicated here, as the reconstruction filters have the size 1, which is a mere scaling.

If the low- and high-pass filtered coefficients of a two-dimensional wavelet transformation are
stored in the framebuffer layout as used in the second decomposition algorithm (Figure 5.9), a
faster version of the reconstruction algorithm can be used. As the necessary high-pass filtered
coefficientsd j

n are stored as another component of the same pixels, SGI’s color matrix exten-
sion can be used to combine them. Again, all four red, green, blue, and alpha components are
used in order to work on 2D tensor product wavelets in one step. This is different to the first
approach, where we treated the different coefficients in separate steps. This second approach
is not only faster, but even more accurate, because color matrix operations are performed with
higher precision than blending operations in the framebuffer, and we do not have to deal with
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Set pixel zoom to 2.0 .
Initialize stencil buffer with

{
0 even pixels
1 odd pixels

.

Disable stencil test.

Set blending function toΓid .
Set post-convolution scaling and bias to ¯sh andb̄ev

h .
Copy area[ic +δ ev

h , ic +δ ev
h +w+∆ev

h −1) to [o, o+2w), using filterh̃ev (size∆ev
h ) .

Set blending function toΓadd .
Set post-convolution scaling and bias to ¯sg andb̄ev

g .
Copy area[id +δ ev

g , id +δ ev
g +w+∆ev

g −1) to [o, o+2w), using filterg̃ev (size∆ev
g ) .

Set blending function toΓsub .
Set post-convolution scaling and bias to−s̄g and−b̄ev

g .
Copy area[id +δ ev

g , id +δ ev
g +w+∆ev

g −1) to [o, o+2w), using filterg̃ev (size∆ev
g ) .

Enable stencil test, render only pixels with stencil value 1.

Set blending function toΓid .
Set post-convolution scaling and bias to ¯sh andb̄od

h .
Copy area[ic +δ od

h , ic +δ od
h +w+∆od

h −1) to [o, o+2w), using filterh̃od (size∆od
h ) .

Set blending function toΓadd .
Set post-convolution scaling and bias to ¯sg andb̄od

g .
Copy area[id +δ od

g , id +δ od
g +w+∆od

g −1) to [o, o+2w), using filterg̃od (size∆od
g ) .

Set blending function toΓsub .
Set post-convolution scaling and bias to−s̄g and−b̄od

g .
Copy area[id +δ od

g , id +δ od
g +w+∆od

g −1) to [o, o+2w), using filterg̃od (size∆od
g ) .

h∗, g∗ Low- and high-pass filters, respectively, as specified in Figure 5.10
δ ∗

x Input image offset for filterx
∆∗x Sizes of filterx
ic, id, w Input image offsets for low- and high-pass filtered coefficients, and size of input image
o Output image offset
s̄h, s̄g Scaling parameters for filtersh andg
b̄ev

h , b̄od
h , b̄ev

g , b̄od
g Bias parameters for filtersh andg

Figure 5.11: Implementation sequence for OpenGL-based wavelet reconstruction with lumi-
nance only convolution.
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Create convolution filters:

f x,y,R
j,k = h̃x

j · h̃
y
k , f x,y,G

j,k = g̃x
j · h̃

y
k , f x,y,B

j,k = h̃x
j · g̃

y
k , f x,y,A

j,k = g̃x
j · g̃

y
k ∀ j,k , ∀x,y∈ {ev,od} .

Calculate scalings and biasbx,y, x,y∈ {ev,od} .
Set pixel zoom to 2.0×2.0 . Enable rendering to R only, disable rendering to G, B, and A.

Set color matrix to

(
1 0 0 0
1 0 0 0
1 0 0 0
1 0 0 0

)
. Initialize stencil buffer with

{
0 x even,y even
1 x odd,y even
2 x even,y odd
3 x odd,y odd

.

Disable stencil test. Set post-convolution scaling and bias tos̄ andb̄ev,ev .
Copy area[ix +δ ev , ix +δ ev+wx +∆ev−1)× [iy +δ ev , iy +δ ev+wy +∆ev−1)

to [ox , ox +2wx)× [oy , oy +2wy), using convolution filterf ev,ev (size∆ev×∆ev) .

Do ∀{x,y, t} ∈
{
{od,ev,1} , {ev,od,2} , {od,od,3}

}
:

Enable stencil test, render only pixels with stencil valuet
Set post-convolution bias tōbx,y .
Copy area[ix +δ x , ix +δ x +wx +∆x−1)× [iy +δ y , iy +δ y +wy +∆y−1)
to [ox , ox +2wx)× [oy , oy +2wy), using convolution filterf x,y (size∆x×∆y) .

h∗, g∗ Low- and high-pass filters, respectively, as specified in Figure 5.10
δ ∗ Input image filter specific offsets
∆∗ Sizes of filters
i, w Input image offset and size
o Output image offset
s̄ Scaling parameters for filtersf ∗

b̄∗∗ Bias parameters for filtersf ∗

Figure 5.12: Implementation sequence for OpenGL-based wavelet reconstruction with RGBA
convolution.

clamping artifacts in this case either. Rendering to the green, blue, and alpha channels has to be
disabled in order not to overwrite the high-pass filtered coefficients of the next hierarchy level in
the framebuffer, which will be needed in further reconstruction steps.

Figure 5.12 reveals the implementation order of this approach. Again, scalings and biasbx,y

with x,y∈ {ev,od} are four-dimensional vectors in this case, that contain the values for the four
different filtersf R, f G, f B, andf A. The bias values have to be calculated for all four different
combinations ev/ev, ev/od, od/ev, and od/od, as the filters have to be split for even and odd filter
coefficients per dimension.

5.4.3 Reconstruction using Programmable Graphics Hardware

As we have seen in the previous sections, the order of operations had to be carefully fitted to
the filtering equations. With modern GPUs, this process is no longer necessary due to the pro-
grammability of the fragment processors. As the reconstruction process is the more complicated
part, it will be examined in detail in this section.
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void main (in float2 pos2 : TEXCOORD0, image sample position
in float4 posf : TEXCOORD1, filter sample position
out float4 output : COLOR,
uniform sampler2D data : TEXTUREUNIT0, image data
uniform samplerRECT filter : TEXTUREUNIT1, wavlet filter and bias
uniform float4 offset : C0 offset to high-pass filtered data (.w = 0)

{
// look up data values
float4 vll = tex2D (data, pos2); // + offset.ww);
float4 vhl = tex2D (data, pos2 + offset.xw);
float4 vlh = tex2D (data, pos2 + offset.wy);
float4 vhh = tex2D (data, pos2 + offset.xy);

// calculate filter position and get filter data and bias
float2 tpos = fmod (posf, float2 (2, 2));
float4 filt = texRECT (filter, tpos);
float bias = texRECT (filter, tpos + float2 (2, 0)) .r;

// now reconstruct
output = (vll*filt.r + vhl*filt.g + vlh*filt.b + vhh*filt.a) + bias;

}

Figure 5.13: The fragment program for reconstructing one wavelet level with Haar wavelets,
written in Cg.

For this case, the same memory layout as for the luminance-convolution-based algorithm has
been chosen. In principle, the low- and high-pass filtered data could be stored in RGBA com-
ponents as in the second algorithm, which would again result in a speed increase, but I wanted
to keep the ability to filter RGBA data for image processing in a single step. Additionally, this
demonstrates the flexibility of the new programming model more clearly.

In contrast to the former approaches, only a single pass is needed during reconstruction when
using the fragment program depicted in Figure 5.13. For clarity, the convolution has been coded
explicitly for Haar wavelets only, which have a reconstruction filter kernel of size 1. The program
basically loads the four data values for low- and high-pass filtered 2D data from the input texture,
gets the filter coefficients and bias values, and performs the convolution. Other, larger, wavelet
filters would need more adjacent input data and additional filter coefficients, e.g. Daubecchies
wavelets would require 16 data texture lookups, four filter lookups, and the single bias lookup.
As programmable loops are not available in fragment programs so far, the size of the wavelet has
to be a compile-time constant.

As discovered in Section 5.4.2, different filter coefficients are needed for odd and even pixels.
Section 5.5 will show that we need different bias values as well. Both are looked up in a separate,
very small texture of size 4×2. In the left half of the texture, the four sets of filter coefficients
are stored, with all combinations of low- and high-pass filters for two-dimensional filtering in
the four color components. In the right half the four different bias values are stored. For larger
wavelet filters this texture would have to be expanded to hold the additional wavelet coefficients.
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All wavelet coefficients are stored in a floating point texture, already scaled with the recon-
struction scaling factor as specified in Section 5.5. Due to the small size of the texture, it will
completely fit into the texture cache of the GPU, and texture stalls are very unlikely.

All texture coordinates have to be specified with extreme care, as round-off errors are difficult to
track down, as they can lead to unexpected behavior even with nearest-neighbor lookup. For the
program in Figure 5.13,pos2 holds the input texture position[0. . . 1

2) for addressing the filtered
data, which is basically12 the output position.posf is the integer output position[0. . .m), and
offset holds the input texture offset for accessing the high-pass filtered data.offset.w has
to be set to 0 for fast addressing of all four filtered parts of the input texture. When using larger
wavelet filters, an additional offset1

m is needed for accessing adjacent pixels in the input texture.
All values imply that the input texture has the same size as the output region.

As the fragment program for reconstructing one wavelet step is rather small, it can be consid-
ered to reconstruct multiple or even all reconstruction steps with a single pass fragment program.
However, this brute-force method needsO(n2) operations compared toO(nlogn) for reconstruct-
ing a single value that has been decomposedn times, as the reconstruction of lower levels has to
be repeated for every pixel.

The fragment program uses floats for the filter kernel and its internal computations, but the input
data is stored in a regular single byte RGBA texture. Filtering can be accelerated by approxi-
mately 30% with the use of 16 bit floats for the internal computations, with some loss of accuracy.
Table 5.1 in Section 5.6 will show this correlation more clearly.

5.5 Data Scaling

Up to now we dealt with the graphics pipe as if it could cope with floating point values. This
is true for modern PC graphics cards with the availability of floating point P-buffers (as used
in Chapter 7), but access to floating point textures and buffers is much more expensive than to
textures with 8 bits per channel, and internal computations in the fragment pipeline in higher
precision are slower as well. Other architectures as the SGI InfiniteReality graphics pipe do not
support floating point framebuffers at all, and all fragments are clamped to the interval[0,1).
Luckily OpenGL provides the possibility to scale and bias pixel data after the convolution step,
just before the clamping takes place. For fragment-program-based approaches scaling and bias-
ing can be implemented explicitly.

In order to uphold consistency while performing the decomposition, scaling parameterssh, sg,
and offset valuesbh, bg are introduced, that fit the resulting scaled wavelet coefficients ˜c andd̃,
represented by the pixel valuespn

j , to the interval[0,1). In the following only the low-pass
filtering sequence will be addressed, because the high-pass filtering sequence is handled exactly
the same way.

In particular we can define thescaleddecomposition equation

c̃ j−1
n = sh ·∑

k

hk−2n c̃ j
k +bh (5.17)
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and initialize the decomposition with ˜cJ
n = cJ

n. We can see that for positive ˜c j
n the sum∑k hk−2n c̃ j

k
gets minimal for

c̃ j
k =

{
0 hk−2n ≥ 0
1 hk−2n < 0

.

The maximum of the sum can be determined equivalently. By imposing these extrema to the
conditionc̃ j

n∈ [0,1) which reflects the framebuffer clamping, we get the scaling factorsh and the
offset biasbh as

h̃neg = ∑
k

min(0,hk) , h̃pos = ∑
k

max(0,hk) ,

sh =
1

hpos−hneg
, bh = −hnegsh .

During reconstruction, the scaling and bias has to be compensated. In order to accomplish this,
we first insert (5.3) into (5.4):

c j
k =

(
∑
n

hk−2n ·∑
i

hi−2nc j
i

)
+
(
∑
n

gk−2n ·∑
i

gi−2nd j
i

)
. (5.18)

Now we insert (5.17) into the equivalently scaled reconstruction equation and obtain

c̃ j
k = s̄h ·∑

n
hk−2n ·

(
sh ·∑

i
hi−2n c̃ j

i +bh

)
+ b̄h + s̄g ·∑

n
gk−2n ·

(
sg ·∑

i
gi−2n d̃ j

i +bg

)
+ b̄g .

(5.19)

The reconstruction process is performed in two steps, of which both are clamped to[0,1). The
conditionc̃ j

n ∈ [0,1) and the lossless wavelet reconstruction ensures that the final value ˜c j
n does

not exceed the clamping interval.

Now we decompose (5.19) and compare the coefficients with (5.18). This comparison yields

s̄h =
1
sh

, s̄g =
1
sg

,

b̄h = hneg·
{

∑i h2i k even
∑i h2i+1 k odd

, b̄g = gneg·
{

∑i g2i k even
∑i g2i+1 k odd

.

Note that the bias parameters are different for odd and even input pixels. Therefore, it is not
possible to implement wavelets using graphics hardware with a two-pass approach alone, sepa-
rating scaling and convolution in different rendering steps. Even and odd pixels still have to be
biased differently, and the technique using the stencil buffer for splitting the filters seems to be
the natural solution.

Figures 5.14 and 5.15 sum up all calculations for the computation of the data scaling and bias
parameters for both decomposition and reconstruction.
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h̃neg = ∑k min(0,hk) , h̃pos = ∑k max(0,hk)

g̃neg = ∑k min(0,gk) , g̃pos = ∑k max(0,gk)

sh = 1
h̃pos−h̃neg

, sg = 1
g̃pos−g̃neg

bh = −h̃neg·sh , bg = −g̃neg·sg

h j , g j Low- and high-pass filter coefficients, respectively

Figure 5.14: Implementation sequence for the evaluation of scale and bias parameters for de-
composition.

h̃neg = ∑k min(0,hk) , h̃pos = ∑k max(0,hk) ,
h̃ev = ∑k h2k , h̃od = ∑k h2k+1 ,
g̃neg = ∑k min(0,gk) , g̃pos = ∑k max(0,gk) ,
g̃ev = ∑k g2k , g̃od = ∑k g2k+1 ,

b̄ev
h = h̃ev · h̃neg , b̄od

h = h̃od · h̃neg ,
b̄ev

g = g̃ev · g̃neg , b̄od
g = g̃od · g̃neg ,

s̄h = h̃pos− h̃neg , s̄g = g̃pos− g̃neg .

h j , g j Low- and high-pass filter coefficients, respectively

Figure 5.15: Implementation sequence for the evaluation of scale and bias parameters for recon-
struction.

5.6 Results and Comparison

Wavelet decomposition and reconstruction have in principle the same order of complexity. How-
ever, for the first presented algorithm hardware-based reconstruction is about two to three times
slower than decomposition due to the limitations of the graphics pipe. This is not the case with
the second algorithmic approach, at least for larger images. As the second approach is much
faster than the first one as well, I have concentrated my timing measurements on the second ap-
proach. The drivers for PC-based graphics hardware usually do not have an optimized imaging
pipeline. Thus only the fragment-program-based approach has been evaluated on this architec-
ture.

In general the slower speed of the wavelet reconstruction is no major drawback, as wavelets are
most often used for decomposition in order to accelerate volume rendering and feature detection.
Currently, the expansion of compressed data, which would be a major application for wavelet
reconstruction, does not map onto the described algorithms very well, because all wavelet co-
efficients have to be stored in the images regardless of their values. Run-length and entropy
decoding — important steps of all image compression techniques yielding high compression
ratios — cannot be implemented efficiently on current graphics hardware as well.
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Figure 5.16: Thehead data set decomposed with Haar wavelets (algorithm 1).

Figure 5.16 shows a complete decomposition done with the first presented algorithm. It can be
clearly seen, that the data set is first filtered along thex axis, while it is copied from the left half
of the image to the right half. After that, it is copied back to the left half, while it is filtered along
they axis. As in the next step only the low-pass filtered coefficients in the lower left quarter of
the left image are filtered, the upper and right half of the right image are left untouched.

Color Plate 1 shows a complete decomposition of the data set with the second algorithm. Please
note that the high-pass filtered coefficients can be seen in the green and blue channel, while the
low-pass only filtered coefficients are visible in the red channel. Of course, the alpha channel
could not be visualized in this image at all.

Table 5.1 reveals that hardware-based wavelet filtering is much faster than a well tuned software
implementation. Only for very small images the software system outperforms the OpenGL hard-
ware on the SGI. Scaling and bias computation as well as filter kernel download adds an almost
constant overhead which unsurprisingly leads to low execution speed for small images. As soon
as the image does not fit into the processor cache any more, the advantage of using the high
memory bandwidth to the GPU comes out more clearly. Additionally, a lot of time can be saved
during a typical visualization cycle, as the data do not have to cross the graphics / host memory
barrier. The times for fragment-program-based reconstruction show that the programmability of
graphics hardware does not only ease the implementation of complex algorithms on GPUs, but
it also improves their performance dramatically. Still, there are several possibilities to increase
the rendering speed during wavelet filtering even more.

All imaging pipeline times have been measured on a Silicon Graphics Octane with an MXE
graphics pipe. The BasicReality engine has been tested as well, but no performance numbers
have been evaluated due to severe pipeline bugs that showed up on using post convolution bi-
asing. All programmable fragment pipeline times have been measured on PC with an NVIDIA
FX5950 Ultra graphics board, though the older FX5800 Ultra showed the same overall perfor-
mance.
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Haar wavelet Daubechies (4) wavelet

Size 322 642 1282 2562 5122 322 642 1282 2562 5122

Soft. decomp.∗ 0.50 2.0 7.8 31 150 0.70 2.8 11 45 209
Hard. decomp.∗ 0.65 1.4 4.5 16 62 0.70 1.8 5.5 19 74
Speedup 0.77 1.4 1.7 1.9 2.4 1.0 1.6 2.0 2.4 2.8

Soft. recons.∗ 0.80 3.6 14 55 240 1.2 5.0 19 78 340
Hard. recons.∗ 1.4 2.0 5.0 18 66 1.4 2.0 5.1 18 66
Speedup 0.57 1.8 2.8 3.1 3.6 0.86 2.5 3.7 4.3 5.2

Soft. decomp.† 0.036 0.13 0.56 3.3 49.1 0.057 0.21 0.91 8.5 60

Soft. recons.† 0.053 0.20 0.85 4.11 46.8 0.077 0.29 1.14 9.0 60
Hard. recons.† 0.040 0.124 0.46 1.79 6.99
Speedup† 1.33 1.6 1.8 2.3 6.7
Hard. recons.‡ 0.030 0.086 0.285 1.10 4.33
Speedup‡ 1.77 2.3 3.0 3.7 10.8

∗ SGI Octane with R10000, 195MHz, MXE graphics, algorithm 2
† PC with P4, 2.8 GHz, Intel 7205 chipset, NVIDIA GeForce FX5950 Ultra graphics, algorithm 3, 32 bit

registers
‡ Same PC, 16 bit registers

Table 5.1: Filter times in ms per 2D wavelet step.

Comparing the speedup factors between the SGI (algorithm 2) and the newer PC (algorithm 3),
I can only come to the same conclusion as in Chapter 4 that the performance gap between CPU-
and GPU-based algorithms is currently widening — though at a lower pace than in the previous
chapter. Please note that fragment-program-based decomposition has not been analyzed and
implemented yet.

As hardware-based wavelet filtering uses the framebuffer for its computations, which only has a
limited depth, the accuracy of the computations cannot be as good as with software-based tech-
niques, which in contrast only have to tolerate the typically small floating point errors. However,
when using a framebuffer with a depth of 12 bits per base color, only single bit errors can be
found in images of size 5122 after complete wavelet decomposition and reconstruction. All ac-
curacy problems could be overcome by using floating point P-buffers with the programmable
fragment pipeline based algorithm, but this approach slows down computations, and one usually
needs the decomposed image to be displayed anyway, which is not possible with these floating
point buffers. We should now take a closer look at differences of software- and hardware-filtered
images.

First, Figures 5.17 and 5.20 show the originalhead (size 5122) andlena (size 2562) data sets,
which were used for this analysis. The contrast enhanced Figures 5.18, 5.19, 5.21, and 5.22 show
the completely decomposed data sets for Haar and Daubechies wavelets of order 4. Figure 5.1
lists the filter kernel coefficients for these two wavelet types.
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Figure 5.17: Thehead data
set.

Figure 5.18: Haar wavelet de-
composition.

Figure 5.19: Daubechies
wavelet decomposition.

Figure 5.20: Thelena data
set.

Figure 5.21: Haar wavelet de-
composition.

Figure 5.22: Daubechies
wavelet decomposition.

Figure 5.23: Least significant
bit differences between soft-
ware and hardware Haar de-
composition (algorithm 1).

Figure 5.24: Least significant
bit differences after full Haar
decomposition and reconstruc-
tion (algorithm 1).

Figure 5.25: Least significant
bit differences on thelena
data set (algorithm 1).
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The next images reveal the differences between software- and hardware-based Haar wavelet
filtering in form of difference images of completely decomposed as well as decomposed and
afterwards reconstructed data. The images had to be equalized in order to revealanydifferences
at all, as the hardware-filtered variants differ only in the least significant bit. Additionally, all
erroneous positions have been increased in their size with morphological operators, otherwise
printers would easily miss some positions during rasterization. Figure 5.23 reveals all 1-bit
differences between hardware- and software-decomposed data sets in the case of Haar wavelets
for thehead data set, a 5122 sized slice of a computer tomography. Figures 5.24 and 5.25 show
the differences between completely Haar wavelet decomposed, then reconstructed data sets, and
their originals. Note that software decomposition using floats is accurate enough to restore image
data during reconstruction without any differences at all.

The algorithms seem to be pretty robust as can be seen in Color Plate 2. It shows the differences
of a decomposition using the second algorithm, evaluated on two different graphic cards. Again,
the image has been enhanced to show least significant bit differences.

As already mentioned in the previous sections, special care has to be taken at the borders. With-
out handling these special cases, artifacts will occur, as it can be seen in Figures 5.26 and 5.29. In
order to verify that only border data are affected, difference images have been calculated, which
can be investigated in Figures 5.27 and 5.30. As apparently no differences except for the borders
can be detected, equalized versions are presented in Figures 5.28 and 5.31.

Framebuffers with only eight bits per base color yield less pleasing results. Figures 5.32 and
5.34 reveal the differences after complete decomposition and reconstruction. Again, the second
image has been enhanced in order to reveal the differences.

As the second presented algorithm sums up the low-pass and high-pass reconstructed coefficients
before storing to the framebuffer, it can benefit from higher internal precision in the OpenGL
pipeline. Figures 5.33 and 5.35 show the differences after complete decomposition and recon-
struction. It can be clearly seen that the occurring error is much more regular. It is assumed to
be an unresolved rounding issue that could possibly be avoided with some additional research. It
should be noted, however, that these rounding issues are most likely hardware-dependent. Note
that the maximum error is decreased, while both mean error and peak signal noise ratio (PSNR)
are worse.

The third algorithm seems to be much more robust for eight bit framebuffers, as it can be shown
in Figure 5.36, compared to Figures 5.34 and 5.35. However, its quality really depends upon
the register size, and it quickly degrades with 16 bit floats as it can be seen in Figure 5.37. All
images on this page have been enhanced with the same scaling factor as Figure 5.34.

Finally, Table 5.2 gives an overview over all investigated algorithms and their quality. Using
higher framebuffer depths is clearly the best approach for resolving inaccuracies of wavelet trans-
formations, but the fragment-program-based approach shows that using high precision during a
single step of the reconstruction process can improve the results significantly as well. It is note-
worthy that this algorithm worked on input data with a resolution of only 8 bit as well, as com-
pared to the 12 bit input data that was necessary for the two imaging-pipeline-based approaches
in order to be competitive.
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Figure 5.26: The head
data set decomposed with
Daubechies wavelets to level 4
and reconstructed afterwards.

Figure 5.27: Differences be-
tween software and hardware
Daubechies filtered data.

Figure 5.28: Enhanced ver-
sion, making least significant
bit differences visible.

Figure 5.29: The lena
data set decomposed with
Daubechies wavelets to level 4
and reconstructed afterwards.

Figure 5.30: Differences be-
tween software and hardware
Daubechies filtered data.

Figure 5.31: Enhanced ver-
sion, making least significant
bit differences visible.
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Figure 5.32: Reconstructed image using a
framebuffer with 8 bits (algorithm 1).

Figure 5.33: Reconstructed image using a
framebuffer with 8 bits (algorithm 2).

Algorithm Framebuffer RegistersMax. Mean PSNR

Luminance convolution (#1) 8 bit - 35 6.11 30.9dB
Luminance convolution (#1) 12 bit - 1 0.027 63.8dB
RGBA convolution (#2) 8 bit - 19 7.22 30.3dB
RGBA convolution (#2) 12 bit - 1 0.079 59.1dB
Fragment program (#3) 8 bit 16 bit 13 3.26 35.9dB
Fragment program (#3) 8 bit 32 bit 8 1.03 42.7dB

Table 5.2: Maximum and mean screen space errors and the according peak signal noise ratio for
different algorithms and framebuffer depths. The error is meassured for a complete decomposi-
tion and reconstruction of a 5122 image with 8 bit color resolution.

The three presented algorithms for wavelet decomposition and reconstruction working directly
on the graphics hardware of modern OpenGL capable workstations accelerate the time consum-
ing filtering steps a lot. By using the convolution and color matrix extensions together with
OpenGL’s facilities to scale images during copy instructions, all necessary steps of 2D tensor
product wavelet filtering can be performed on the GPU. Newer graphics hardware increases the
filtering speed by an order of magnitude with the use of programmable fragment pipelines. This
works without copying data from or to the machine’s main memory, thus avoiding typical bottle-
necks in the visualization cycle.

Using the framebuffer for mathematical operations is usually problematic in terms of accu-
racy [Teitzel et al. 1999, Strzodka 2002, Hadwiger et al. 2003] due to the limited depth of the
framebuffer. However, wavelet decomposition and reconstruction have proven to be relatively
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robust. Only single-bit differences between software- and hardware-decomposed data can be de-
tected when rendering intermediate images framebuffers with 12 bit precision. However, when
using 8 bit only framebuffers for the decomposition, the algorithms based on the image pipeline
can only be used for few decomposition and reconstruction steps in order to keep the final errors
small. As soon as the computation during a single reconstruction step can be performed with
32 bit floats using fragment programs, even 8 bit input data is sufficiently accurate for getting
good reconstructed results.

While the wavelet theory is the most well-known multiresolution analysis, there are other hierar-
chical bases as well. In the following two chapters, two other hierarchical basis systems will be
examined.
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Figure 5.34: Enhanced differences after full
Haar decomposition and reconstruction us-
ing a framebuffer with 8 bits per color (al-
gorithm 1).

Figure 5.35: Enhanced differences after full
Haar decomposition and reconstruction us-
ing a framebuffer with 8 bits per color (al-
gorithm 2).

Figure 5.36: Enhanced differences of
fragment-program-based reconstruction us-
ing a framebuffer with 8 bits per color (al-
gorithm 3).

Figure 5.37: Enhanced differences of
fragment-program-based reconstruction us-
ing a framebuffer with 8 bits per color
and 16 bit floats during calculation (algo-
rithm 3).



Ivanova: An old Egyptian blessing?
Marcus: ”May gods stand between you and harm

in all the empty places where you must walk.”

Babylon 5, Shadow Dancing

Chapter 6

Parallelized Sparse Grids

Compared to wavelets, which allow for lossless transformation of uniform data into wavelet
space and back, the sparse grids basis is explicitely designed to be lossy in this case. The main
advantage of sparse grids is that they are capable to represent a function in high spatial resolution
with the lowest possible interpolation error for the used number of basis functions.

Sparse grids are generally not very good at approximating uniform data sets, as the theory only
holds for functions that areC2 in the direction of all axes. Algorithms that work entirely on
sparse grids reflect this property, of course, and they can create data sets that cannot be handled
on uniform full grid representations any more due to their size.

On the other hand, most visualization techniques are only capable of handling uniform grids. As
the interpolation on sparse grids is a complicated and time consuming process, direct volume
visualization is unthinkable for bigger data sets until the underlying interpolation is accelerated
by some orders of magnitude. However, the use of improved algorithms like the combination
technique is not always feasible with new sparse grid approaches, e.g. with Whitney forms.

Another possibility to reduce rendering times is the parallelization of the visualization algo-
rithms. Nowadays, quite a number of supercomputers and PC clusters exist, providing MPI as
the primary communication API. By streaming the data sets and the resulting images from and
to the end user’s workstation, their processing power can be utilized without leaving the office.

Parallelizing visualization techniques rises the necessity to balance the computational load, and
for time consuming rendering methods previews are useful for the user. Both, generating preview
images and load balancing, is performed explicitly in most cases.

A different approach, that will be discussed in this chapter, is to use special pixel rendering
sequences to achieve preview generation and load balancing implicitly, which achieves superb
results without generating any communication overhead. This work has first been published as
a technical report [Hopf and Ertl 2001], and it has been presented as work in progress at the
Visualization conference in 2001.
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6.1 Sparse Grids

Based upon hierarchical tensor product bases, the sparse grid approach is a very efficient one
improving the ratio of invested storage and computing time to the achieved accuracy for many
problems in the area of numerical solution of partial differential equations, for instance in nu-
merical fluid mechanics.

In this section a brief summary of the basic ideas of sparse grids is given. For a detailed survey
of sparse grids please take a look at [Zenger 1990, Bungartz 1992].

When talking about volume visualization, the data is usually given on a uniform grid with tri-
linear basis functions. Interpolation on these grids is computationally cheap, as one has only
to locate and evaluate the surrounding 23 = 8 basis functions for one interpolation value. This
number does not change with respect to the grid size.

Now let Gi1,i2,i3 be a uniform grid with respective mesh widthshi j = 2−i j , j = 1,2,3 and basis

functionsb
i j
k . Let L̂n be the function space of the piecewise trilinear functions defined onGn,n,n

and vanishing on the boundary. Additionally, consider the subspacesSi1,i2,i3 of L̂n with 1≤ i j ≤ n,
j = 1,2,3, which consist of the piecewise trilinear functions defined onGi1,i2,i3 and vanishing on
the grid points of all coarser grids, with

L̂n =
n⊕

i1=1

n⊕
i2=1

n⊕
i3=1

Si1,i2,i3 . (6.1)

This forms a hierarchical basis decomposition of the function spaceL̂n where piecewise trilinear
finite elements are used as basis functions in each subspaceSi1,i2,i3 (compare Figure 6.1 for one-
dimensional examples). From now on we will deal with the interpolated functionfi1,i2,i3 on the
grids of the above mentioned subspaces:

fi1,i2,i3 =
2i1−1

∑
k1=1

2i2−1

∑
k2=1

2i3−1

∑
k3=1

c(i1,i2,i3)
k1,k2,k3

·b(i1,i2,i3)
k1,k2,k3

. (6.2)

The valuesc(i1,i2,i3)
k1,k2,k3

are called contribution coefficients. Please note that the basis functions of

these subspaces do not overlap, compared to the basis functions ofL̂n.

When looking at the interpolation error, one finds that‖ fi1,i2,i3‖ has a contribution of the same
order of magnitude, namelyO(2−2C) for all subspaces withC = i1 + i2 + i3 = const:

‖ fi1,i2,i3‖ ≤
∥∥∥∥ ∂ 6 f

∂x2
1∂x2

2∂x2
3

∥∥∥∥ ·h2
i1h

2
i2h

2
i3 .

Additionally, these subspaces have the same number of basis functions, namely 2C−3. Since the
number of basis functions is equivalent to the number of stored grid points and because of the
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Figure 6.1: Examples of 1D basis functionsb1
1

andb2
1.

Figure 6.2: Interpolation on a two-
dimensional sparse grid of level 4.

contribution argument as well, it seems to be straightforward to define a sparse grid spaceL̃n as
follows (compare also Figure 6.3):

L̃n :=
⊕

i1+i2+i3≤n+2

Si1,i2,i3. (6.3)

Then the interpolated functioñfn ∈ L̃n is given by

f̃n = ∑
i1+i2+i3≤n+2

fi1,i2,i3 (6.4)

Now we estimate the interpolation error with regard to theL2 or L∞ norm (com-
pare [Bungartz 1992, pp. 23]):∥∥ f − f̃n

∥∥ ≤ O
(

h2
n

(
log2

(
h−1

n

))2)
.

It shows that the sparse grid interpolated functionf̃n is nearly as good as the full grid interpolated
function f̂n:∥∥ f − f̂n

∥∥ ≤ O
(
h2

n

)
.

Now we consider the dimensions of the function spacesL̂n and L̃n, which correspond to the
number of nodes of the underlying grids. Obviously, the dimension of the full grid space is given
by dim(L̂n) = O

(
23n
)

= O
(
h−3

n

)
. For the sparse grid the following relation holds: dim(L̃n) =
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Figure 6.3: Two-dimensional hierarchical subspace decomposition. Note that this figure includes
the necessary basis functions for functions not vanishing on the boundary.

O
(
2nn2

)
= O

(
h−1

n

(
log2

(
h−1

n

))2)
. Therefore, a tremendous amount of memory can be saved if

sparse grids are used instead of full grids.

Considering the number of basis functions that contribute to the interpolated function, sparse
grids are much more computational intensive than uniform grids. Figure 6.2 gives an example
which basis functions have to be evaluated to interpolate the sparse grid at the marked position.
Note that the figure includes the basis functions necessary for functions that do not vanish on the
boundary. They have not been considered so far in order to simplify the explanation.
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Figure 6.4: A two-dimensional sparse grid of level 3 can be reconstructed by linear combination
of five full grids of low resolution.

6.1.1 Combination Technique

Since the described sparse grid interpolation of function values is quite complicated and rather
time consuming, the so-called combination technique has been implemented. This method was
introduced by Griebel, Schneider, and Zenger in [1992b]. Actually, the combination method has
been used in numerical simulations in order to combine coarse solutions computed on smaller,
suitable full grids to the desired sparse grid solution. However, we start with a data set given on
a sparse grid and decompose the grid so that the data set is represented on certain uniform full
grids of low resolution.

Using the trilinear interpolation on these uniform grids can improve the performance quite a
lot compared to the regular sparse grid interpolation. Choosing the relevant basis function (i.e.
cell location) is much faster for uniform grids, and the computation of the filter weights is less
complicated as well.

The decomposition of a sparse grid into several uniform grids works, because it can be proven
that the three-dimensional interpolating functionf̃n ∈ L̃n is given by

f̃n = ∑
i1+i2+i3=n+2

f c
i1,i2,i3 − 2 · ∑

i1+i2+i3=n+1
f c
i1,i2,i3 + ∑

i1+i2+i3=n
f c
i1,i2,i3 (6.5)

where f c
i1,i2,i3

denotes the trilinear interpolation of function values on the respective full grid.
Figure 6.4 reveals the two-dimensional situation. Notice that the used full grids consist of the
same nodes as the corresponding sparse grid.

Now let us turn to the benefit of the combination technique. The total number of summands of
the standard sparse grid interpolation on a three-dimensional sparse grid of leveln is given by

n

∑
i=1

i(i +1)
2

=
1
6

n(n+1)(n+2) (6.6)
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(compare (6.4)), whereas the total number of trilinear interpolations of the combination method
adds up to

n

∑
i=n−2

i(i +1)
2

=
3
2

n(n−1)+1 (6.7)

in the three-dimensional case (see (6.5)).

However, the lower complexity of the combination technique only pays off in terms of significant
arithmetic operations for sparse grids of level 50 or above. As it is very unlikely, that such large
grids will be used very soon, the main advantage of the combination technique is the fact that
uniform full grids are used. Thus, the interpolation routine itself can be implemented in a tight
loop, and selecting the correct basis functions is almost trivial compared to regular sparse grids.

6.1.2 Whitney Forms

So-called mixed finite element schemes — as defined e.g. in [Néd́elec 1980] — cannot be used
in traditional sparse grids, as these have been confined to Lagrangian finite elements. In recent
research [Gradinaru and Hiptmair 2003] the sparse grid approach has been extended to deal with
the lowest order discrete differential forms, the named Whitney-elements [Whitney 1957]. Due
to the complexity of this topic the following description will focus on the structure and inter-
polation properties of these grids in three dimensions, and refer to the cited research papers for
details. Please note that for the sake of simplicity no basis presented here has been normalized
and, again, boundaries are not considered.

In Euclidean space, we do not need to distinguish between forms and their vector representatives,
and we can use the same interpolation algorithms as in the scalar case. Therefore, we will stick
to Cartesian coordinates in the remainder of the paper.

The local space of the components of Whitneyl -forms is a tensor product of linear and constant
functions. From the definition of the local space (see [Néd́elec 1980]) we can derive the nodal
representation of a function on a full grid with mesh widthhn = 2−n using the basis functions

bl ,n
k1,k2,k3, j

(x1,x2,x3) = ∏
i∈I l

j

B
(
2nxi −ki

)
· ∏

i 6∈I l
j

ϕ
(
2nxi −ki

)
.

with the following constant and linear basis templates

B(x) =
{

1 0< x≤ 1
0 else

, ϕ(x) =


1+x −1 < x≤ 0
1−x 0 < x < 1

0 else

and the multi-indicesI l
j ⊆ {1,2,3}, |I l

j |= l with l denoting the used form and

I0
j = /0 , j ∈ {1} , I1

j = { j} , j ∈ {1,2,3} ,

I2
j = {1,2,3}\{ j} , j ∈ {1,2,3} , I3

j = {1,2,3} , j ∈ {1} .
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Parameterki describes the index andj the component of the basis function.

The basis functions show that a 0-form is equivalent to a regular linearly interpolated scalar
sparse grid, while a 1-form has different properties: Its function valuesf in R3 consist of 3
components, which are piecewise linear perpendicular to their respective axis and piecewise
constant alongside. I. e.f1 is piecewise constant inx1 and piecewise linear inx2 andx3.

Now we can use the same sparse grid decomposition scheme we used before and get a hierarchi-
cal basis. Here we can see, that the basis decomposition for the piecewise constant components
is effectively described by a wavelet decomposition using Haar wavelets. Thus we get the hier-
archical basis functions (again, without considering the boundary)

b̃l ,n
k1,k2,k3, j

(x1,x2,x3) = ∏
i∈I l

j

ψ
(
2nxi −2ki −1

)
· ∏

i 6∈I l
j

ϕ
(
2nxi −2ki −1

)
with ψ being the Haar mother wavelet

ψ(x) =


1 −1 < x≤ 0

−1 0< x≤ 1
0 else

.

In Figure 6.5 the basis functions for the first component of 1-forms in two dimensions is shown.
Similar to Figure 6.3 the basis functions needed for the boundary are included, and you can
notice the different number of basis function components with respect to the axes.

6.2 Related Work

There are already several algorithms that work entirely on sparse grids [Zenger 1990,
Bungartz 1992, Griebel et al. 1992a, Griebel et al. 1992b, Bungartz and Dornseifer 1998], creat-
ing data sets that cannot be handled on uniform grids in full resolution any more due to their size.
Many of these systems are related to three-dimensional data.

Former publications about visualization toolkits working directly on sparse
grids [Teitzel et al. 1998a, Teitzel et al. 2000] analyzed how the interpolation of functions
given on sparse grids could be accelerated. By using special graphics hardware like described
in [Hopf 1998, Teitzel et al. 1999] direct volume rendering could be performed interactively.
However, the graphics hardware acceleration approach is limited to high end graphics systems
with a high pixel depth and to sparse grids of level 10-11 (which resemble uniform grids of
size 10253-20493) and below. Low end graphics systems had only a pixel depth of 8 bits per
channel, which is far too less for sufficient accuracy. Sparse grids of level 12 and above have
limited accuracy due to a high component scaling factor — for details see [Teitzel et al. 1999].
However, with recent advances like floating point framebuffers this limitation could be easily
overcome.
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y

x

Figure 6.5: Components and support of basis functions for the first component of a 2D differen-
tial 1-form, sparse grid level 3.

For a long time, wavelets and sparse grids were disjunct worlds, and even researchers often
mixed up the properties of these vastly different multiresolution analyses. Recently, the best
of both worlds have been merged by using wavelet bases in the sparse grid representation of
multiresolution data sets of mixed finite element schemes [Néd́elec 1980], creating the so-called
Whitney forms on sparse grids which have been introduced in the previous section.

Velocity information and 1-forms can be processed on-the-fly so that direct volume vi-
sualization can be used for this data type as well, e.g. with three-dimensional Line In-
tegral Convolution (LIC) [Rezk-Salama et al. 1999]. The visualization of 2-forms is still
in its infancy, only few experimental techniques exist, for example hue-balls and lit-
tensors [Kindlmann and Weinstein 1999]. As the underlying interpolation is the dominating al-
gorithmic part concerning computation time, we cannot benefit from hardware-accelerated vol-
ume visualization techniques. Thus, raycasting is used, which guarantees for the best image
quality at little or no additional cost, while maintaining the greater flexibility. Furthermore, the
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way graphics hardware interprets textures prohibits the use of mixed basis functions, which is
the case for Whitney forms.

In contrast to mathematical algorithms that work directly on sparse grids, visualization tech-
niques have to address the interpolated function at arbitrary positions. Especially in the case of
volume visualization an immense number of function evaluations has to be performed. In con-
trast to trilinear full grid interpolation, sparse grid interpolation does not operate locally, because
one basis function in every subspace contributes to the function value. Thus, interpolation is the
most time consuming task in the visualization process.

The hierarchical coefficients of the sparse grid are usually stored in a binary tree [Bungartz 1992,
Bungartz and Dornseifer 1998, Heußer and Rumpf 1998]. Then a recursive tree traversal has to
be performed in order to interpolate the function value. This tree traversal is very slow. Al-
though caching strategies can increase the efficiency of the traversal [Heußer and Rumpf 1998],
the computation of the values remains rather time consuming.

Another technique that seems to be used quite often is to store the hierarchical coefficients using
linked hash tables. The hash function introduced by Griebel [Griebel 1998, Schiekofer 1998]
turned out to be quite good for maintaining a short mean link length, and the algorithm is very
straight forward to implement and optimize.

Due to the regular structure of the sparse grids another possibility exists to keep the hierarchical
coefficients more easily addressable. By dividing the sparse grid into its different levels and
the levels into subspaces, we can save all coefficients in arrays inside the subspaces. During
interpolation, a loop over all subspaces in all levels is performed, and the contributions of all
subspaces are summed up. Recall that only one basis function per subspace is unequal to zero
at a certain position because all basis functions have disjunct supports. This approach turned out
to be the fastest variant of all systems working directly with sparse grid hierarchical coefficients.
The major drawback of the method is the complexity of the related classes.

However, these techniques are still too slow for interactive volume rendering. Using the combi-
nation technique, interpolation can be sped up by almost an order of magnitude. While it needs
more arithmetic operations for sparse grids of level 4 up to about 50, it can be implemented with
a tight loop over all uniform full grids. Cell location is almost trivial, and interpolation on the
full grid is well understood and thus very fast. The major drawback of this method is that the
decomposition of a sparse grid using Whitney forms into the respective grids for the combination
technique is unknown so far, if at all possible.

6.3 Parallelization

A lot of work has been done to implement parallel volume raycasting on PC clusters, but no
approach has considered sparse grids up to now. For sparse grid visualization the parallelization
process itself is relatively straight-forward, spreading the rays across the available processors in
a domain decomposition scheme. Memory management is not really an issue, and as sparse grids
need only very little data space, they can be replicated throughout the cluster.
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6.3.1 Remote Rendering

A key problem that is noteworthy is that scientists are often unable to work at the front-end nodes
of the cluster directly. Thus, the data set has to be streamed to the computing cluster, where a
communication node accepts the data (typically not all nodes have direct internet connection) and
distributes it to the rendering nodes. In return, the rendered data has to be streamed to the users’
workstation. Again this is done by the front-end communication node that collects incoming ray
data and serves the TCP stream. Figure 6.6 depicts the top-level architecture of this scheme.

Render Node

Render Node

Render Node

Render Node

MPI

Front End
Node

Workstation

TCP/IP + ssh

Firewall

Figure 6.6: Top-level architecture of the parallelized visualization system.

As the pixels delivered by the render nodes may arrive in any order, the communication node
sends both pixel position and RGBA values to the workstation, making a total package size of
8 bytes per pixel. With this information the visualization process can continuously generate pre-
view images from early rendered rays. The front-end node adaptively decides for each incoming
pixel, which image resolution the pixel contributes to, and updates the image accordingly. Color
Plate 3 shows in an example, how the image resolution is changed adaptively. Note that for each
incoming pixel the image is updated on the next hierarchy level that has not been used for the
pixel so far.

On most PC-based computing clusters MPI is used as the primary communication API, while the
wide area network usually employs TCP/IP. The communication node has to adapt for different
data types (host / network byte order) and APIs.

Very often the clusters are shielded by firewalls, thus secure shell tunneling may be required.
This seems to be a horrible bottleneck, but in fact the interpolation process on sparse grids is so
computational intensive that slow communication is not hindering the visualization process.

With replicated data sets the distribution of rays among the nodes can be chosen freely. Usually, a
”master” node selects by some scheme which node shall render which ray and sends new orders,
when a job has finished. However, when several nodes finish their job at the same time, the lag
between delivering rays and getting new job data can reduce the rendering speed significantly.
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6.3.2 Implicit Preview and Load Balancing

Implicit assignment of rays as a function of the images sizes = sx · sy, the number of proces-
sorsn, and the rankr (the index of the current processor) prevents any additional communication
overhead and reduces the lag between rendered rays to the time needed to calculate the next ray
assignment.

The quality of the ray assignment function has great impact on equalizing the rendering time of
the processors as well as on the possibility to generate previews from early rendered rays. By
providing previews the user can very often make decisions about the significance of the rendered
images, when only a very small fraction of the rays have been computed. So the quality of the
ray assignment is reflected in three properties:

a) The distribution of rays for one processor should be evenly spread in space.
b) The distribution of rays should be evenly spread in time.
c) Rays that fall in slots of coarser grids should be rendered first.

Property a) ensures that the load between the processors is stochastically balanced implicitly,
while b) and c) ensure that early rendered rays can be combined to form a preview image. The
hierarchical adaptive image display routine shown in the last section relies on a scheme with
property c) so that the hierarchy is traversed smoothly. Of course, due to the parallel nature of
the system b) and c) cannot be guaranteed for the total ray order. However, with load balancing
we can get very close to the ideal pixel order.

A very simple scheme assigns the rays
{

p : r s
n ≤ p < (r +1) s

n

}
to rank r. In order to be able

to render early previews, one could index the rays in both image dimensions. However, the
processors will typically be active for very different times, and the process is only finished after
the last processor is done.

By assigning every nth ray with {p : p modn = r} in an interleaving pattern to the nodes one
can overcome this problem. However, with this pattern no previews can be generated from early
rendered rays.

When we use a specific pattern for a total ordering (see Figure 6.7) of all rendered rays, we
can ensure properties b) and c), which enables the generation of previews from early rendered
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Figure 6.7: Recursive Pattern for total ordering scheme.
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Figure 6.9: Transposed indexing of the index tree.

pixels, and we distribute the rays perfectly in space. The pattern itself is created by generating a
quadtree with pixel index leafs (Figure 6.9). The indices are now transposed so that the highest
node index runs fastest. Then continuous numbers are assigned to the leafs, which results in
the pixel ordering scheme that can be seen in Figure 6.8. In practical implementations the pixel
order indices can be generated by a recursive function without explicitly building the tree. For
arbitrary image sizessx,y 6= 2m the pattern has to be cropped and the indices have to be reordered.

We can now divide the index list intosn slotsSt of sizen

St := {x : tn≤ x < (t +1)n}

We will assign the rays of each slot individually to the processor nodes, so that each processor
gets exactly one ray from each slot, which it will render in the order of increasingt.

The pattern is organized so that the first 22i rays fill exactly the pixel slots of the coarser grid of
size 2i ×2i for all i, as can be seen in Figure 6.10.

This way we get preview images that can be computed without additional cost from the rays
rendered on these coarser grids. As the fastest running index in this scheme corresponds to
the lowest resolution grid, adjacent indices are usually not close-by in image space. Thus the
temporal distribution of rays is perfectly balanced as well.

The selection of ray indices for one processor

xt := tn+ i(t, r) with xt ∈ St , 0≤ i(t, r) < n

has one more freedom to investigate, the index selection functioni(t, r). As the index selection
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Figure 6.10: The first 64, 128, 256 rendered rays on an 642 image.

should make no differences for the individual processors, we can set

i(t, r) := (ı̃(t)+ r) modn .

This way we can easily ensure that the sets of rays do not intersect.

In order to spread the rays for one processor evenly in space, ˜ı has to be selected carefully. The
very first thought would be to use ˜ı(t) = const or ˜ı(t) = t. But both trivial functions do not spread
well for all combinations ofs andn. Especially whenn dividessx or sy, the rays cluster on one
part of the image. For values that are prime, however, good results can be achieved (see Color
Plate 4).

Heuristically, we have found that

h := (sxsy +1) modn

d :=
{

h h< 2
minl{n mod l 6= 0∧ (n+1) mod l 6= 0∧ l ≥ h} h≥ 2

ı̃(t) :=
⌊

tn
sxsy

⌋
·d

creates very evenly spaced ray selections for almost all combinations ofs andn, and the worst
cases encountered so far are not as problematic as the ones described above.

Although it is currently unknown whether the quality of this index selection function can be
proven somehow, it is still a very usable approach in practical implementations as it can be
computed iteratively with very low computational costs. Color Plate 5 shows several distributions
created with this approach.

By subdividing the image plane into several tiles, each one with a size of at leastn pixels, one
can use an iterative algorithm, that counts how many times a ray has already been assigned to
the processor on a particular tile, thus ensuring that every tile is at least addressed once by each
processor. The most important aspect of this idea is that the algorithm can, again, run separately
on each processor without additional communication.

The suggested ray selection method has the one drawback that cache coherency will not be
employed at all. Memory bound problems may be slower using this approach than with tile-
based techniques. But this is a problem shared by most non-explicit load balancing algorithms.
For the case of sparse grid volume visualization we get almost perfect linear speedup, even for
high processor counts.
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6.4 Results and Comparison

Using the combination technique turned out to be the best performing algorithm, when this
method was applicable. However, for Whitney forms it is still unknown whether there exists
a decomposition into a set of according uniform grids, which is necessary for applying the com-
bination technique. In Table 6.1 a short overview over the different system speeds is given. It
turns out that both hierarchical techniques tend to get limited by available memory bandwidth for
the high levels. Especially the hash-table-based method uses quite a lot of RAM for the tables,
which seems to completely spoil any second level cache.

Grid size 8 10 12 14 16

Hash-Table-Based 5280 2780 1560 815 350
Class-Based Interpolation 7240 3730 1740 885 520
Combination Technique 52500 22000 7250 3930 2440

Table 6.1: Interpolation speed in samples/s per processor for different techniques and grid sizes
for 0-forms.

The parallelized version has been tested both on a set of workstations with a TCP/IP implemen-
tation of MPI (LAM) and on the PC cluster ”Kepler”1 of the University of T̈ubingen. This cluster
consists of 96 dual PIII nodes connected with Myrinet and two additional front-end nodes. The
results were streamed to the University of Stuttgart. All rendering times presented here include
the communication lag, which off course affects the rendering speedup significantly. The visual-
ization of the incoming ray data is performed in a sparse grid visualization toolkit that effectively
hides the parallelization technique from the user.

First, we were interested in the scalability and load balancing quality of the presented approach.
As one can see in Figure 6.11, the system scales almost perfectly with the number of processors,
as long as the problem is computational bound, and the final TCP streaming is not hindering the
rendering process. Load balancing works also extremely well for a system that does not require
any additional communication at all. The load balancing presented in Figure 6.12 is expressed as
the quotient of the rendering time of the fastest and the slowest processor. Note that a bad load
balancing has immediate influence on the scaling properties as well.

Being able to generate previews completely eliminates the need to reduce the image resolution
e.g. for finding good views of the volume. As soon as one is satisfied with image precision, the
rendering process is interrupted and a new view can be set. Color Plate 6 shows different stages
of this process.

Color Plates 7 and 8 show views of a 0-form data set that have been rendered in interactive rates
for the very first time. This data set and the other following data sets have been computed directly
on sparse grids and cannot be expanded to uniform grids due to their size.

1http://kepler.sfb382-zdv.uni-tuebingen.de/



6.4 Results and Comparison 99

0

25

50

75

100

125

150

175

1 2 4 8 16 32 64 128  192

level 8
level 10
level 12
level 14

                                                                                                            

                                                

Figure 6.11: Rendering speed in rays per sec-
ond and processor vs. number of processors.
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Figure 6.12: Load balancing quality.

A sparse grid 1-form of level 12 is depicted in Figure 6.13, by using line integral convolution
(Volume LIC, see e.g. [Rezk-Salama et al. 1999] for additional information). Color Plate 9 shows
a view of the same data set by rendering field lines for some seed points on a given starting plate,
using the new interpolation classes together with a different, previously published, visualization
toolkit [Teitzel et al. 1998a, Teitzel et al. 2000]. Note that the usability of the field line visual-
ization strongly depends on the choice of the seed points. LIC does not have this restriction and
shows features all over the data set. On the other hand, the resulting images are much harder to
read.

Parallelization isthekey feature to create high quality volume visualization images of multires-
olution data sets at interactive rates. Due to the nature of sparse grids (small data size, high
computational complexity), the parallelization itself is relatively straight-forward, and neither
memory consumption nor access times are problematic. In this context implicit load balanc-
ing works very well, and does not imply any additional communication overhead. By using a
specialized ray distribution pattern early preview images can be created at no additional cost.
Visualizing sparse grids with Whitney forms enables scientists to work with this very promising
kind of grids interactively. However, interpolation on these grids cannot be performed with the
combination technique right now, which could accelerate the process even more.

As sparse grids are not very good at approximating any given uniform data set, other approaches
have to be taken to represent data with as few basis functions as possible. A type of basis function
that is very well capable of representing sparse, but irregular data with high local resolution are
the radial basis functions, which are discussed in the next chapter.
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Figure 6.13: Visualizing a sparse grid 1-form of level 12 with Volume LIC.
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knowing about the center either.

Garibaldi: Well, it’s an imperfect universe.
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Chapter 7

Hierarchical Radial Basis Functions

Despite all advances in cell projection and raycasting techniques interactive rendering and ex-
ploration of large scattered or unstructured data sets are still challenging problems compared to
volume rendering of uniform grids. One possibility to deal with these issues is to encode the
data with radial basis functions (RBFs), which allow for a compact representation with only few
coefficients. This basis representation can then be used for volume visualization with modern
graphics hardware, which can reconstruct the function on a per-fragment level.

Apparently, adapting the structure of the data to the capabilities of the GPU is one of the most
important steps in the process of mapping algorithms onto the graphics hardware. In this particu-
lar case, we are evaluating many basis functions per fragment, which means that the coefficients
have to be accessible from the fragment pipeline. This will lead to a new concept of data set
representations residing in graphics memory. Eventually, this reduces the amount of informa-
tion that has to be transfered to the graphics card during visualization to only few attributes per
rendered cell.

In order to reduce the number of necessary basis function evaluations, an octree-like hierarchy is
developed, where the individual octree cells only store the minimum number of basis functions
that are necessary to represent the given function within a certain error tolerance.

Traditionally, RBF representations use non-compact basis functions, or even bases that have
increasing influence with increasing distance, because of better function approximation charac-
teristics [Carr et al. 2001]. Of course, this contradicts the idea of using only a subset of the basis
functions for evaluation per octree cell, thus a different basis with compact support or at least
exponential falloff is used. Figure 7.1 shows an overview of the presented algorithms, which has
been joined work with Yun Jang1, Manfred Weiler2, Jingshu Huang1, David S. Ebert1, Kelly P.
Gaither3, and Thomas Ertl2. This work has been accepted for publication at the Eurographics
Symposium on Visualization in [Jang et al. 2004].

1Purdue University
2University of Stuttgart
3University of Texas
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Figure 7.1: Data flow for interactive visualization of RBF encoded data sets.

7.1 Radial Basis Functions

The RBF representation of a data field is grid-less, in contrast to conventional data encodings.
Thus, the positions of the basis functions are no longer implicitly given by the grid, but part of
the stored information. Ideally, the basis functions should be quite simple so that they can be
evaluated relatively fast. The gradient of the data set can also be calculated efficiently, if the
derivative of the basis functions can be represented analytically.

Radial basis functions are circularly-symmetric functions centered at a single
point [Ghosh and Nag 2001]. Possible basis functions include thin-plate splines, multi-
quadrics, and Gaussians. In a nutshell, the main advantages of RBFs are their compact
description, ability to interpolate and approximate sparse, non-uniformly spaced data, and
analytical gradient calculation.

A function f (x), that is represented withN radial basis functionsφi , can be expressed as

f (x) = w0 +
N

∑
i=1

wiφi (‖x−µi‖) , (7.1)

wherewi is the weight andµi the center of RBFi. The vector norm depends on the approximation
properties of the chosen basis function. An additional offset termw0 is introduced to account for
a global offset that cannot be encoded in thewi because of the compact basis functions.

In order to interpolate a function withN points, the simple form of an RBF places basis function
centers at each of theN points and then solves the linear equation system for the weights of
each RBF. For data compression and smoothing, a reduction of the number of basis functions is
usually performed based on optimization criteria, providing a compact functional description of
the input data. Some reduction schemes introduce a constant error term, that can be represented
by the global offsetw0 in (7.1). Other schemes have linear error terms that have to be included
as additional terms. Often, theφi only differ by their widthφi(x) = Φ(si x), or they are equal
φi ≡ Φ.
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7.2 Related Work

RBFs are widely used in many fields (e.g. image processing [Fornefett et al. 1999] and med-
ical applications [Zhang et al. 2002]). Within computer graphics, RBFs are most commonly
used for compactly representing surface models and for mesh reduction [Savchenko et al. 1995,
Turk and O’Brien 1999, Carr et al. 2001, Morse et al. 2001, Turk and O’Brien 2002]. RBFs
have also been used for surface construction and rendering of large scattered data sets
[Goshtasby 2000, Carr et al. 2001, Haber et al. 2001]. The main advantages of RBFs include
their compact description, ability to interpolate and approximate sparse, non-uniformly spaced
data, and analytical gradient calculation [Zhang et al. 2002].

Interactive rendering for unstructured volumes is almost entirely based on the Projected Tetra-
hedra (PT) algorithm [Shirley and Tuchman 1991], which is the most known cell projection al-
gorithm. This algorithm exploits hardware-accelerated triangle scan conversion by decomposing
projected tetrahedra into triangles and rasterizing these triangles with the correct color and opac-
ity computed at the triangle vertices by ray integration. Improvements of the basic PT algorithm
include better rendering quality [Stein et al. 1994, Roettger et al. 2000] and exploiting today’s
programmable vertex and fragment units by mapping the tetrahedra decomposition to standard
graphics hardware [Weiler et al. 2002, Wylie et al. 2002, Weiler et al. 2003a], thus freeing CPU
resources. Other approaches to render unstructured volumes include resampling the unstructured
grid on-the-fly during volume rendering [Weiler and Ertl 2001] and using graphics-hardware-
based raycasting [Weiler et al. 2003b].

Unstructured grids can provide an adaptive representation of the volume data. However, the
rendering performance for unstructured grids is still inferior to that of texture-based volume
rendering of structured grids. The main bottleneck is processing the tetrahedra in the correct
visibility order [Max et al. 1990, Williams 1992]. Yet, the visualization of structured grids can
benefit from RBF encoding as well, as texture memory is a scarce resource.

The transformation of a given function into an RBF representation is not a simple basis transfor-
mation, as the basis functions do not reside at fixed positions. Typically, this leads to a nonlinear
parameter optimization problem. Many different algorithms have been used in the literature to
solve this problem [Orr 1996], which can be interpreted as representing the input data density
with only few basis functions with localized responses [Ghosh and Nag 2001].

7.3 RBF-Based Visualization

The RBF approach provides a superior uniform solution for the visualization of structured and
unstructured volume data, especially for large data sets. Compared to a multiresolution hierarchy
of structured volumes [LaMar et al. 1999, Weiler et al. 2000b], a radial basis function represen-
tation of the same data can achieve higher compression ratios since no topological information
is required. The relatively small number of basis functions required to reconstruct a single frag-
ment leads to local memory access schemes that can benefit from texture caching compared to
the large bandwidth required by rendering algorithms based on uniform grids.
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By reconstructing radial basis functions via per-fragment operations during rasterization we can
combine a slice-based rendering approach with a compact volume representation and apply all
rendering and blending techniques that are well established for texture-based volume visualiza-
tion.

Grid-less encodings like radial basis functions have the ability to store details in much higher
resolution than structured grid-based techniques. Effectively, the new approach combines the
advantages of structured and unstructured grids. Details are usually modeled with RBFs that
have a small extent, and the evaluation of these basis functions is useless for positions that are far
away from the center of the basis. Space is divided hierarchically into cells to reduce the number
of RBFs that have to be evaluated for any given position. For each cell a list of influencing
(active) RBFs is determined and used during the rendering process.

As the encoding approach only uses a small number of basis functions, splat-
ting [Huang et al. 2000] could be a valid alternative to per-fragment reconstruction. However,
splatting with footprints of different sizes does not work well with hierarchical decomposition.
Since the influence regions of different RBFs will overlap significantly, a global ordering of the
RBFs is not possible. Therefore, a slice-based approach has to be taken.

7.3.1 Basis Functions

There are many basis functions that may be used in RBF encoding, such as Gaussian func-
tions, thin-plate splines, multiquadrics, inverse multiquadrics, biharmonic splines, and trihar-
monic splines. Biharmonic and triharmonic splines are well-suited for surface representation
and can provide better results than compactly supported RBFs [Carr et al. 2001].

When scalar data sets are encoded using compactly supported RBFs, their limited spatial support
results in a small set of functions that must be evaluated to reconstruct the scalar data values at
any given point. Any compact RBF will work with the realtime reconstruction method described
in the following sections. The Gaussian function has been chosen as a compact basis function
because the functional value exponentially converges to zero, as compared to other basis func-
tions whose values converge polynomially. This does not exactly match the definition of compact
basis functions, but the approximation is sufficient for all examined types of data. Moreover, by
specifying the width for each of the Gaussian RBFs, spatially isolated functions can be modeled
that accurately represent local features. With Gaussian basis functions, the RBF representation
with N basis functions can be expressed as

f (x) = w0 +
N

∑
i=1

wi e
−‖x−µi‖2

2σ2
i .

Therefore, to effectively encode a scalar data set, we need to compute the center locationµi ,
weightwi , and widthσ2

i of each basis function.
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Figure 7.2: Example for a typical grid structure (blunt fin data set, see also Color Plate 13).

7.3.2 Determination of RBF Parameters

The optimal determination of basis function center locations, widths, and weights is a chal-
lenging nonlinear optimization problem. For the center selection, several approaches ex-
ist, including random subset selection, clustering algorithms, and Gaussian mixture mod-
els [Ghosh and Nag 2001]). The random subset selection and k-means clustering algorithms
are trained with a Gaussian mixture model, which is prohibitive for large data sets. Therefore,
the simple principal component analysis (PCA) [Jolliffe 1986] can be applied as a clustering
algorithm for center determination. For regularly spaced data and for discontinuous or noisy
scattered data a four-dimensional PCA (3D spatial + scalar value) is found to provide better clus-
tering results than three-dimensional (spatial) clustering and k-means clustering techniques. For
scalar scattered fields with smoothly varying data, 4D PCA is almost as accurate as 3D k-means
with Gaussian mixture model training (approximately 0.5% higher average error), but it is ten
times faster. Finally, we end up with a clustering method similar to [Co et al. 2003]. Figure 7.2
shows a typical grid structure that can be achieved with this clustering technique.

The basis function width should cover the local data spread, as it affects the smoothness of the
functional interpolation. Although there are optimal solutions and training algorithms for the se-
lection of width [Orr 1996], a multiple, typically 1.5 to 2, of the average distance to some number
of nearest neighbors is usually sufficient for a good approximation [Ghosh and Nag 2001].

As a last step, the weight of each basis function is determined, usually by minimizing the summed
square error. There are several solution methods for the least square problem, such as gra-
dient descent, Cholesky decomposition, singular value decomposition (SVD), and orthogonal
search [Ahmed 1994], and each method has its advantages and disadvantages. In our case, since
we have already determined the best centers and widths of the basis functions, we can use the
pseudo-inverse method to find the weights, employing singular value decomposition. Tradition-
ally, orthogonal search simultaneously determines the centers, weights, and widths one by one.
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7.3.3 Encoding Error Minimization

After the initial set of RBFs is determined, we can measure the error of the encoding compared to
the actual scalar value at each point in the input data set. Since the summed square error has been
minimized, good mean errors and RMS error values are achieved. However, a maximum error
cannot be guaranteed, though experiments with smooth data sets have shown that this approxi-
mation results in typically less than 1% data points having significant errors. If the input data set
is noisy and has outliers, this might be the desired result. However, if the goal is to preserve the
fine detail variation in the data distribution, further processing of the data is required.

The maximum error can be reduced by adding new RBF centers at the positions containing
significant errors. The user can then either use the error value as the weight for an additional RBF
with a narrow width for best preservation of the fine features, or add these points as new centers
with small widths and resolve the pseudo-inverse to globally adjust the functional approximation.
The first method produces the best local error minimization, while the second method reduces
the error while producing smoother functional approximation. Using the first method must be
considered harmful, though, if the errors exceed certain safety margins. As error differences are
typically only measured on former grid points, this technique does not provide any control over
the functional approximation between the chosen RBF centers.

The accuracy of the RBF Gaussian encoding for several data sets can be seen in Table 7.1. These
figures show that, with accuracy criteria of a few percent, very good compression of unstructured
data sets can be achieved using RBF encoding. As expected, compression is not as good for
discontinuous scalar values, such as computational fluid dynamics (CFD) shock values.

Once the original volume data is encoded as a weighted sum of RBFs, the connectivity informa-
tion and the original grid can be discarded. The set of RBFs will reproduce the original scalar
field within the accuracy tolerance specified during encoding.

Data set # data points # RBFs Avg. Abs. Error

X38 shock 1,943,483 2,932 0.05
X38 density 1,943,483 1611 0.014
Oil reservoir 156,642 458 0.007
Stanford bunny 69,451 5,199 0.03

Table 7.1: Accuracy and compression for RBF encoding of several data sets.

7.3.4 Spatial Data Structure

The RBF parameters are stored in an adaptive octree that must be traversed to reconstruct the
data value for a given region in space. The octree itself is created top-down in a hierarchical
process, subdividing cells containing more RBFs than a user-defined limit. For each cell all
basis functions are evaluated at the point of the cell that is closest to the center of the RBF
(for most cases, this will be one of the corner points), and it is added to the list of contributing
basis functions of the cell if its influence is larger than a given thresholdε. The subdivision
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Figure 7.3: Relevant pipeline part for reconstructing RBF encoded scalar data fields.

terminates when the number of basis functions per cell is less thann with n being a user-specified
upper bound, typically representing the maximum number of RBFs that can be rendered in one
pass (see Subsection 7.4.1). The process terminates as well when further subdivision does not
significantly reduce the number of basis functions for the eight children cells.

If very high accuracy is needed, the user may choose to still render all the basis functions at the
cost of interactivity. To account for errors while supporting more interactive rendering, the error
introduced by skipping several RBFs per cell is evaluated and stored with the corners of each cell
of the octree structure. During rasterization, these error values are interpolated in order to reduce
discontinuities at cell boundaries. From initial experiments, this linear approximation provides
good results. However, for highε discontinuities are replaced by linear interpolation artifacts.

7.4 Interactive Reconstruction

As stated previously, the programmability of the GPU fragment processor can be used to perform
an on-the-fly reconstruction of the RBF encoded volumetric data during rasterization. Since the
RBFs are evaluated by the GPU for each rendered fragment, the reconstructed volumetric data
can be mapped onto any rendered geometric property, such as color or opacity. Figure 7.3 shows
the relevant part of the OpenGL pipeline for interactive reconstruction.

With this approach the encoding of the data is hidden from the rendering and a variety of visual-
ization algorithms can be used, such as arbitrarily oriented cutting planes, hardware-accelerated
texture-based volume rendering, and volume-rendered non-polygonal isosurfaces. Since current
graphics hardware such as the GeForce FX has the ability to run fragment programs with up
to 1000 operations in a single pass, high-level shader languages have been used for the recon-
struction process, as long assembler programs are hard to code and to debug. The implementation
is based on NVIDIA’s Cg [Mark et al. 2003], which supports both graphics APIs, DirectX and
OpenGL, by providing different compiler profiles. However, during final tests we noticed that
using hand-optimized assembler code instead of generated code can accelerate the rendering by
up to 100%. Still, the optimized code of the loop does not look much different from the com-
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piled code (10 vs. 12 assembler instructions for evaluating a Gaussian RBF without gradient). In
contrast to modern CPUs, there is no documentation about internal pipeline design and no opti-
mization guidelines for the current GPUs, thus it can only be guessed that this speedup mostly
stems from the lower number of temporary registers needed.

7.4.1 Data Storage

During rendering, the fragment processor has to be able to access the basis functions that are
selected for function value reconstruction inside the current cell. The high memory bandwidth of
the graphics adapter is exploited by storing the RBF data at full precision in a set of two floating
point texture maps. The first map is an RGBA map holding the positions of the RBF centers and
the weights of the RBF functions in the RGB and alpha components, respectively. The second
map consists of only one color component storing the widths of the RBF functions. In order to
reduce the number of fragment operations required for the reconstruction, we do not store the
actual widths, but instead store(2σ2

i )−1. The required textures reside within the local memory
of the graphics adapter, since the total amount of RBF data is small. Thus, the bottleneck of
transferring data from the CPU to the GPU is avoided.

Since all the parameters of a single cell are stored consecutively in the texture maps, the fragment
processor can access several RBFs in a single pass by applying an increasing offset to the texture
coordinates. Thus, the number of RBF centers that can be processed is only limited by the
number of fragment operations that can be performed within a single pass, e.g. 1024 on the
GeForce FX chip.

Figure 7.4 shows how several sets of RBFs for different cells are stored in a single texture.
Additional texture sets can be used if the RBF data exceeds the maximum size of one texture
map, though we did not encounter a data set that needs more RBFs for its representation than
can be stored in a single texture.
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Figure 7.4: The RBF data for all cells is tightly packed into a single set of texture maps. In this
example, two different fragment programs for 4 and 8 RBF evaluations are available.



7.4 Interactive Reconstruction 109

Since current graphics hardware does not support dynamic loops in fragment processing, the
number of RBF functions to be evaluated in a single program is fixed. This requires specialized
programs for each possible number of RBFs, as the number of RBFs to be evaluated per cell
may vary throughout the spatial decomposition. However, extensive program switching can
be avoided in order to reduce performance penalties by the restriction to a rather small set of
different programs for 10, 20, 30,. . . RBFs. Cells that require an intermediate number of RBFs
pad their RBF data in the texture maps with zero values up to the next available fragment program
size.

7.4.2 High Level Rendering

All used rendering techniques utilize slice polygons, which are computed by intersecting a plane
with the bounding box of the desired volume domain. For volumetric rendering, a set of these
slices oriented orthogonal to the viewing direction are placed equidistantly within the volume
domain, rendered, and finally composited back-to-front.

As mentioned previously, a spatial decomposition of the data domain is used in order to reduce
the number of RBF centers that have to be considered for a single fragment. Since each cell
of the decomposition potentially has a different set of RBF centers, different rendering states
have to be set for each cell. This situation is quite similar to the bricking approach taken in
texture-based volume rendering when the size of the data set exceeds the physical texture mem-
ory [Grzeszczuk et al. 1998]. There, the data set is decomposed into a set of blocks or bricks,
and each brick is rendered with a separate three-dimensional texture. The bricks are sliced in-
dependently in back-to-front order to minimize state changes. Thus, all slice planes are clipped
at the boundaries of a given cell and the resulting polygons are rendered within the cell before
proceeding to the next cell.

For semi-transparent volume rendering, we also have to apply a visibility sorting of the cells to
achieve proper rendering. For uniform grid spatial decompositions, correct ordering can easily
be determined by sorting the grid cells by the distance of their centers from the viewer’s position.
For the octree structure, a recursive algorithm is applied at each level that sorts the eight children
using the same distance criterion and descends in a depth-first manner based on the level-wise
ordering of the children.

If a cell contains more RBFs than can be handled by the fragment processor in one step, multiple
passes have to be rendered, using a set of two hardware-accelerated floating point P-buffers.
Two P-buffers are needed since the GeForce FX does not support simultaneous read and write
operations on the same buffer. The fragment program partially evaluates the RBF sum and writes
the intermediate result into one of the buffers, which is used as an input for the next rendering
pass by binding the P-buffer to a texture map. In order to minimize the number of expensive
rendering context switches, the inner loop of the rendering routine is changed when multiple
passes are needed. We render a complete slice for all cells first, then proceed to the next slice.
Thus, sorting of the cells is no longer necessary. Figure 7.5 shows the corresponding pseudocode.
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for (all slices)
{

activeCellList = createActiveCellList();
intersectedCellList = copy(activeCellList);

// Phase I
while (cells in activeCellList)
{

setupRenderingPass();

for (each cell c in activeCellList)
{

if (c contains only ONE chunk of unrendered RBFs)
removeFromActiveCells(c);

else
renderIntersectionPolygon(c);

}
}

// Phase II
setupFinalRenderingPass();

for (each cell c in intersectedCellList)
renderIntersectionPolygon(c);

}

Figure 7.5: Traversal algorithm for slice-based RBF-rendering.

Multi-pass rendering is performed in two phases: In the first phase the fragment program partially
evaluates the RBF sum and writes the intermediate result into one of the buffers. This result is
then used as an input for the next rendering pass by binding the P-buffer to a texture map. The
final pass (Phase II) directly writes to the graphics context of the program window.

An active cell list is utilized to minimize the cell traversal costs. For each slice, the list is ini-
tialized with all cells intersected by the the current slice. For each cell we render all but one
of the multiple passes during the first phase. The last rendering pass is performed in the sec-
ond phase, guaranteeing that the intersected slice area for each cell is finally rasterized into the
framebuffer, using the provided color lookup table as a transfer function. Therefore, the cell is
removed from the active cell list as soon as only one additional pass would be required. A second
list is maintained to store all cells which must be traversed during the last rendering pass. It is
initialized with all intersected cells as well. Note that the multi-pass rendering allows for a tight
packing of the cells’ data within several texture sets, since we only have to guarantee that the
RBF parameters needed for one pass are stored consecutively.
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// Maximum number of basis functions for loop unrolling
#define CONST_NUMFUNCS 36

void main ( // Current world coordinates and interpolated error
in float4 inpos : TEXCOORD0,
in float error : TEXCOORD1,
// Resulting color
out float4 output : COLOR,
// Color table
uniform sampler1D map,
// RBF textures
uniform samplerRECT rbfcenter,
uniform samplerRECT rbfwidth,
// Texture addressing: offset + increment
uniform float4 texstart,
uniform float4 texinc,
// Bias for RBF reconstruction
uniform float bias,
// Color table scale + bias, alpha scale
uniform float4 mapSBA)

{
float val = 0.0;
float4 texpos = texstart, output;

// Lookup and evaluate RBFs
for (float i = 0; i < CONST_NUMFUNCS; i++) {

float4 tmp = texRECT (rbfcenter, texpos.xy);
float w_inv = texRECT (rbfwidth, texpos.xy);
float3 vec = tmp.rgb - inpos.xyz;
float expval = - dot (vec, vec) * w_inv;
val += tmp.a * exp (expval);
// Advance to next RBF parameter location
texpos += texinc;

}
// Add bias and interpolated error
val += bias + error;
// Color table lookup after scale + bias
output.rbga = tex1D (map, (val + mapSBA.r) * mapSBA.g);
// Transparency correction for volume slicing
output.a *= mapSBA.a;
return output;

}

Figure 7.6: The fragment program for reconstructing Gaussian radial basis functions.
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7.4.3 Per-Fragment Reconstruction

The RBF visualization system loads pre-compiled fragment programs instead of using Cg’s on-
the-fly compilation in order to reduce start-up overhead. Additionally, this approach easily allows
for adding support for other basis function types and writing hand optimized assembler code.

Based on the RBF encoding in the texture maps, the fragment program presented in Figure 7.6
is applied for the reconstruction. All multi-pass related parts have been removed in the pre-
sented program for clarity. The extension to multiple passes is straightforward, but introduces
several additional state variables that are not necessary for understanding the basic principles.
The program uses the Gaussian radial basis function presented in Section 7.3.1. Other fragment
programs implement inverse multiquadric RBFs and different visualization modes, in particular
isosurface rendering. The latter additionally performs lighting calculations based on the data
gradient that is analytically evaluated in parallel to the data value as:

∇ f (x) =−
N

∑
i=1

x−µi

σ2
i

wi e
−‖x−µi‖2

2σ2
i

The programs accumulate the contributions of the RBF functions in a local variable. The iteration
over the number of RBFs include the lookup of the RBF center coordinates, the RBF weight and
width from the texture maps, the computation of the center’s distance to the current fragment
position, and finally the evaluation of the RBF function. The model space coordinates needed
for the distance calculation are provided by the interplated texture coordinatesinpos . Due
to performance issues the base-two exponential is used instead of the standardexp , which is
compensated with a correction factor multiplied toσi-entries in the texture maps. Two texture
lookups are required per fragment since the five RBF parameters cannot be stored in only one
texel. By combining four RBF widths in one RGBA texel and performing the width lookup only
every four RBFs, the total number of lookups could been reduced by up to 37.5%. However, the
more complicated data handling and the computation of the different texture coordinates resulted
in very little performance increase.

After evaluating all RBF functions, the constant bias is added. If the spatial data structure in-
cludes error values at the corner of each cell, the linearly interpolated error provided through
the secondary texture coordinates is added. An additional scale and bias operation accounts for
the relevant data range. The resulting scalar value is finally mapped to an output color by a 1D
texture lookup in the transfer function table.

7.5 Results and Comparison

The algorithm has been implemented and tested on a Pentium 4 1800MHz processor with an
NVIDIA GeForce FX5800 Ultra graphics processor on a variety of data sets. These data sets
include a computationally simulated X38 configuration, a natural convection simulation, a black
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oil reservoir simulation, the Stanford bunny, and the blunt fin data set. Unless stated differently
all timings are measured on a GeForce FX5900 Ultra with a viewport of 400×400 pixels using
a set of fragment programs for 20, 40, 60, 80, and 100 basis functions. In the following, the
results obtained from encoding each of these data sets using the previously described radial basis
functions are discussed.

The X38 data set that has been used to test the accuracy of the RBFs is based on a tetrahedral finite
element viscous calculation computed on geometry configured to emulate the X38 Crew Return
Vehicle. This data set represents a single time step in the reentry process into the atmosphere.
The simulation was computed on an unstructured grid containing 1,943,483 tetrahedra at a 30
degree angle of attack.

The procedural encoding has been merged with domain specific data culling in order to test the
ability of RBFs to encode sparsely selected high-resolution features of a data set. We computed
the normal Mach number and extracted data values greater than 0.6, as the shock is created due
to the transition from sub-sonic speeds (< Mach 1) to super-sonic speeds (> Mach 1). The
actual shock volume has a normal Mach number very close to 1.0. This clamped data set was
then encoded with 2,932 Gaussian RBFs. The images in Color Plate 10 show volume renderings
of a tight bound on the shock volume, with data between 0.9 and 1.1. Color Plate 11 shows
a comparison of encoding the shock data with 855 and 1,147 RBFs, respectively, for the less
limited range of values 0.7 to 1.7. For the important narrow shock data range 0.8−1.02 shown
in the color plate, the overall structure of the shock is the same, with details of the bow shock
missing in the left image.

The density data from this simulation has also been encoded. In this data set the most interesting
values are density values less than 0.5. The data set was encoded using only 1,611 RBFs since
the density variation doesn’t have the sharp discontinuities of the shock data. A volumetric
isosurface rendering of the low density region of the data can be seen in Figure 7.7.

Another isosurface rendering in Figure 7.8 shows the Stanford bunny, which was created from a
polygon model with 69,451 vertices. This data set was encoded using 5,199 basis functions with
a maximum of 100 RBFs per octree cell. Please note, that the image — while showing a surface
— has been created using the described volume rendering approach.

So far, only a single cell has been used for encoding, which results in poor performance since
evaluating all RBFs for each fragment is extremely time consuming. Interactive volume render-
ing of these data sets is only possible, when hierarchical encoded volumes are used.

Color Plate 12 shows volume and isosurface rendering using a hierarchical RBF composition
generated from a natural convection simulation. The volume rendering shows the underlying
cell decomposition of the RBF data set and runs at approximately 1.8 fps using 32 slices. In
isosurface mode the performance drops to 0.4 fps, since the isosurface fragment program is more
expensive, and the most optimized program version could not be used here due to accuracy
issues. The original data set contains 48,000 tetrahedras from the 80th time step of temperature
generated from a natural convection simulation of a non-Newtonian fluid in a cube. The domain
is heated from below, cooled from above, and has a fixed linear temperature profile imposed on
the sidewalls.
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Figure 7.7: Volume isosurface rendering of
the X38 density data reconstructed with 1,611
RBFs.

Figure 7.8: Volumetric isosurface rendering of
the Stanford bynny, using 5,199 basis func-
tions.

The blunt fin data set displayed in Color Plate 13 has been encoded hierarchically with 695 RBFs,
distributed into 238 cells (see Figure 7.2) with a maximum of 60 RBFs per cell. A set of fragment
programs with up to 60 basis functions has been used for rendering the data set at interactive
rates. Using 64 slices the data set renders at approximately 3.7 fps.

Color Plate 14 shows volume renderings of the reconstructed oil reservoir data set computed by
the Center for Subsurface Modeling at the University of Texas at Austin. The data set is a simula-
tion of a black-oil reservoir model used to predict placement of water injection wells to maximize
oil from production wells. The data set has 195,102 tetrahedra containing water pressure values
for the injection well. The data set renders at approximately 1.8 fps using 64 slices.

All of the presented figures were generated with the hardware-accelerated reconstruction algo-
rithm. For slice plane rendering, we achieve a performance of 7 to 75 fps on a completely filled
4002 viewport due to a comparatively high amount of RBFs per cell. Exploiting the half-float
register type of Cg led to a performance improvement between 30% and 300%, depending on
the rendering mode. However, this program could not be applied to all tested data sets due to the
limited 16 bit precision.

The 1024 fragment program instruction limit of the GeForce FX allow to evaluate 59 to 126
RBFs per pass, depending on data encoding and the rendering mode. When multi-pass rendering
is needed, larger fragment programs show higher performance, because they need to write inter-
mediate results to the P-buffer less often. With adaptive octree encoding, the addition of cells
in the hierarchy causes a measurable overhead in the rendering process. However, the reduction
of wasted Gaussian RBF evaluations clearly outweighs this overhead and significantly increases
the overall performance.
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The demonstrated technique is a novel, unified approach for the interactive reconstruction and
visualization of arbitrary 3D scalar fields, including voxel data, unstructured data, and polygonal
data. By combining compact RBF functional encoding, hardware-accelerated functional recon-
struction, and domain knowledge of data importance, a system has been developed that avoids
the traditional data transfer bottleneck of hardware-accelerated rendering of large scalar fields.
The flexibility and extensibility of functional encoding and interactive reconstruction allows the
interactive exploration of very large data sets from a variety of sources. The presented algorithm
is capable of visualizing data sets with a few million tetrahedra at interactive rates using cutting
planes. For smaller data sets, interactive rates can be achieved for volume rendering as well,
using the hierarchical decomposition approach. For large number of slices or high resolutions
however, volume rendering of the RBF data with current graphics hardware may take up to sec-
onds per frame. Image quality could also be improved by incorporating pre-integrated volume
rendering, and due to the nature of the slice-based volume rendering algorithm this seems to be
straight-forward. Additionally, the RBF encodings could greatly benefit from clustering tech-
niques. When basis functions are far away from the currently processed cell, encoding a set of
these functions with a single RBF could provide a far better approximation of the original data
than neglecting the contribution of these bases altogether.

RBFs are a good means to encode scalar data that is mainly smooth, but has a high resolution
in small regions of the data set only. However, they are not useful for encoding types of data
that have the main purpose of comprising a lot of dedicated high-resolution positions in the data
set. All volume rendering techniques based on slice rendering will either fail to visualize the
positions with sufficient resolution, or they will be extremely slow while needing extraordinary
amounts of memory due to the size of the resampled data set. For the visualization of these
uncorrelated data sets splatting based approaches seem to be more appropriate, which will be
analyzed in the next chapter.
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Sheridan: (to Garibaldi)
The Universe doesn’t give you any points
for doing things that are easy.

Babylon 5, The Geometry of Shadows

Chapter 8

Splatting of Uncorrelated Data

Numerical particle simulations and astronomical observations create huge data sets containing
uncorrelated 3D points of varying size. These data sets cannot be visualized interactively by
simply rendering millions of colored points for each frame. Therefore, in many visualization ap-
plications a scalar density corresponding to the point distribution is resampled on a regular grid
for direct volume rendering. However, many fine details are usually lost for voxel resolutions
which still allow interactive visualization on standard workstations. Since no surface geome-
try is associated with these data sets, the recently introduced point-based rendering algorithms
described in the related work section below cannot be applied as well.

In this chapter a method to accelerate the visualization of scattered point data by a hierarchical
data structure based on a PCA clustering procedure is presented. By traversing this structure
for each frame we can trade-off rendering speed vs. image quality. This scheme also reduces
memory consumption by using quantized relative coordinates and it allows for fast sorting of
semi-transparent clusters. Various software and hardware implementations of the renderer are
analyzed, and it is demonstrated that it is now possible to visualize data sets with tens of mil-
lions of points interactively with sub-pixel screen space error on current PC graphics hardware
employing advanced vertex shader functionality. This work has first been published at the Visu-
alization conference in [Hopf and Ertl 2003]. Work about splatting of time-dependent data has
been accepted for publication in Computer Graphics and Applications’ special issue about Point
Rendering 2004.

8.1 Rendering Point Clouds

Quite a number of physical simulations create large point-based data sets, for example Smoothed
Particle Hydrodynamics (SPH) [Monaghan 1992] and n-body simulations [Jenkins et al. 1998]
in astrophysics. Other sources of scattered point data are astronomical observations where new
techniques for measuring three-dimensional positions of stars as in the GAIA project1 will create

1http://astro.estec.esa.nl/GAIA/gaia.html
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huge real-world data sets in the near future as well. These data sets contain up to hundreds of
millions of points each with information about positionxi , diametersi , and intensityci at various
wavelengths.

These data sets are too large to be rendered in their entirety at interactive frame rates and
the memory requirements are quite problematic for standard PCs as well. An alternative ap-
proach [K̈ahler et al. 2002, Park et al. 2002] is to resample the data sets and use standard texture-
based volume visualization. However, this technique imposes a low-pass filter on the data set,
and for reasonable frame rates and memory usage the filter domain is so large that almost no
subtle details within the data will be visible any more. To some extent this can be avoided for
off-line rendering of animations. In this case hierarchical volume scene graphs can be used e.g.
for visualizing stellar nebula [Nadeau et al. 2000].

In order to allow scientists to view these data sets at high resolution interactively on desktop
workstations or PCs, we want to visualize the scattered data directly without resampling them
to a density volume. We can achieve significant speedup by applying clustering techniques to
create a hierarchical representation of the data set. The hierarchy can then be rendered adaptively
according to screen resolution and focus points, and a lower hierarchy level can be chosen for
the visualization during interaction. Of course, hierarchical data structures generate additional
memory overhead imposing even greater restrictions on the maximum data size, but storage
requirements can be reduced using relative position coding, while still maintaining high accuracy
with respect to the particle positions.

In order to visualize scattered data interactively the point coordinates have to be transformed into
image space and rasterized into the framebuffer. Current graphics hardware is highly optimized
for this task and frees up the CPU for concurrent hierarchy selection and traversal. As triangles
are the dominating primitive in computer games, rasterization throughput may be higher for
polygons than for points. However, this will have no major effect, since the presented approach
is more likely to be geometry limited rather than rasterization limited, because large numbers of
points can only be visually perceived well as long as they do not overlap too much. For certain
types of data — e.g. with widely varying point sizes or semitransparent appearance — blending
may be necessary in order to enable visual depth perception. This requires the points to be sorted
according to their projectedz coordinates. Due to the high number of points this is nontrivial to
do in real-time, but can be efficiently implemented based on the hierarchical data structures.

8.2 Related Work

There has been quite a lot of work in the area of using footprints as rendering primitives for
sampled data, as indicated in Section 2.3. Regarding hierarchical algorithms, splatting has been
introduced by Laur and Hanrahan [1991], using Gouraud-shaded polygons for volume rendering.
Most research in the splatting community was about the improvement of the visual quality of tex-
ture splatting; however, the techniques described in these papers only apply to the reconstruction
of continuous functions e.g. for volume rendering of regular grid data, and they do not address
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adaptive rendering or data size reduction. Additionally, there exist a number of non-real-time
rendering systems for large point-based data sets, e.g. for rendering film sequences [Cox 1996].
Another promising approach uses points for enhancing a low-pass filtered regular data set in
regions with high frequencies [Wilson et al. 2002]. Again, this does not match the needs for
rendering data sets with extremely detailed positional information.

Using points as rendering primitives is a topic of ongoing research. However, almost all
publications in this area deal with the rendering of geometric surfaces. Alexa et al. [2001],
Pfister et al. [2000], Rusinkiewicz and Levoy [2000], Wand et al. [2001], and Zwicker et
al. [2001b] showed different methods to create and efficiently render data hierarchies of sur-
faces represented by sample points. As the intrinsic model of points describing a surface
is fundamentally different from the model used for scattered data, their clustering techniques
cannot be applied here. Pauly et al. [2002] used principal component analysis for cluster-
ing, but with a different hierarchy concept compared to the described approach. Some sys-
tems [Rusinkiewicz and Levoy 2000, Botsch et al. 2002] use quantized relative coordinates for
storing the points in a hierarchical data structure, but these approaches were not optimized for
fast GPU access because the data structures had to be interpreted by the CPU. Additionally, the
presented rendering techniques have been designed to create smooth surfaces without holes and
they allow no or only few layers of transparency. Again, this does not meet all requirements for
volumetric visualization.

First steps for rendering uncorrelated samples for SPH data have been presented by Rau and
Straßer [1995]. Meredith and Ma [2001] introduced multiresolution splatting for rendering ir-
regular volume data. Most of the techniques they developed deal with the handling of the un-
structured data, but the adaptive rendering based on octrees could be the basis for an extended
algorithm working with grid-less data as well. Their renderer is able to render approximately
400,000 splats per second on a high-end machine. Jang et al. [2002] presented a multiresolution
splatting approach for non-uniform data. However, in their solution the higher hierarchy levels
are always stored in uniform grids, and they cannot render more than approximately 135,000
splats per second. This technique seems to be more appropriate for almost flat and regular data.

For rendering large quantities of splats a simple brute force approach would store the complete
data set on the graphics card and use point array rendering for displaying the data set. As soon as
the data set does not fit into graphics memory, rendering speed can drop by an order of magnitude.

In order to allow scientists to view these data sets at high resolution interactively on desktop
workstations or PCs, we want to visualize the scattered data directly without resampling them to
a density volume. In this chapter a hierarchical data structure based on a principal component
analysis (PCA) clustering procedure is proposed for accelerating the visualization of scattered
point data. By traversing this structure for each frame trade rendering speed can be traded for
image quality, and lower hierarchy levels can be used during interaction. The presented scheme
also allows interpolating the given point positions using cubic splines, and it reduces memory
consumption by using quantized relative coordinates and Lempel-Ziv compression of delta en-
coded control points. Additionally, it supports fast approximative sorting of semi-transparent
clusters. It will be demonstrated that it is now possible to visualize data sets with tens of mil-
lions of points interactively with sub-pixel screen space error on current PC graphics hardware
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• Select clusterj (point indicesI j ) with largest distortion∆ j

• Calculate auto-covariance matrix from centroidXj :
A = ∑ i∈I j

(xi −X j)(xi −X j)T

• Find Eigenvectoremax of A corresponding to the
largest Eigenvalueλmax

• Split clusterj into two new clusters:
In1 = {i ∈ I j : 〈xi −X j ,emax〉 ≥ 0}
In2 = {i ∈ I j : 〈xi −X j ,emax〉< 0}

• Calculate centroids and distortions for the new clusters

Figure 8.1: The PCA split algorithm.

employing advanced vertex shader functionality. For time-dependent data sets, we are still able
to visualize data sets with millions of points and several time steps interactively.

As PCA is a standard technique, only a short summary of the PCA split algorithm is presented in
the following section, more details can be found e.g. in [Jolliffe 1986]. More information about
interpolation using cubic splines can be found for example in [Farin et al. 2002]. The system
uses Lempel-Ziv for compression, a standard technique that is covered e.g. by [Sayood 2000].

8.3 Creating the Hierarchy

In order to create one level of the hierarchy the input data points have to be sorted into bins. For
each bin a point on the next lower hierarchy level is created, representing all points that fell into
that bin. The properties of the newly created point are chosen so that its visual representation
matches that of the substituted points best.

To obtain the set of bins several clustering schemes can be used. The most common solution
is to subdivide the data set into an octree, which can be used efficiently for sorting as well
(Section 8.7).

Another approach that has much better spatial adaptation properties is the principal component
analysis. It can be used to find a splitting plane for a set of points that divides the set into two
clusters, so that the distortion of the individual sets as defined below gets minimal. Basically, this
plane is perpendicular to the Eigenvector corresponding to the smallest Eigenvalue of the inertial
tensor. After some simplifications, you finally get the PCA split algorithm as seen in Figure 8.1.

8.3.1 Static Data

In the following I j denotes the set of indices of the points of clusterj. That is, clusterj consists
of all pointsxi , i ∈ I j with diameterssi , and has the weighted centroidX j and distortion∆ j with

X j =
∑ i∈I j

si ·xi

∑ i∈I j
si

, ∆2
j = ∑

i∈I j

∥∥xi −X j
∥∥2

2 .
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As this split operation has to be performed several million times, fast cluster selection is of utter-
most importance. Therefore, the clusters are kept in a skip-list [Pugh 1990], sorted by decreas-
ing ∆2

j . A skip-list is essentially a sorted linked list with randomized link depth, withO(logn)
complexity in the average case for search, insert, and delete operations. Its properties are similar
to balanced trees, with the advantage of faster insert and delete,O(1) largest value search, very
small memory footprint, and almost trivial implementation.

This splitting process is continued until the maximum distortion or the average cluster size fall
below pre-defined minima. After the visual properties of the new points have been obtained,
these points undergo another series of PCA splits in order to create the next hierarchy level. This
can be seen as a bottom-up hierarchy creation process, clustering each level top-down.

For most applications like the virgo data set a hierarchy depth of more than about 6 levels is
usually not appropriate. For this data set with its 16.8 million points the hierarchy creation
process takes only a few minutes.

8.3.2 Time-Varying Data

For dynamic data, the PCA split is not performed in the standard euclidian space, but in 3T-
dimensional space, withT being the number of time steps. Each vectorxi ∈R3T represents the
position of a single point in all time steps simultaneously. This way, points that are close to each
other in one time step, but get separated during time, will be put into different bins. Therefore,
the typical bin size will be much smaller than in the static case. The analysis of measures that
can be taken in order to improve the clustering in the time-dependent case remains future work.

As time-dependent data sets are usually larger than the available main memory, the clustering
process has to be implemented out-of-core. In order to reduce hard disk accesses, only a subset
of all time steps is used for the first few clustering steps. As soon as all time steps of the currently
investigated cluster fit into main memory, the full resolution is used. As the first levels of the
hierarchy are never used for rendering, any errors introduced due to the low temporal resolution
can be easily compensated in the following levels.

In order to implement this out-of-core approach efficiently, the hierarchy creation process has to
be reversed, compared to the static case. Finally, we end up with a top-down hierarchy creation
process, clustering each level top-down.

8.3.3 Creating Representatives

For creating a visually approximative representation of the clusterj compared to its children the
most important aspect is that the radiant fluxΦ has to be the same. For the irradiancec j of the
new centroid point representing the cluster this means for each of the representative wave lengths

Φ j = A j ·c j =
π

4
s2

j c j =
π

4 ∑
i∈I j

s2
i ci . (8.1)
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The cluster representative should be larger than the largest of its children in order to keep some
visual continuity. Additionally, small cluster points would have very high local intensities, which
could saturate the covered pixels in the blending step during rendering. Sparse clusters — that is
clusters with a large average distance of their children to the centroid compared to the children’s
point sizes — should have larger and dimmer representatives than locally agglomerated ones.
On the other hand, they must not be too large, as the human eye is very sensitive to edges, and
enlarging a point implies reducing its intensity, diminishing the visibility of the edge.

After comparing several different functions, I found a trade-off that creates acceptable results for
almost all point distributions. It tries to combine point sizes and their distances to the centroid,
and ensures that the final size does not fall below the size of the largest point of the cluster:

mj = argmax
i∈I j

si ,

sj =
0.5

|I j |−1

√
∑

i∈I j\{mj}
si
∥∥xi −X j

∥∥
2 + smj . (8.2)

The scaling factor12 in (8.2) of the weighted average point size of all points except the largest
one before adding to the largest point sizesmj has been determined empirically.

This calculated point size is subject to further restrictions, if intensities are stored in main mem-
ory as unsigned bytes in order to save memory. The system has to assure that the calculated
point size does not overflow the intensity range, and it has to increase the point size in case of
saturation.

(8.1) and (8.2) are highly dependent on the blending function, and the presented definition only
holds for cumulative blending (C = c1+c2). For other blending functions, like the over operator
(C = α1c1 +(1−α1)c2), c j may be view-dependent, as the total flux of overlapping points is
no longer necessarily the sum of the individual fluxes of the points. With the current approach
view-dependent intensities cannot be modeled. However, with adaptive rendering we will use
coarser hierarchy levels only for clusters that are projected to areas on the screen that are small
or outside some region of interest, and it is very unlikely that view dependencies will be noticed
in such small regions.

8.4 Interpolating Coordinates

In order to have a smooth visualization of time-varying data, the positions of the points have to
be interpolated between the given time steps. Cubic splines are used for the evaluation of particle
positions, which will help with compressing the data as well (see Subsection 8.5.2).

Cubic splines are defined by piecewise cubic Bézier segments with some additional constraints.
Bézier curves can be created using the so-called Bernstein polynomialsBn

i by

x j(t) =
3

∑
i=0

b j,i B3
i (t) , Bn

i (t) =
(

n
i

)
(1− t)n−i t i .
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b

b

b
b

j,0

j,1
j,2

j,3

The segments are stitched together so that the given
pointsx j are interpolated and the transition between the
segments is smooth (C2 continuous):

x j(0) = b j,0 = x j , x j(1) = b j,3 = x j+1 ,

dx j(1)
dt

=
dx j+1(0)

dt
,

d2x j(1)
dt2

=
d2x j+1(0)

dt2
.

By inserting the derivatives into these formulas we get the additional conditions

x j =
b j−1,2 +b j,1

2
,

b j−1,1 +2(b j−1,2−b j−1,1) = b j,2 +2(b j,1−b j,2) .

Together with one additional constraint at each boundary this leads to a set of equations, which
have to be solved for each point of the hierarchy.

During clustering, the equations for evaluating the spline coefficients are set up and solved for
each data point. Forn points this process creates 3n− 2 different coefficients that need to be
stored in order to evaluate the splines at arbitrary positions. As the coefficients are not inde-
pendent from each other, we can convert the Bézier splines to B-Splines and store the control
pointsD j = b j,2+2(b j,1−b j,2) instead. The spline coefficients can be easily regenerated during
rendering:

b j,0 = b j−1,3 =
D j−1 +2D j +D j+1

6
,

b j,1 =
2D j +D j+1

3
, b j,2 =

D j +2D j+1

3
.

Thus, onlyn+2 control points have to be stored.

During rendering the splines are evaluated in order to reveal the positions of the particles at the
rendering time stept. For this process, the 4 nearest control points are needed. Whent crosses
spline segment boundaries, only one control point has to be loaded as the other three control
points can be reused from the last segment by means of a ring buffer.

8.5 Data Storage and Compression

Using hierarchical structures imposes higher memory requirements than storing the same data in
flat arrays. A trivial implementation can easily exhaust main memory on regular workstations for
large data sets, even in the static case. Memory bandwidth is limited, and traversing the hierarchy
for rendering adds overhead for recursive function calls and pointer dereferencing. Additionally,
with current graphics APIs there is no means to hand this process over to the GPU.
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Figure 8.2: Point coordinates are scaled and quantized relatively to the position of the cluster
centroid for storage.

Therefore, hierarchy structures (clusters) have been decoupled from data structures (points). The
clusters contain a pointer to the next hierarchy level, a pointer to offspring point data, and the
number of children. The point data itself only contains the point position, size, and color values.
In principle one would like to store raw data values and use runtime classification for point
size and color selection, but the cluster hierarchy itself and especially the pre-processed cluster
representatives highly depend on point sizes and colors.

8.5.1 Static Data

Figure 8.3 shows the highest three levels of a typical data hierarchy. The finest leveln does not
contain any hierarchy information at all, thus no cluster nodes are needed. In leveln−1 an array
of point data structures contains the centroids of the cluster nodes, which are stored in an array
parallel to the point data. Cluster nodes and point data are connected on the previous level. The
diagram shows which points are rendered for a typical cluster node for rendering levelsn−2,
n−1, orn.

The decoupled data structure enables us to store point data for any given combination of render-
ing level and cluster node in a continuous array. This reduces the number of necessary recursive
function calls and helps us with accelerating rendering by using graphics hardware. Additionally,
it ensures that the data is contiguous for efficient cache usage.

Point data sets tend to get really large, and they need high positional resolution. Memory re-
quirements can be reduced to one half or even one quarter by storing coordinates relatively to
the centroids of the inspected clusters as depicted in Figure 8.2. As the necessary positional
resolution is much lower for encoding relative coordinates, they can be quantized using bytes or
shorts instead of floats. Bytes have been sufficiently accurate for all analyzed data sets, but can-
not be used for rendering using vertex arrays on ATI’s graphics hardware due to missing driver
capabilities.
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Figure 8.3: The last three levels of a typical data hierarchy. The gray clusters can be rendered
at their highest hierarchy level in a single loop without recursively descending the data structure.
The point data correlated to the cluster centroids is not embedded in the clusters but stored in
point structures parallel to the clusters.
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For a typical data set like the virgo n-body simulation (Color Plate 16) with 16.8 million points
in level 6 we need 160 Mbytes for point data and 32 Mbytes for the cluster hierarchy when
storing point coordinates in bytes only. Points on the highest level exhibit a positional mean
error of 9.3 ·10−6 and a maximum positional error of 3.9 ·10−5, which is invisible compared to
the typical point size of 1.25· 10−3. This point size on the highest level has an average error
of 0.7%, which can be neglected as well for typical projected point diameters of one or two
pixels.

8.5.2 Time-Varying Data

For non-static data we do not need to store coordinates, but the control points of the splines.
Memory requirements are even higher in this case, as four control points are necessary to evaluate
one spline. The splines do no longer encode particle positions directly as described in Section 8.4,
but the difference vectors of the points to the parent centroids. As these vectors tend to get smaller
with each level of the hierarchy, the spline coefficients can be encoded with smaller quantization
factors for higher levels, and still get a high positional resolution. Figure 8.4 shows this relation.
Note that during clustering different levels may have different time resolutions for the spline
coefficients due to memory constraints. The control points in between can then be calculated
using subdivision.

Particles in time-dependent data sets usually show high positional coherence with respect to
their neighbors. In order to exploit this regularity, we are not encoding the relative vectors
themselves by splines, but their differences to the previous time step. Ideally, for smooth particle
flows this delta coding would create a sequence of zeros on the higher levels, with only few
exceptions. This sequence can be further compressed using Lempel-Ziv with Huffman coding.
This combination of techniques has been chosen because of its high decompression speed. The
compression ratio, of course, depends very much on the data properties. Data sets like the diesel
injection in Figure 20 that contain only very small particle movements due to computational noise
in large parts of the volume can be compressed to less than 15% of the size of the uncompressed
quantized data. Delta coding proved to be the most efficient part of the compression system here.

Finally, the encoded spline control points are stored into a file together with hierarchy informa-
tion and index pointers for fast out-of-core access during the rendering process.

8.6 Hierarchy Traversal

During rendering the hierarchy is traversed recursively. For each cluster the system may de-
cide to descend further down into the hierarchy, render the centroid at the current level, or skip
the cluster altogether when it is not visible. The decision can be based upon some maximum
screen error metrics, the distance to the viewer, or some given region of interest. These rules
should be computationally cheap. As a rule of thumb, evaluating the rule should be cheaper than
interpolating, transforming and rendering one point of the cluster.
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Figure 8.4: For time-varying data spline coefficients are encoded instead of particle positions.
Encoding points in the hierarchy relative to their parent centroids creates smaller extension tubes
for higher levels. Thus we can quantize the spline coefficients with a few bits only, and still get
a high positional resolution. Additionally, all control points are delta encoded in time.

8.6.1 Static Data

For more complex rules and for accelerating the traversal process, the system may already decide
on a lower leveln, that it will render all offsprings of leveln+ δn (see Figure 8.5). Then the
children do not have to be traversed. Even for simple adaptivity rules this has a strong effect
on rendering performance. As described in Section 8.5, the point data of all children is stored
linearly in memory, thus they can be addressed in a single loop, or even by a single OpenGL
array rendering call. Figure. 8.6 shows a pseudo code fragment for traversing a static hierarchy.

Remember that relative coordinates are used for storing the point locations. In this context chil-
dren of different clusters can only be rendered in a single loop when the base centroid and the
scaling factor for the relative coordinates is the same for all considered children. We can use the
coordinates of a centroid of leveln for the calculation of the relative coordinates of all descen-
dants of leveln+ δn. In order to use this arrangement efficiently,δn has to be constant for the
data set. A speedup of about 50 percent can be achieved for an average cluster size of 5 points
andδn = 2, more for larger clusters. For adaptive rendering higherδn are less efficient as the
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RenderingTree traversal

Figure 8.5: During traversal, the final rendering level should be selected at some lower level of
the hierarchy for speedup reasons (δn = 2 in this case).

traversal routine has to select the clusters to be rendered on a higher level. Another drawback
is that being able to render a set of clusters in one run comes at the cost of higher discretization
errors.

8.6.2 Time-Varying Data

Again, prerequisites change when we have to deal with dynamic data.δn > 1 complicates the
interpolation process, as several levels of spline coefficients have to be evaluated. For time-
dependent data sets the complex interpolation easily nullifies any advantages in these cases.

Additional complexity is introduced to the rendering process, as out-of-core data has to be loaded
on the fly during rendering. Figure. 8.7 shows a pseudo code fragment for traversing a hierarchy
of time-varying data.
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void render cluster (cluster t *c, point t *p) {
if (cluster visible (c)) { /* trivial reject */

if (descend cluster (c, p, δn)) {
for i = 0...c →len[0] /* recursion */

render cluster (&c →children[i], &c →points[i])
} else {

len = c →len[ δn−1]
for i = 0... δn−2 /* find first point of hierarchy depthδn */

c = c→children[0] /* not executed forδn = 1 */
render points (c →points, len)

} } }

Figure 8.6: Pseudo code for traversing the hierarchy in the static case.

void render cluster (cluster t *c,
time t t, int level) {

if (cluster visible (c)) { // trivial reject
if (spline segment changed (level, t)) {

shift (c, c →len) // shift ring buffer of spline control points
read (c, c →len, level, t) // load out-of-core data
decompress (c, c →len) // lz decompression + delta coding

}
interpolate (c, c →len, t) // spline evaluation
if (descend cluster (c)) {

cluster_t *cn = c →children
for i = 0...c →len // recursion

render cluster (&cn[i], t, level+1)
} else {

render points (c →pts, c →len) // renderδn ≡ 1
} } }

Figure 8.7: Pseudo code for traversing the hierarchy for time-dependent data. Cluster and point
data are combined into a single structure in this code fragment for clarity.

8.7 Sorting

For many of the investigated data types cumulative blending is an effective way of visualizing
both global and local structures in the data sets. However, with other data sets, for instance
reversible Apollonian packings (Color Plate 22), the over operator is necessary to visualize the
visual depth. Non-commutative blending operators require the data points to be sorted according
to view distance.

The implemented hierarchy can be used to efficiently sort the cluster centroids using quicksort
or bucketsort. The cluster points themselves have to be sorted before rendering as well. Buck-
etsort only creates an approximative sorting order, but has the advantage of lower computational
complexity (O(n) vs. O(nlogn)) and its implementation is much simpler and thus faster. The
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c1

d1

c2

d2

Figure 8.8: Distance sorting according tod1, d2 is equivalent to BSP sorting forc1 = c2. Note
that the sorting order ofd1, d2 changes exactly at the same time the visibility order of the two
cells changes.

rendered images are almost indistinguishable when using a relatively large number of buckets.
Still, sorting has a major performance impact on rendering, and it can destroy cache coherence.

Sorting the cluster centroids is equivalent to the typical BSP-tree sorting, as long as the distances
of any two neighboring centroids to their common splitting plane are equal (Figure 8.8). The
octree partitioning approach has this property, but its spatial adaption to the local point density
is much worse than the proposed PCA split approach. Still, we have no choice but to use octrees
if we really care about the correct sorting order.

With time-dependent data sets, things become even worse. Clusters do no longer subdivide the
space into cells in 3D, as they may even overlap, if their children are grouped tightly together
in one time step, and further apart in another. Figure 8.9 depicts an example. Even if we have
a well-behaved data set that does not show this property, we can have particles crossing cluster
boundaries due to spline interpolation, as shown in Figure 8.10. So far, these issues are unre-
solved.

Even with correctly sorted clusters, there is a chance that overlapping points are rendered in the
wrong order, as can be seen in Figure 8.11. For many data sets the points can be thought to be
infinitely small, in that case the points are rendered correctly. Other data sets are more sensitive
to their sorting order, and require larger average cluster sizes by combining several octree levels
to a single level or using large PCA cluster sizes. This helps reducing the chance of sorting errors,
as the points of a single cluster are always rendered in the correct order, except for overlapping
clusters in the time-dependent case.

For the static case in order to sort the cells produced by the PCA splits correctly, additional con-
nectivity and splitting plane information is needed for MPVO [Max et al. 1990, Williams 1992]
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Figure 8.9: Points that are nearby in one time step may be split apart in the future, and may thus
belong to different clusters. These clusters overlap in the former time step and cannot be sorted
correctly.
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Figure 8.10: Even points of non-overlapping clusters can cross cluster boundaries between time
steps due to interpolation.

or equivalent algorithms. This implies a huge additional memory overhead, and it will not help
with overlapping clusters and points that drop out of their cluster boundaries. It is ongoing re-
search how this approach can be combined with per-pixel clipping or z-test dependent blending
to render correctly sorted points even for cases like in Figures 8.9 to 8.11.

8.8 Rasterization

Since using only one vertex per primitive can accelerate the rendering process significantly, the
splats will usually be approximated using OpenGL anti-aliased points. Other footprints can be
used by rendering point sprites without additional cost (see Color Plate 22), but they are only
available on NVIDIA hardware right now. On ATI’s Radeon series, fragment programs can be
used in order to emulate sprites, though.

For rendering large quantities of points the generally fastest approach is to use vertex coordinates
and attributes that are given by vertex arrays or display lists. However, display lists have to be
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2nd

1st

BSP order

correct order

Figure 8.11: Back-to-front distance sorting according to BSP fails for non-split overlapping
points. In this example the right cluster is rendered before the left one due to BSP order.

stored in precious graphics memory and are more likely to be larger in size, as the graphics
card has to store additional information about contents and format. For time-dependent data, the
vertex positions are created on the fly from out-of-core data, thus they cannot be stored in GPU
memory. Still, it is much faster to fill render buffer caches with the calculated vertex positions
and render these buffers in one go instead of sending each and every vertex with an individual
operation to the graphics hardware.

When a point projects to an area with diameter ˜s smaller than a single pixel on the screen, its
brightness has to be attenuated. The new alpha value is

α̃ = α · s̃2 , (8.3)

assuming that point color is multiplied with alpha during blending. Note that attenuation in-
creases quantization artifacts due to the limited framebuffer depth. Therefore, adaptive rendering
can even improve the image quality by choosing lower levels for parts of the cluster that tend to
project to very small screen areas.

For drawing points with varying sizes vertex programs can be used on programmable graphics
hardware, introduced by NVIDIA with the GeForce3. Besides changing the point size on a per
vertex level and adding the last contribution of the relative coordinates for static data, the vertex
shader is responsible for correct alpha attenuation as indicated in 8.3, which is not possible with-
out using vertex programs at all when we want to employ vertex arrays. Figure 8.12 shows the
program parameter configuration and the actual vertex program written in Cg [Mark et al. 2003]
that contains all of the above. Additionally, point size and alpha values are multiplied by two
global scaling factors. It compiles into 29 program statements for bothNV vertex program
andARBvertex program .

The latter extension, which is supported by ATI’s Radeon 9700, enables us to evaluate the al-
gorithm on this card as well. The previousEXT_vertex_shader extension did not allow to
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x y z w

posoffset - - - -coord quant. offset
basepos rel. base coords coords scale
scale point sprite scale - alpha scale size scale
posin rel. point coords point size

void main (in float4 posin : POSITION,
in float4 colin : COLOR0,
out float4 posout : POSITION,
out float4 colout : COLOR0,
out float4 sizeout : PSIZE,
uniform float atten,
uniform float4 posoffset,
uniform float4 basepos,
uniform float4 scale)

{
uniform float4x4 model = glstate.matrix.modelview[0];
uniform float4x4 proj = glstate.matrix.projection;
float4 vec, homeye, eye;
float tmp;

// relative coords→ absolute coords
vec.xyz = (posin.xyz + posoffset.www)

* basepos.www + basepos.xyz;
vec.w = 1.0;
// modelview transformation + projection
homeye = mul (model, vec);
posout = mul (proj, homeye);
eye = homeye / homeye.w;
// effective point size calculation
tmp = posin.w * basepos.w * scale.w / (atten * -eye.z);
// clamping minimum point size to 1
sizeout.x = scale.x * max (tmp, 1.0);
// alpha calculation and attenuation for point sizes< 1
tmp = min (tmp, 1.0);
colout = colin;
tmp = colin.w * scale.z * tmp * tmp;
// clamping minimum alpha value to keep extremely small points visible
colout.w = max (tmp, 4.0/256);

}

Figure 8.12: The vertex program written in Cg.
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change the point size on a per-vertex basis. As most of the performance gain comes from this
last step, we could not really benefit from the Radeon’s high performance geometry engine with
the old extension. Unfortunately, both anti-aliased point image quality and execution speed is
clearly below all expectations with the current drivers (see Section 8.10 for a comparison).

For dynamic data, the rendering process is dominated by the evaluation of the cubic splines for
finding the current point positions. As long as the points do not need to be sorted, this could be
handed over to the vertex program as well by sending the control points to the GPU.

ATI’s DirectX drivers are more mature than their OpenGL drivers, thus it had to be investigated
whether this API would be an option. However, the so-called flexible vertex format of DirectX
up to version 8 only supports vertices specified as floats. As we do not want to store the points’
vertices in this format due to its memory requirements, we would have to convert them on the
fly, which would make the use of vertex buffers extremely expensive as they would have to be
converted by the CPU.

With the availability of vertex shaders we can now use vertex arrays to send a large part of the
hierarchy to the graphics hardware. When sorting is enabled, index arrays have to be used to
select the points in the correct order. These calls are highly optimized, and the CPU can already
continue to select the next cluster to be rendered in parallel to the rasterization process. As
pointed out in Section 8.6 we have to take care that we only send down that part of the hierarchy
in one piece that is related to the same base centroid for the calculation of the relative coordinates.

8.9 Alternative Rendering Approaches

For comparison, several other techniques have been developed and integrated into the rendering
framework. The different rendering backends can be selected during runtime at almost no cost.

As hierarchy traversal, interpolation, and coordinate transformation seem to be the limiting fac-
tors for the visualization of scattered data, a software rasterizer is a valid option to be consid-
ered. Most points of a low hierarchy level project to a very small area on the screen, so the
rasterizer should be optimized for single pixel points. This implementation can also function
as a reference for the OpenGL-based render backends, as it draws the points to a floating point
framebuffer. With this feature the chance of missing contributions of very small or dim points
is reduced. However, the CPU is completely responsible for vertex transformation and raster-
ization, thus this solution is most likely to be the least efficient of the presented methods, and
modern graphics hardware like the Radeon 9700 or the GeForce FX is able to render into floating
point framebuffers as well.

In contrast to regular PC workstations used by typical end users, virtual reality environments
are still often based on Silicon Graphics systems. As the InfiniteReality hardware does not have
a programmable graphics pipe, a regular billboard renderer has been implemented additionally.
Using billboards is less efficient compared to OpenGL anti-aliased points or point sprites, as four
vertices have to be calculated and sent down the pipeline for a single data point.



8.10 Results and Comparison 135

Note that rendering points without vertex programs is not an option, as with the regular OpenGL
pipeline one can only set the current point size outside anglBegin() / glEnd() pair, which
reduces the overall speed considerably due to the state changes.

8.10 Results and Comparison

The images in Color Plates 15 to 19 show visualizations of two n-body simulations carried out
by the Virgo Supercomputing Consortium. All images show redshiftz= 0 for theτCDM model.
The velocities of the galaxies relative to the simulated base cube have been color coded. In Color
Plates 17 to 19 one can see different levels of the first data set. Note that level 3 would usually
not be used for rendering, but it is a potential level for deciding on the rendering depth, as shown
in Figure 8.5.

Color Plates 20 to 22 show other data sets and rendering modes. Color Plate 23 shows another
dark matter n-body and smoothed particle hydrodynamics simulation carried out by the Texas
Advanced Computing Center. The visualization of a molecular dynamics simulation from the
Institute of Theoretical and Applied Physics in Stuttgart can be seen in Color Plate 24. The dual
shock front in the quasi crystal is clearly visible. Please note that the clearly visible aliasing in
Color Plates 20 and 24 is inherent to the according data sets and not an artefact of the presented
rendering technique. In most areas the data sets contain an almost regular grid and the splats are
used for visualizing the grid structure and not for approximating any underlying function.

The data sets from the Virgo Supercomputing Consortium are available for several time steps,
which can be rendered using the presented approach for time-dependent data. Color Plate 25
shows several time steps of one of their data sets. Color Plate 26 shows another extremely large
data set, created using the LCDM model with 134 million particles per time step.

Despite the speed of modern processors, the OpenGL-accelerated version is still superior to the
software approach, which employed a very crude rasterizer that renders large points in poor
quality only. One major drawback of the software-based system is that the floating point frame-
buffer has to be sent down the AGP bus to the graphics card, though with latest AGP 8x graphics
hardware and current drivers this only imposes an upper limit of 40 fps for a 10002 viewport
on a GeForce FX, not including the time for clearing and rendering the software buffer. How-
ever, software-based rendering still seems to be one of the slowest approaches. Using a 24 bit
framebuffer could accelerate this process, but then we lose the major advantage of the software
solution.

Table 8.1 lists some performance measurements for the different algorithms and levels forδn =
2, except where noted, together with the number of points, and the average projected size. It
can be noticed that using billboards is rather slow, as the CPU has additional work to do for
setting up four times the amount of vertices to be sent to the graphics pipe. The system used for
the evaluation was a Pentium4 2800 MHz with an Intel 7205 chipset with 4 GB dual channel
DDR 333 memory and a GeForce FX5800 Ultra graphics pipe on a Linux system, except where
noted. The Windows XP drivers showed similar but slightly lower performance figures for the
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Figure 8.13: Differences of adaptive vs. full
data rendering
(contrast enhanced by 400%).

Figure 8.14: Differences of software vs.
OpenGL rasterization
(contrast enhanced by 400%).

GeForce. Please note that the high performance memory setup has a much larger impact on the
software rasterizer than on the vertex array renderer.

The adaptive algorithm shown in the table uses a simple adaptive scheme with vertex programs
and vertex arrays, selecting the clusters that should be traversed on the CPU by the maximum
screen projection size of the cluster children and the given maximum traversal depth. If the pro-
jected size exceeds 2 pixels, the cluster is traversed further, otherwise its children are rendered
to screen forδn = 1, for δn = 2 the same criterion is applied to its grandchildren. Using these
settings, there is almost no visual difference between the data set rendered in full resolution
compared to the adaptive rendering. Withδn = 1 we get a finer hierarchy selection, but we also
reduce the average array size that can be used for rendering, which explains the performance
loss in some levels. The difference image in Figure 8.13 shows quite some changes in the visu-
alization, however, they have the same visual impact as additional noise and do not disturb the
appearance. Most of the screen space difference comes from points that happen to be rendered
one pixel off to their original positions. While the human visual system is not able to notice
these differences, they have a rather large impact on difference images. It can also be noticed
that the quantization and floating point roundoff errors introduced by using graphics hardware
for rendering (Figure 8.14) are larger than the ones created by adaptive rendering. The contrast
of both difference images has been enhanced to 400 percent in order to show their properties
more clearly.

Table 8.2 lists some times for combinations of different sorting and rendering techniques. Please
note that the qsort-based sorting algorithm will slow down significantly for large cluster sizes,
as it isO(nlogn) compared toO(n) for the bucketsort. The two bucketsort variants use different
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Figure 8.15: A close-up of the virgo data set, rendered at the really coarse level 3
(123K pts. = 0.74%, left), adaptively with approximately the same number of points and high
potential projection error (130K pts., middle), and with all points (16.8M pts., right), respec-
tively.

bucket sizes, trading speed for quality. The algorithm using larger buckets has almost the same
visual appearance as the qsort algorithm, but exhibits some flickering during rotation on critical
data sets containing large and almost overlapping points.

The cluster selection scheme has about the same performance impact on the rendering system as
the flexible rendering backend (less than 2 percent each), which allows to switch the rendering
technique on the fly. Please note that for large viewports like 10002 the effect of adaptive hier-
archy traversal is not noticeable for low maximum traversal depths, as all clusters are traversed
due to their large projected size.

Things change when the viewport size is reduced. Table 8.3 lists rendering times and the number
of rendered points in the levels 1 to 6 for this scheme with no maximum traversal depth. We get
early view frustum culling at almost no cost for the adaptive rendering algorithm, as this can be
incorporated in the point projection size calculation process. However, all tables show rendering
times and point numbers for viewing the full data set.

Compared to static data, the rendering of time-depended data sets is much more involved and
thus slower. We still get up to 38% of the speed of the static algorithm forδn = 1, or approx-
imately 4.6 million points per second, which is quite remarkable for the large overhead from
the hierarchical spline interpolation. However, the visualization of static data can be acceler-
ated by deciding the rendering depth on a higher level (δn > 1), which is not manageable with
time-dependent data. Rendering sorted points using bucket sort reduces the performance to ap-
proximately 2.9 million points per second. Loading the spline parameters for a single time step
from the local hard disk takes less than one third of a second. Please note that time-varying
data sets need at least four times the main memory for storing the spline control points. With
these constraints, the interactive visualization of extremely large data sets like the one depicted
in Color Plate 26 is hardly possible on 32 bit systems for the non-static case.

Figure 8.15 shows a close up region, rendered intentionally with a very high projection size error
of 14 in the left image in order to reveal the differences. The next two images show the same
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region rendered without adaption with approximately the same number of points and all points,
respectively. Note that the projected screen size is only an approximation for the maximum
screen space error, as the centroid size used for evaluating the screen space error is not directly
coupled with the maximum distribution width of the children which influences the error as well.

The presented technique accelerates the visualization of scattered point data compared to ren-
dering flat point arrays. Principal component analysis was employed for creating a hierarchy of
point clusters, stored with quantized relative coordinates or spline control points in a data struc-
ture that separates cluster from point data. With this data representation visualization quality
can be traded for speed with an adaptive rendering algorithm. The rendering process itself was
accelerated using vertex programs on current PC graphics hardware. Finally, it is now possible
to visualize data sets with tens of millions of points in the static case interactively on standard
workstations.

For time-dependent data sets, a lot of work is still done by the CPU that could be off-loaded to
the graphics card. For instance, the evaluation of the particle positions using cubic Bézier splines
could be performed by the GPU, as long as commutative blending modes are used. Sorting the
points for non-commutative blending modes has still several unresolved issues, though it works
astonishingly well with most data sets.

One of the most promising — but also most challenging — extensions to the algorithm is the
handling of time-varying clustering. This process will have to handle cluster transitions of single
particles in a smooth way, such that popping artifacts will not occur.

Additionally, there are some issues with the overestimation of the radiant flux during rendering
with cumulative blending in areas of high saturation. The system should detect these areas and
reduce the brightness of the generated clusters accordingly. Alternatively, high dynamic range
rendering to floating point framebuffers could be used.

An open question is how to handle multivariate data and how to change the visualized data during
runtime. Storing several color values per point structure is one possibility, but this increases
memory usage again. Color quantization and table lookup in the rendering step could help with
regard to this aspect.

There are still several issues with the rendering of sorted points, especially for time-dependent
data sets. Additionally, there might be a chance to implement bucket sorting by rendering to
off-screen textures with the next generation graphics hardware, and radix sorting could be an
interesting alternative as well.
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Ivanova: Ambassador.
Do you really want to know
what’s going on down there right now?

Londo: Yes, absolutely.
Ivanova: Boom. Boom, boom, boom. Boom, boom.

BOOM!
Have a nice day.

Babylon 5, A Voice in the Wilderness, Part 2

Chapter 9

Conclusion

Interactive visualization of large data sets is only possible employing efficient algorithms
throughout all parts of the visualization pipeline. In this work, the opposite ends of the pipeline
have been analyzed for several fundamentally different data types. It has been shown that with
the use of hierarchical data structures and adaptive rendering techniques higher performance
and/or quality can be achieved for filtering (e.g. using wavelets)andrendering (e.g. the splatting
of uncorrelated data). Additionally, many physical and mathematical models already create data
with a hierarchical basis (e.g. sparse grids), which cannot be converted to a non-hierarchical basis
without losing detail information.

The processing power of modern graphics hardware is a resource available in all modern PCs
that cannot be neglected for the acceleration of visualization algorithms. In this work it has been
shown that both filtering (e.g. with linear filters)and rendering (e.g. of radial basis functions)
can benefit from GPU-based implementations. The gap in arithmetic power between general
purpose processors and graphics processors is actually widening (e.g. for nonlinear filters), with
graphics-hardware-based algorithms being up to two order of magnitudes faster than standard
software approaches.

9.1 Contributions to the World of Visualization

One of the most important aspects of visualization is that interactivity is often the key to under-
standing complex features and details of extremely large data sets. Animated views are especially
useful for the analysis of three-dimensional structures, and interaction with the data sets improves
comprehension even more.

In this work three basic strategies have been followed for the filtering and rendering steps of the
visualization pipeline in order to improve the presentation of scientific data:

• increase of processing power
• reduction of data size
• adaptive reduction of visual quality
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9.1.1 Acceleration Using Graphics Hardware

The SIMD processing power of modern graphics hardware is much higher than the performance
of the main CPU. Additionally, memory paths are better optimized for regular data access, and
lower parasitic capacities and data signal lengths allow for higher clock rates. In this work it has
been shown that these attributes help with the acceleration of a variety of algorithms compared
to software-based solutions. It has been shown that the gap between implementations on CPUs
and GPUs is still widening.

Graphics-hardware-based algorithms are still prone to numerical inaccuracies of the graphics
pipeline. The interpolation of sparse grids is very sensitive to accumulating errors, and more
complex basis functions cannot easily be represented by textures anymore, therefore a paral-
lelized volume renderer has been developed for this grid type to investigate its uses.

9.1.2 Reducing Memory Consumption

In order to reduce the data size, one can change the function representation, e.g. by using radial
basis functions instead of unstructured grids. Additionally, by embedding the function represen-
tation in a hierarchy basis functions that have a significant contribution only have to be evaluated
in the according regions of the hierarchy cells. The combination of these two solutions leads to
interactive frame rates for the visualization of these gridless data types.

Another approach to reduce the amount of data is to compress it using quantization. In order
to maintain the positional resolution inherent to point-based data, relative coordinates have been
used to store the data in a hierarchical data structure. If memory access is extremely slow, as
it is the case with out-of-core data, more advanced compression techniques can accelerate the
visualization of data that can no longer be stored in main memory.

9.1.3 Trading Speed for Quality

The introduced data hierarchy is used to adapt the rendering algorithm to the screen resolu-
tion. Details that are smaller than a single pixel can be merged, which accelerates rendering and
decouples rendering times from data set resolutions, as larger data sizes imply smaller details.
Additionally, it is a straight-forward extension to the presented error criteria to make them sensi-
tive to regions of interest. The error threshold could also be increased during interaction in order
to create smoother animations.

Another approach to create smoother animations, or at least provide faster feedback is to reduce
the resolution during interaction. For raytracing rendering times scale linearly with the number
of pixels. It has been shown in this work that it is possible to select a ray distribution implicitly
without inter-processor communication that both creates early previews and balances the work
load evenly between the involved processors.
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9.2 Data-Dependent Visualization

Data representation has to be selected carefully, depending on the type of data and the visual-
ization objective. In Chapters 3 to 5 uniform data sets were the canonical grid type for applying
filters, while in Chapter 6 sparse grids were used in order to reduce data storage size. Chapters 7
and 8 dealt with grid-less data with different properties.

In the individual chapters, the presented algorithms have been demonstrated on data sets that
were perfectly fitting to the used representation. In this section the suitability of the applied data
representations for different types of data is analyzed.

For the following examination I will distinguish between regular (uniform grids) and irregular
(unstructured or grid-less) data, as well as between data with low and high information density.
The latter term shall denote the occurrence of features, whatever they are defined to be in the
current context. There is no explicit definition for information density, however, we are dealing
with ambiguous problems here anyway. Very often there does not exist a single best-suited data
type, but only the distinction between reasonable and unreasonable representation methods.

In the following sections data sets with characteristics of the four possible combinations of reg-
ularity and information density are used to show the properties of the used data representations.
Some discrepancies in the images may come from the mapping process, as different visualization
systems had to be used to create the images, but the main characteristics of the data models still
predominate. Additionally, each image shows a close-up region magnified to 300% for better
comparison.

9.2.1 Regular Volume Data with Low Information Density

Figure 9.1 shows a 643 uniform volume data set that contains the pressure of a simulated cavity
flow, heated at the left side and cooled at the right side. It is a very low frequency data set and
clearly satisfies the conditions for having low information density.

Sparse grids are able to reproduce the data set with astonishing quality, though they only need to
store 3,713 coefficients for a level 6 sparse grid, compared to 262,144 coefficients of the uniform
grid. This type of data is also a perfect candidate for any wavelet compression approach.

Larger data sets of this type can be easily represented with sparse grids where uniform grids
may fail due to memory constraints. It also shows that this type of data can be represented with
a relatively small number of RBFs (260 RBFs with a maximum of 27 RBFs per octree cell),
though the reconstructed data set shows some local variations not present in the original data,
because RBFs cannot approximate constant or nearly constant regions very well. The image in
Subfigure c) exhibits some rendering artifacts as well which result from the smaller number of
slices compared to the former examples.

Using hierarchical splatting for uniform data shows a lot of aliasing artifacts, as the presented
approach was used to visualize the positions of basis functions and not for the smooth interpola-
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a) full grid data (643) b) sparse grid of level 6 (653, 3713 coeffs.)

c) radial basis functions (260 RBFs) d) hierarchical splatting (262K pts.)

Figure 9.1: Regular volume data with low information density: Pressure of a simulated cavity
flow.
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tion between basis functions. There exist several approaches for antialiased splatting of uniform
data, see Section 8.2 for details.

Please note that rendering uniform grids is several orders of magnitude faster than rendering
sparse grids, and at least an order of magnitude faster than rendering RBF-based representations
and hierarchical splatting.

9.2.2 Regular Volume Data with High Information Density

Figure 9.2 shows a 128×128×54 uniform volume data set created by an magnetic resonance
tomography (MRT) scan of a human head. It contains a lot of high frequencies and particularly
noise. As shown with a comparable data set in Figures 3.14 and 3.15, filters are an effective
means of reducing the noise.

Sparse grids are not capable of representing the data set at all, as can be seen in Subfigure b).
Even a sparse grid of level 9 with 49,665 coefficients that resembles a uniform grid of size 5133

cannot create a rough approximation of the original data set. A more detailed analysis why sparse
grids are obviously a bad decision for this type of data can be found in [Hopf 1998]. Wavelets
should be capable of compressing this data set, but the compression ratio will be lower than for
the cavity data set.

RBFs are not well suited in this case, either. The noise in the data set makes the encoding process
more difficult, and the high number of details in the data can only be represented by a lot of RBF
coefficients, which makes the rendering of this representation type either slow or inaccurate. Due
to the extraordinary size of 328,441 RBFs for the globally encoded data set I have desisted of
creating a volume rendering. The hierarchical encoding had worse approximation properties, but
still needed 5,354 RBFs, which is still way too much for interactive volume rendering.

Using hierarchical splatting for uniform data shows the same type of aliasing artifacts as for the
cavity data set, distracting the viewer from the real features that are actually present in the data
set.

9.2.3 Irregular Volume Data with Low Information Density

In order to reveal interpolation differences for irregular data with low information density more
clearly, a cutting plane has been chosen for Figure 9.3. It shows Mach numbers of the reentry
shock of the X38 crew vehicle data set in the range[0.8,1.2]. Subfigure a) shows the data
set resampled to a full grid, which misses some of the smaller features of the RBF encoding
in Subfigure c), which uses the reference data set described in Chapter 7. Note that the RBF
encoding needs only 817 basis functions for storing the complete volume!

Compared to full grids, sparse grids are not capable of encoding the data set with reasonable ac-
curacy. Even a sparse grid of level 9 shows major artifacts throughout the cutting plane, though
it does a remarkably better job compared to the results achieved with the MRT data set in Fig-
ure 9.2.
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a) full grid data (1282×54) b) sparse grid of level 9 (5133, 50K coeffs.)

d) hierarchical splatting (884K pts.)

Figure 9.2: Regular Volume Data with High Information Density: MRT data set of a head.
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Resampling RBF functions to representations valid for point-based rendering is nontrivial due
to the overlapping nature of the RBF basis functions, and it is unknown so far how unstructured
grids like the one this data set is derived from can be converted to point-based data sets as well.
Thus no point-based rendering could be created for this data set. As the presented point rendering
technique is not capable of interpolating adjacent data values, the observed aliasing effects would
most likely be even more severe in this case.

9.2.4 Irregular Volume Data with High Information Density

Color Plate 27 shows the hierarchical splatting of the virgo data set, containing 16 million par-
ticles. In order to compare it with regular volume rendering, it has been resampled to a uniform
grid of size 1283, which is shown in Color Plate 28. It can be clearly seen that the resampled
data shows the same features of the original data set, but at a much lower spatial resolution. With
current graphics hardware, the maximum volumes size that can be used for texture-based volume
rendering is clearly below 5123 with all current PC graphics cards. A lower volume resolution
has been chosen for the comparison image in order to reveal the differences more clearly.

As the resampled volume is already of lower quality, and sparse grids have been proven to be
a bad representation for data with a lot of features, I have desisted from creating a sparse grid
approximation of the data set.

The main information in this data set is not the scalar and vectorial values that are associated with
every particle, but the particle positions themselves. Radial basis functions are also not capable
of representing sharp particle positions. Additionally, the optimization of the RBF representation
is a computationally very expensive process, and the amount of 16 million particles is well above
the manageable RBF center limit.

Note that hierarchical splatting is still slower than volume rendering when we want to visualize
the data set at full resolution. However, keep in mind that volume rendering does not have the
same spatial resolution as splatting. Additionally, we can easily trade speed for quality with the
splatting approach, which is not possible to the same extent with texture-based volume rendering.

9.3 Summary

For the acceleration of filtering techniques, the problem of performing operations on three-
dimensional data had to be solved first. Graphics hardware renders to two-dimensional frame-
buffers only, Chapter 3 deals with the extension of tensor product type linear filters into three
dimensions. In order to increase the number of possible filters, Chapter 4 shows how nonlinear
filters can be implemented on GPUs. These filters play an important role in noise reduction and
segmentation processes. As precision of graphics-hardware-based algorithms is not an issue for
these morphological operations, they are even applicable for medical image processing.
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a) full grid data (1283) b) sparse grid of level 9 (5133, 50K coeffs.)

c) radial basis functions (817 RBFs)

Figure 9.3: Irregular Volume Data with Low Information Density: Shock volume of the X38
crew return vehicle.
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Many modern filtering techniques are based on the wavelet analysis, thus it was the next logical
step to extend the proposed acceleration techniques for wavelets in Chapter 5. Several imple-
mentations are discussed, and their accuracy is analyzed.

Wavelets are often used for the compression of images and volume data. However, the compres-
sion techniques are all based on run-length and entropy coding of quantized coefficients, which
does not allow for the direct processing and filtering of compressed data. Another multiresolu-
tion analysis that can be used especially for the compact storage of large three-dimensional data
sets uses sparse grids. Many numerical algorithms exist nowadays that work directly in sparse
grid space. One drawback of this technique is the expensive interpolation, which effectively
renders trivial visualization approaches impossible. As graphics hardware is usually not able
to interpolate large data sets accurately enough, a parallelized volume renderer is presented in
Chapter 6.

The algorithms presented so far only work with data on grids, represented by basis functions
with implicitly given positions. For more unstructured data, grid-less approaches are more ap-
propriate to represent small features and details of the data sets. One general approach uses radial
basis functions as representatives, which can additionally benefit from hierarchical clustering ap-
proaches. The GPU-accelerated visualization of data sets encoded with this basis is presented in
Chapter 7.

Not all grid-less data is meant to represent some scalar field like in the approaches before. In
many cases of uncorrelated data sets the data consists of particle positions and properties, which
have to be visualized directly. Therefore, a splatting approach has been presented in Chapter 8
that allows for the interactive visualization of extremely large data sets. In order to allow the
visualization of time-dependent data, advanced compression and out-of-core access techniques
have been employed to enable the use of data sets that do not fit into main memory any more.

Finally, the suitability of the different algorithms depending on the properties of the chosen data
sets is analyzed and depicted with some examples in Section 9.2.

9.4 Future Challenges

For a wider acceptance of graphics-hardware-based algorithms the most important aspect is the
visual quality, depending on the accuracy of the internal pipelines. As newer graphics hardware is
able to perform calculations with floating point resolution, precision problems will impose less
restrictions in the future. Accessing floating point textures and P-buffers is slower than using
standard single byte textures, thus care has to be taken to only use floating point data where
necessary. This could be an option for sparse grid visualization, as former graphics-hardware-
based approaches were severely limited by framebuffer resolution.

With respect to the presented algorithms of this work, there are some issues with data range
overflows for linear filters that have to be solved. Wavelet decomposition and reconstruction still
produces artifacts at image edges when used with larger wavelet filters. Even more important —
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but also much more involved — for exact hierarchical filtering techniques would be the imple-
mentation of integer-based wavelets and the lifting scheme on graphics hardware. Hierarchical
splatting has still some nontrivial issues with sorting and the overestimation of radiant flux. So
far it is unclear whether these problems can be fixed without larger performance penalties.

The efficiency of some of the presented GPU-based algorithms can be improved with some
additional research. Wavelet decomposition has not been implemented using the programmable
fragment pipeline of modern graphics hardware, in contrast to wavelet reconstruction. The huge
potential performance increase comes along with higher framebuffer or texture depths, which
will lead to higher accuracy as well.

So far, all algorithms have only been tested thoroughly on NVIDIA’s graphics hardware due
to some issues with ATI’s drivers and fragment program model. The Radeon series should be
an interesting alternative at least for radial basis functions and hierarchical splatting as soon
as these issues are solved. Additionally, other parts of the presented splatting system could be
implemented using the GPU as well, for instance spline evaluation for time-dependent data sets
and approximative sorting for blending using the over operator.

The presented algorithms may have great influence on continuative research. With the devel-
opment of GPU-based wavelet decomposition and reconstruction the basis for a variety of al-
gorithms has been laid, as for instance hierarchical feature detection and tracking systems, au-
tomatic segmentation, and compression techniques. The integration of the proposed algorithms
into these complex areas of research seems to be equally challenging as promising. Another
delicate task will be the development of a combination technique for Whitney sparse forms.

Subject of further investigations are also splatting based approaches for the visualization of ra-
dial basis functions, together with clustering approaches for the efficient merging of basis func-
tions. For hierarchical splatting future research will have to analyze time-dependent clustering
approaches and the handling of multivariate and vectorial data.



Delenn: Do you not have files on the Vorlons?
Sinclair: Absolutely. Very large files.

There’s nothing in them, of course.
How much doYOUhave?

Delenn: More than you it would seem.
Naturally it’s all classified.

Sinclair: Naturally.

Babylon 5, The Gathering
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7 A sparse grid data set of level 12 (corresponding to a full grid of size 20473)
rendered with an X-ray shading method. . . . . . . . . . . . . . . . . . . . . . .175

8 The same data set rendered with multiple semitransparent shaded isosurfaces. . .175

9 Some field lines of a sparse grid 1-form of level 12. . . . . . . . . . . . . . . . .175

10 Volume renderings of the unstructured X38 shock CFD data. The original data
set contained 1,943,383 tetrahedras and was encoded with 2,932 RBFs. . . . . .176

11 Slice planes atz= 40 in the X 38 shock data set. 855 RBFs are used for recon-
struction in the left image, 1,147 RBFs for the right image. . . . . . . . . . . . .176

12 Volume and isosurface rendering of temperature generated from a natural con-
vection simulation (48,000 tetrahedras). The data set is encoded with 435 RBFs
in 85 cells, with a maximum of 100 RBFs per cell. . . . . . . . . . . . . . . . .177

13 Volume rendering of the blunt fin data set. It has been encoded using 695 RBFs
in 238 cells, with a maximum of 60 RBFs per cell. . . . . . . . . . . . . . . . .177

14 Volume rendering of water pressure for an injection well. The 156,642 tetrahedra
data set is encoded using 222 RBFs in 49 cells. . . . . . . . . . . . . . . . . . .177

15 A total view of one of the virgo n-body simulations rendered adaptively with a
maximum screen space error of 2 pixels, indistinguishable from the complete
data set with 16.8 million particles. . . . . . . . . . . . . . . . . . . . . . . . . .178

16 A total view of one of the close up simulations with 16.8 million particles as well.178

17 Virgo at level 3 (123,000 clusters = 0.74%). Rendered at 270 fps. . . . . . . . . .178

18 Level 4 (671,000 clusters = 4%). Rendered at 59 fps. . . . . . . . . . . . . . . .178

19 Level 5 (3.3 million clusters = 19.7%). Rendered at 12 fps. . . . . . . . . . . . .178

20 Visualization of a shock front, simulated with SPH (2.5 million points per time
step). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .179

21 SPH and dark matter galaxy formation simulation rendered with sorted anti-
aliased points (540,000 points). . . . . . . . . . . . . . . . . . . . . . . . . . . .179

22 Reversible Apollonian packing rendered with sorted point sprites (6 million points).179

23 A dark matter SPH simulation from the Texas Advanced Computing Center
(262,000 points per time step). . . . . . . . . . . . . . . . . . . . . . . . . . . .179

24 Molecular dynamics simulation of a shock in a quasi crystal using one million
particles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .180

25 Some frames of an animated view of one of the virgo n-body simulations con-
sisting of 10 time steps with 16.8 million points each. . . . . . . . . . . . . . . .180
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26 A total view of an n-body simulation from the Virgo consortium with 134 million
particles per time step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .181

27 Irregular Volume Data with High Information Density: The virgo data set, ren-
dered with hierarchical splatting (16.8 million points). . . . . . . . . . . . . . . .182

28 Irregular Volume Data with High Information Density: The virgo data set, ren-
dered with texture-based volume rendering (resampled to a 1283 RGB volume). .183

A.4 List of Abbreviations and Acronyms

AGP Advanced Graphics Port
API Application Programming Interface
ARB Architecture Review Board
BSP Binary Space Partitioning
CFD Computational Fluid Dynamics
COTS Commodity Of The Shelf
CPU Central Processing Unit, Processor
DDR Double Data Rate
DFG German Research Foundation (Deutsche Forschungsgesellschaft)
DSP Digital Signal Processor
GPU Graphics Processing Unit
HLSL High Level Shading Language
ICA Institute of Computer Applications / Stuttgart
ICES Institute of Computational Engineering and Sciences / UT-Austin
IP Internet Protocol
ITAP Institute of Theoretical and Applied Physics / Stuttgart
LCDM (Computational model for astrophysical n-body problems)
LIC Line Integral Convolution
MD Molecular Dynamics
MIP Maximum Intensity Projection
MPI Multi-Processor Interconnect
MPVO Mesh Polyhedra Visibility Ordering
MRT Magnetic Resonance Tomography
PC Personal Computer
PCA Principal Component Analysis
PCI Peripheral Component Interconnect
PIC-MC Particle-In-Cell Monte Carlo
PSNR Peak Signal Noise Ratio
PT Projected Tetrahedra
RAM Random Access Memory
RBF Radial Basis Function
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RGB Red, Green, Blue
RGBA Red, Green, Blue, Alpha
SFB Center of Excellence (Sonderforschungsbereich)
SIMD Single Instruction, Multiple Data
SPH Smoothed Particle Hydrodynamics
SSE Streaming SIMD Extensions
SVD Singular Value Decomposition
UT University of Texas / Austin
TAT Theoretical Astrophysics / T̈ubingen
τCDM (Computational model for astrophysical n-body problems)
TCP Transport Control Protocol
TI Technical Computer Science (Technische Informatik) / Tübingen
VIS Visualization and Interactive Systems / Stuttgart
VMV Workshop on Vision, Modeling, and Visualization

A.5 List of Hardware, Software, and Vendor Acronyms

AMD PC processor vendor
Athlon Processor family from AMD
ATI PC graphics hardware vendor
BasicReality Graphics system for SGI workstations
Cg High-level shading language
Cosmo High-level graphics API
CRM Graphics hardware for SGI workstations
DirectX Low-level graphics API
GeForce PC graphics chip family
InfinteReality Graphics system for SGI workstations
Intel PC processor vendor
Inventor High-level graphics API
JPEG Lossy image format
LAM MPI implementation
MXE Graphics system for SGI workstations
NVIDIA PC graphics hardware vendor
O2 Graphics workstation from SGI
Octane Graphics workstation series from SGI
Onyx Graphics workstation series from SGI
OpenGL Low-level graphics API
OpenSceneGraph High-level graphics API
OpenSG High-level graphics API
Optimizer High-level graphics API
P4 Pentium 4, processor from Intel
PIII Pentium 3, processor from Intel



160 A Lists

Pentium Processor family from Intel
Performer High-level graphics API
PowerVR PC graphics hardware vendor and graphics chip family
Radeon PC graphics chip family
SGI Silicon Graphics Incorporated
TiVOR Volume rendering system
V8 Graphics system for SGI workstations
V12 Graphics system for SGI workstations



Ivanova: (to Sinclair)
I know, I know. It’s a Russian thing.
When we’re about to do something stupid,
we like to catalog the full extent of our stupidity
for future reference.

Babylon 5, A Voice in the Wilderness, Part 1Appendix B
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Sheridan:Why? What’s inside there?
Kosh: One moment of perfect beauty.

Babylon 5, There All the Honor Lies

Appendix C

Color Plates

Chapter 5: Hierarchical Filters

Plate 1: Thehead data set decomposed with Haar wavelets with algorithm 2.

Plate 2: Least significant bit differences of the decomposition between an SGI MXE and an
Intergraph Wildcat with algorithm 2.
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Chapter 6: Parallelized Sparse Grids
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Plate 3: Adaptive image update shown for the the ray at the marked (x) pixel position on the
front end workstation. Note that pixel levels are not displayed for all pixels.

Plate 4: Ray distribution for trivial index se-
lection functions, different processors are en-
coded with different colors. 642 rays, ˜ı(t) =
conston 4 processors, ˜ı(t) = t on 4 and 5 pro-
cessors.

Plate 5: Ray distribution for the heuristic index
selection function, 642 rays on 4 and 5 proces-
sors, 652 rays on 5 processors.

Plate 6: Preview images after 0.625%, 3.125%, 6.25%, and 100% of 160000 rays have been
rendered.
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Plate 7: A sparse grid data set of level 12 (cor-
responding to a full grid of size 20473) ren-
dered with an X-ray shading method.

Plate 8: The same data set rendered with mul-
tiple semitransparent shaded isosurfaces.

Plate 9: Some field lines of a sparse grid 1-form of level 12.
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Chapter 7: Hierarchical Radial Basis Functions

Plate 10: Volume renderings of the unstructured X38 shock CFD data. The original data set
contained 1,943,383 tetrahedras and was encoded with 2,932 RBFs.

Plate 11: Slice planes atz= 40 in the X 38 shock data set. 855 RBFs are used for reconstruction
in the left image, 1,147 RBFs for the right image.
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Plate 12: Volume and isosurface rendering of temperature generated from a natural convection
simulation (48,000 tetrahedras). The data set is encoded with 435 RBFs in 85 cells, with a
maximum of 100 RBFs per cell.

Plate 13: Volume rendering of the blunt fin
data set. It has been encoded using 695 RBFs
in 238 cells, with a maximum of 60 RBFs per
cell.

Plate 14: Volume rendering of water pressure
for an injection well. The 156,642 tetrahedra
data set is encoded using 222 RBFs in 49 cells.
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Chapter 8: Splatting of Uncorrelated Data

Plate 15: A total view of one of the virgo n-
body simulations rendered adaptively with a
maximum screen space error of 2 pixels, indis-
tinguishable from the complete data set with
16.8 million particles.

Plate 16: A total view of one of the close up
simulations with 16.8 million particles as well.

Plate 17: Virgo at level 3.
(123,000 clusters = 0.74%)
Rendered at 270 fps.

Plate 18: Level 4.
(671,000 clusters = 4%)
Rendered at 59 fps.

Plate 19: Level 5.
(3.3 million clusters = 19.7%)
Rendered at 12 fps.
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Plate 20: Visualization of a shock front, sim-
ulated with SPH (2.5 million points per time
step).

Plate 21: SPH and dark matter galaxy for-
mation simulation rendered with sorted anti-
aliased points (540,000 points).

Plate 22: Reversible Apollonian packing ren-
dered with sorted point sprites (6 million
points).

Plate 23: A dark matter SPH simulation
from the Texas Advanced Computing Center
(262,000 points per time step).
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Plate 24: Molecular dynamics simulation of a shock in a quasi crystal using one million particles.

Plate 25: Some frames of an animated view of one of the virgo n-body simulations consisting of
10 time steps with 16.8 million points each.
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Plate 26: A total view of an n-body simulation from the Virgo consortium with 134 million
particles per time step.
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Chapter 9: Conclusion

Plate 27: Irregular Volume Data with High Information Density: The virgo data set, rendered
with hierarchical splatting (16.8 million points).
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Plate 28: Irregular Volume Data with High Information Density: The virgo data set, rendered
with texture-based volume rendering (resampled to a 1283 RGB volume).



The Babylon 5 Mantra

Ivanova is always right.

I will listen to Ivanova.

I will not ignore Ivanova’s recommendations.

Ivanova is God.

And if this ever happens again,

Ivanova will personally rip your lungs out.

Ivanova in Babylon 5, A Voice in the Wilderness, Part 1


