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Abstract

While cloud computing is widely used in consumer applications, business and enterprise customers remain hesitant. The most commonly cited issues preventing the adoption of cloud computing are reliability, security and privacy. [SKS11]

Enterprise Software as a Service solutions offered in the cloud consist of many distinct components that are integrated into a solution which is consumed by the customer. Single components are connected and form a complex solution by communicating and complementing their services. This communication is often not properly secured because components were developed for non-cloud scenarios where inter process and component communication security requirements are less stringent. Preventing unauthorized access by users, processes or components is a basic requirement for any solution. Especially in a cloud context the integration of not or lesser trusted components might be required but a trustable solution is still expected.

As a first line of defense, access to systems and services is secured by authentication mechanisms. This requires a system to validate user credentials as well as provide proof of its identity to the user. The individual components comprising a cloud service need to authenticate each other as well in order to prevent unauthorized access by compromised components or systems. Securing this communication by authentication requires the individual components to have access to certain keys. While authentication is used to secure services against unauthorized access, encryption can often be employed to secure data for transport or storage. In both cases similar problems are faced. When using keys for encryption and authentication the security of the system relies on securely managing the keys.

This thesis will investigate technology options for authentication, encryption and key management in a cloud based Software as a Service solution exemplified by the IBM SmartCloud Archive.
1 Introduction

Thesis Outline

This thesis will discuss the topic of security in a cloud computing context by focusing on the aspects of data security through encryption and secure system operation through authentication. Both of these concepts will be shown to rely on the secure management of keys and credentials, introducing the topic of key management systems. The presented solutions are motivated by addressing the following problems:

- What solutions exist for encrypting data for storage and transport and how can they be used in a cloud computing context?
- What mechanisms for authenticating users and systems are available today and what are their implications for key management?
- How can a secure key management solution be deployed in a cloud computing environment?
- Who generates the keys and credentials, the customer or the cloud provider and how can a key infrastructure like PKI be used in this context?
- Which keys does the cloud software require access to in order to perform certain tasks. Can they be derived from user credentials in order to prevent storing them in the cloud?
- How are keys and credentials stored in the cloud, what solutions exist and what are their shortcomings?

This thesis is divided into three parts leading from an introduction into the matter and technologies to an evaluation of the IBM SmartCloud Archive product to arrive at a recommendation and design for a key management system.

Chapter 1 will provide an overview of the topic of cloud computing, security in general and the IBM SmartCloud Archive.

Chapters 2 through 4 give insight into technologies and procedures that are essential for the security of a system.

Chapter 5 presents common security issues and guidance for securing a system against the underlying vulnerabilities and then analyzes the components that make up IBM SmartCloud Archive to derive security recommendations and requirements for a key management solution.
Chapter 6 foots on the results and possibilities provided in the previous chapters and presents the design for a secure key management solution.

Chapter 7 sums up the results of this thesis and provides reference points for further research.

1.1 Cloud Computing

The paradigm of cloud computing follows in the footsteps of cluster and grid computing. While a cluster is usually comprised of machines with a similar hardware configuration residing within the same location and network, a grid can be widespread and heterogeneous in its hardware configuration. Both of these models have in common that they are used for a single, or a very limited number of purposes like a specific scientific application, or the provision of a network or Internet service. They usually only serve a single organization, or a specific group of customers.

Cloud computing goes one step further than these models and creates a heterogeneous, widespread platform for multipurpose computing, available to a large user base. With this premise it becomes attractive for a wide range of computing applications that did not fit the requirements for cluster or grid computing.

Cloud computing seeks to get a foothold in markets formerly dominated by conventional IT systems by offering attractive advantages to its customers. The main cause for enterprises to employ cloud computing is the reduction of costs in all sectors associated with IT infrastructure while benefiting from higher quality services and software. Customers no longer have to maintain and implement their own infrastructure, but acquire these services from external vendors allowing them to focus on their core business. The pay-as-you-go model of cloud computing allows customers to shift their expenses from the capital (CAPEX) to the operational (OPEX) side, minimizing up-front investment and improving flexibility in times of lower demand.

The paradigm shift introduced by cloud computing to outsource data to third parties makes enterprises hesitant to move towards the cloud. The fear of losing control over their data which could lead to data loss, leaking or provider lock-in is a hurdle that has to be overcome by cloud computing before finding mainstream adoption among enterprise customers. [CGJ’09]

From an organizational point of view three roles involved in the cloud computing model can be identified. The cloud infrastructure provider operates and maintains the required hardware while the cloud service provider creates and services the software used by the cloud customer.

In order to achieve its goals like cutting costs, raising availability and security and providing a better service, cloud computing allows for the flexible delegation of these roles to different entities. This creates the sub models public and private cloud as described later in this chapter.
Through this delegation of roles it is possible for different groups of customers to take advantage of different aspects of cloud computing. While a large corporation can afford to operate its own cloud infrastructure in order to benefit from the higher efficiency the technology offers, smaller customers can leave this role to a cloud provider and benefit from higher quality software and better service than they could provide by themselves. [IT10]

Cloud Technologies

Cloud computing on itself is not a new technology but rather a means of combining proven, existing technologies to deliver a new kind of service. The following sections give a brief overview over the technologies that make up today’s cloud computing infrastructures.

The technologies running cloud computing can be assigned to the same three roles identified before. The cloud infrastructure provider separates the offered service from the hardware it is running on by means of virtualization as described in the next section. This allows a flexible choice of hardware and enables the cloud service provider to create elastic services that scale up and down by starting and stopping virtualized instances. The technologies used by the cloud service provider to create such services are no different than in conventional web services and include distributed file systems, databases and application servers that comprise the middleware layer.

Most cloud services are delivered to the customer through rich web interfaces created with HTML5 and AJAX technologies. Though it is possible to use native applications in combination with cloud services, this approach is most commonly used on mobile devices today. [Pha10]

this yields a cloud computing software stack that contains off-the-shelf components on the infrastructure and middleware layer which are only customized through configuration and set up, and custom components comprising the service and user interface layer that form the core of the cloud application.

Virtualization

Virtualization allows an operating system to run not directly on the physical hardware but rather on virtualized hardware. This layer of virtualization makes it possible to offer multiple instances of virtualized hardware on a single physical machine, each running a separate operating system instance.

The concept of virtualization first appeared in 1966 in IBM's System/360 mainframe computer. Development has continued and today virtualization is available in one form or another through nearly all available hardware platforms and operating systems. [AAB+05]

The main component of virtualization is the Hypervisor. It interfaces with the physical hardware and provides the virtual hardware instances used by its guest operating systems. Depending on the support for virtualization available in the hardware and operating system,
different types of Hypervisors such as hardware, software or paravirtualization are used. Modern hardware featuring virtualization support allows the Hypervisor to directly offer access to the physical hardware to its guest, while the Hypervisor stays in control over which resources exactly are accessible by the guest. This hardware virtualization has virtually no performance losses compared to native execution, making it an attractive solution for production environments.

When there is no support for virtualization in the underlying hardware, every hardware access by the guest needs to be passed through the Hypervisor to allow enforcing access limitations. On the software side, operating system support is not necessarily required for efficient virtualization if hardware virtualization is available, since the operating system has direct access to hardware as it would in a native environment. If no hardware virtualization is available though, the guest operating system can be harnessed to still achieve high performance by integrating parts of the Hypervisor directly into the kernel. This way the Hypervisor does not have to analyze and modify each hardware access since it directly controls the paravirtualized operating system and its hardware access.

Cloud Models

Public cloud computing is the concept that shapes today’s Internet. It is a cloud service that is openly accessible from the Internet, though it might require authentication to gain access. Such an open environment poses certain security risks which makes this model unpopular with businesses but due to its convenience the preferred one for consumer services.

For customers with high security demands another model, the private cloud is used. Such a cloud can be hosted within the customer’s premises, offering the highest security standard possible, or in an external data center managed by a third party. In both cases the cloud is only accessible from within the customer’s local network, usually via VPN in case of an external cloud. Certain components of a cloud solution might have lower security requirements than others, yielding the hybrid cloud model. Critical components are housed in a private cloud while public data or services can be moved to a public cloud in order to leverage the lower cost of public cloud environments. [PM11]

Cloud Service Models

A cloud computing infrastructure can be used to deliver different types of services which are located on a specific layer of the Software-Platform-Infrastructure (SPI) model. From the bottom up these layers comprise the following service models. [PM11]

Infrastructure as a Service (IaaS) offers the lowest level of service access in cloud computing by providing the customer with access to computing resources like processing, storage and network. Often the customer can deploy an operating system of his choice or use a preconfigured operating system instance with full administrative access. Customers usually
access the service via a web interface or API which enables them to acquire virtual machines, upload, run and stop instances of VM-images and configure storage and network resources. The customer himself has to take care of scaling his application by provisioning additional virtual machines, and routing traffic to them in times of peak load. Through the use of the provided API he can integrate this functionality into his application and harness the elasticity of the cloud. The largest IaaS providers today include Amazon EC2 and S3, Rackspace, Dropbox and the upcoming IBM SmartCloud Enterprise.

**Platform as a Service (PaaS)** offerings can be built on top of Infrastructure as a Service or provided as an independent offering. The platform is a framework for running applications in the cloud. It usually consists of a runtime environment for a programming language like Java, C# or Python and a set of APIs allowing the developer to gain access to specific services offered by the cloud provider. These services include access to a database, file storage or other infrastructural components. Usually the framework only allows for the development of stateless request-response driven applications, giving the cloud provider the possibility to simply spawn an instance of the application on any available machine as soon as a request comes in. This gives Platform as a Service applications a built-in scalability without the need for custom implementation of such features by the developer.

Compared to infrastructure as a service, the framework gives the developer less control over the system, while at the same time allowing for faster development of cloud-applications. Some responsibilities concerning security, scalability and availability are shifted from the developer towards the platform provider, making it easier to develop reliable services without much knowledge of the underlying infrastructure. Vendor lock-in is a major drawback of today’s PaaS offerings since no platform standard exists yet making it difficult to switch providers or spread an application across multiple clouds to maximize availability. The major PaaS providers today include Google Apps, Microsoft Azure and force.com.

**Software as a Service (SaaS)** delivers a ready-to-use software product to the customer which is accessed over the internet or the customer’s local network. Processing and storage is handled by the cloud and the customer is oblivious to implementation or infrastructure details.

The offered products are rather off-the-shelf solutions than custom software. Some customiza
tion is usually possible especially in the enterprise market, but the intent of Software as a Service is to write a product once and sell it to many customers. This comes with a benefit especially for small customers who could not afford to have a complex system built for them and often don’t employ an infrastructure that support such sophisticated security and backup solutions that a cloud provider can offer due to the economy of scale. They can take advantage of the high quality software that the provider needs to assure in order to attract large customers. The best known SaaS providers today are Google and SalesForce.
Besides these well-known service models described by the National Institute of Standards and Technology (NIST), a number of derived models exist to more precisely describe specific cloud offerings including *Data as a Service (Daas)* and *Business Process as a Service (BPaaS)*.

## Multi-tenancy

As stated before, cutting the service cost is a major goal of cloud computing. Cloud providers harness the economy of scale when serving a large amount of customers from a single infrastructure, and pass on some of their savings to the customer in order to create an incentive for moving into the cloud. A key technology for achieving lower operational costs is multi-tenancy. Without multi-tenancy, each customer has to be hosted on an individual machine making the cost of hosting a customer instance amount to the cost of operating a whole machine.

Scalability is not easily achieved in such an environment as well. So in order to prevent the application from becoming unresponsive due to overloading the machine, the hardware is dimensioned in such a way that it can meet the expected peak loads of the application. This results in the hardware being underutilized most of the time, bearing an average system load as low as 5 to 20 percent which leads to a very inefficient operation and high costs per request. [Fri11]

Multi-tenancy seeks to improve the hardware utilization and thus reducing the costs per request. This is achieved by running multiple application instances belonging to different customers on a shared physical machine. During idle times, a large number of tenants can share the same hardware so that their accumulative workload utilizes the machine in a more efficient manner. Since peak loads usually don’t occur at the same time for every tenant, it is possible for a single machine to even sustain peak loads from a few tenants if dimensioned properly. Through means of virtualization, additional instances of client applications can be brought up or down on separate machines, depending on the current demand. This constitutes the elastic property of cloud computing, enabling it to provide the demanded performance just in time while still being able to efficiently utilize the available hardware resources.

Multi-tenancy can be used with various degrees of separation as illustrated in Figure 1.1.

A high degree of separation like setup d) provides better default security by using low-level isolation features of the Hypervisor, requiring an attacker to escape the Hypervisor in order to access data belonging to other tenants. On the downside, such deep separation introduces the overhead of a virtual machine, operating system and middleware stack to each tenant instance while a less separated approach like a) allows spreading this overhead over multiple tenants, resulting in lower per-tenant resource utilization.

Availability and response times can be more easily guaranteed in a less integrated setup since Hypervisors and operating systems provide mechanisms for assigning shared resources to individual instances. When using multi-tenancy on an application level, this sharing of
1.2 Security Terminology

In order to have a common ground for discussion, the field of computer security and cryptography use a set of terms and phrases with often non-intuitive meaning. Some of the main recurring terms used in this thesis will be defined in the following.

**Entity:** In the process of authentication, an entity is the actual physical person requesting access.

**Subject:** Refers to the virtual representation of an entity in the context of authentication and authorization. A system is unaware of the actual entity but rather deals with a subject. Any entity can have multiple subjects, and a subject can be used by multiple entities.
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**Figure 1.1:** Degrees of Integration in Multi-Tenancy

resources has to be either done by the application or replaced by the automatic provisioning of additional instances.

The security implications and limitations of different isolation approaches will be more thoroughly discussed in Section 5.2. From an economic standpoint, lower degrees of separation are desirable in order to profit from the economy of scale introduced by the spreading of resource, maintenance and setup overhead.
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Object: An object is a virtual or physical resource in the context of authorization. A subject may or may not perform certain operations on an Object.

Rule: A rule specifies which operations a subject may perform on an object.

Credentials: Also referred to as authentication data is a set of information used to identify and authenticate a subject. A user name and password or a certificate can be used as credentials.

Key: Refers to a cryptographic key used in symmetric or asymmetric encryption.

Vulnerability: Any system may expose certain structural, operational, procedural or design specific weaknesses. These vulnerabilities are the points of entry for an attacker and may allow compromising the security of the system. [Amo94]

Attack: The exploitation of a vulnerability by an attacker is considered an attack on the system. The attack is always specific to a certain vulnerability and requires certain tools and access to the system or data to be successful.

Threat: Or attack vector is the combination of a vulnerability and a known or assumed attack. As long as there is no known attack that could exploit a vulnerability, arguably the threat remains low.

Risk: Refers to the likelihood of a vulnerability being discovered and an appropriate attack being feasible. The risk gives a unit of measurement about how dangerous a threat or vulnerability is and allows to prioritize security improvement efforts as well as assessing the security implications of design decisions and problematic requirements. As detailed in Section 1.2, using risk as sole measurement for security can lead to a seemingly secure system with hidden vulnerabilities waiting to be exploited.

Adversary and Attacker: The adversary is a hypothetical entity with a malicious intent to compromise the system. The term is often used in cryptography to objectively assess security by introducing an entity with idealized capabilities. Specifically the adversary is assumed to have physical access to the system and network and has any reasonable software or hardware tools available at his disposal. The adversary symbolizes the entirety of all possible attackers and allows discussing the security of a system on a design level without thinking of specific vulnerabilities or attack vectors.

An attacker is the actual entity perpetrating the attack by exploiting a specific vulnerability with a certain set of tools and capabilities. The relationship between these entities and concepts is described in Figure 1.2.

Security Principles

Based on different capabilities of an attacker there are different principles to securing a system that take into account possible attack vectors and provide security against a defined set of these capabilities.
Shannon [Sha49] defined an attacker with unlimited computational capabilities and concluded that:

**Definition 1.** If an information source conveys some information, then the attacker will surely extract that information.

Requiring any theoretically unbreakable encryption to be as secure as the one-time pad (see Section 2.3). These requirements are arguably not practical for real world applications and don’t reflect the reality of attackers capabilities. Diffie and Hellmann [DH76] revised these requirements in their 1979 paper on cryptography assuming an attacker has limited computational capabilities, laying the foundation for modern cryptography that relies on algorithmic complexity [Gol97]. This leads to the assumption made by today’s cryptographers that:

**Definition 2.** If an algorithm exists that would break the system, the attacker would surely find this algorithm.

Resulting in a new model of an attacker in which he has limited computational capabilities but unlimited programming capabilities. This model appears to be confirmed by reality and the ongoing success attackers experience, and leads to the concept of open security.
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Security by Design & Open Security

The rationale behind open security is that any algorithmic or design related weakness will eventually be discovered and exploited by an attacker, making the hiding of algorithmic and design aspects a futile attempt at securing the system.

The process of open security starts with designing a secure system while all the aspects are open to the public and the scientific community for peer review and evaluation. The goal is to have identified and eliminated all vulnerabilities and reached the consensus that the system is secure by design.

This approach is often used in the development of cryptographic algorithms like RSA which heavily rely on the open security aspect by publishing all design and algorithmic work for peer review [RSA83]. Security by design can be employed as well without the aspect of open security which is often preferred for commercial projects since the protection of intellectual property can only be guaranteed this way.

Security through Obscurity

In contrast to security by design, security through obscurity assumes the notion of Definition 2 to be false or at least exaggerated, allowing to secure a system by hiding known vulnerabilities and design related weaknesses [Pav11]. Not to be confused with security by design in closed systems, security through obscurity relies on certain aspects of the system being kept in secret since knowledge of these aspects would allow an attacker to break into the system.

This approach is especially popular with closed hardware systems since it is believed to be impractical and infeasible to reverse engineer the relevant aspects from a piece of hardware. This has been shown not to be the case with the 2008 crypto analysis of the Mifare RFID Key Card which managed to extract a shared secret key stored within the card by analyzing the physical structure of the microchip [KN08].

The still ongoing research of the A5/1 Decryption Project ¹ managed to identify severe weaknesses in the proprietary A5/1 encryption algorithm used in GSM cellular phone networks by analyzing the protocol traffic and using common cryptographic tools. This attack relied heavily on the use of large amounts of computing power making it only recently possible for individuals or a dedicated group without large funding.

For the reasons stated above, security through obscurity cannot be considered a valid process for securing a system since its notion is an insecure system that tries to hide vulnerabilities from an attacker. It implies the possibility of surfacing these vulnerabilities with enough effort, leading to a calculated risk of the system being compromised. Therefore security through obscurity should not be applied as the only means of securing a system, especially in software projects with a broad user base that creates an incentive for attackers.

¹A5/1 Decryption Project: https://reflextor.com/trac/a51
1.3 IBM SmartCloud Archive

To analyze security vulnerabilities and implement improvements, this thesis is based on IBM’s enterprise cloud archive solution *SmartCloud Archive (SCA)*.

In order to offer the benefits of cloud computer to its enterprise customers, IBM launched its cloud computing strategy in 2007 by announcing software to manage public, hybrid and private clouds and beginning collaboration with customers and cloud providers like Google [Tom07]. Beginning with the IaaS and PaaS solutions *SmartCloud Enterprise*, IBM launched the SaaS SmartCloud product line in 2011. As one of the first products to be launched in this context, SmartCloud Archive offers enterprise content management in the cloud.

In order to comply with government regulations, enterprises have to keep archived copies of documents and data for certain periods of time. Enterprise content archiving has to enforce retention policies to prevent the deletion of objects and must allow e-discovery to locate relevant documents for legal processes. Content classification and attribute management play a key role in achieving these goals so SmartCloud Archive choose to use an enterprise content management system as a core component to store documents. An exhaustive insight into enterprise content management systems and design aspect of SmartCloud Archive is given by [Bö11] and [Fri11].

Since SmartCloud Archive (SCA) stores sensitive customer data in the cloud, data security is an important selling point and basic requirement for any enterprise cloud solution.

The lifecycle of customer data in SCA begins with data being uploaded into the system and ingested by either the *SCA Batch loader*, *IBM WorkplaceXT* or the *IBM Content Collector ICC for Email*. The data then resides within the *IBM FileNet P8 Content Engine*, waiting to be either exported for a legal case through *eDiscovery Manager* or disposed of after its retention time by a disposition sweep.

The architecture of IBM SmartCloud Archive is comprised of a set of IBM enterprise products and custom components combining these into an integrated cloud solution. The storage layer is provided by the *IBM General Parallel File System™ (GPFS)* on top of which the *IBM FileNet P8 Enterprise Content Engine* manages the customers data. An *IBM DB2® Database* instance stores repository meta-data and most of the IBM SmartCloud Archive configuration. The *IBM Tivoli® Directory Server (TDS)* stores user accounts for the integrated system users and serves as an authentication provider. Synchronization with a customer directory server can be used to support users already registered within the customer’s directory.

The *IBM Websphere® Application Server* serves as a platform for the custom components *Batch Loader* and *IBM SmartCloud Archive Portal* while *IBM eDiscovery Manager* and *Workplace XT* provide access to the repository content. Archive statistics and usage reports are provided by the enterprise analytics tool *IBM Cognos*. Figure 1.3 shows an overview of the architecture components and their relationship.
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Figure 1.3: IBM SmartCloud Archive Components
2 Cryptography

2.1 Introduction

The intent of encryption is to reduce the amount of data that has to be hidden from an attacker in order to prevent disclosure. A large amount of encrypted data can be stored or transmitted in an insecure environment while only a small encryption key needs to be kept secure, lowering the required security standard for large portions of the involved infrastructure. This shift of sensitivity from data to encryption keys introduces the field of key management discussed in chapter 4.

Data in information systems exists in two states, data at rest and data in motion. Security concerns in both states can be met by encrypting the data at rest and transferring it only in its encrypted state or by utilizing an additional encryption layer for wrapping the data when it is being transferred. This yields two mechanisms for dealing with encryption on a holistic level.

*Encryption oblivious cloud* describes the scheme of encryption the data only once at the source. This encrypted data can be handled by any type of trusted or untrusted information system and is only decrypted by the owner once he retrieves it. This mechanism has one major drawback in the fact that it is no longer possible for the information system to do any type of operation on the data except storing and replicating it.

*Encryption aware cloud* can be used when dealing with a trustworthy information system which should be able to operate on the data. Encryption is employed for data at rest while the encryption key is known to the information system. The system can decrypt the data in order to perform operations such as indexing or database operations and encrypt the data again before it is committed to storage. When transferring the data, a new encryption layer is introduced for securing the connection.

Depending on the type of service that is used, an *Encryption oblivious cloud* may not be a feasible option and an *Encryption aware cloud* is required. A certain degree of trust must be put in the service provider when using this mechanism, while the encryption schemes discussed below combined with a secure key management concept discussed in chapter 4, give service providers the ability to prove the trustworthiness of their solution.
2.2 Encrypting Data

Data at Rest

The goal of encrypting data at rest is to prevent an attacker from gaining access to plain text data under certain conditions, and prevent or detect manipulation of data to guarantee data integrity.

Preventing and Detecting Data Manipulation

Preventing and detecting data manipulation seeks to counteract the integrity threat discussed in chapter 1. Detecting data manipulation is a weaker requirement than preventing it, since prevention is only possible if any malicious access can be ruled out.

Manipulation detection through digital signing uses the signature approach discussed under asymmetric encryption below to identify the specific content of a document or file by calculating its hash value and encrypting this value with the private key of a digital certificate. This digital signature is then stored together with the data to allow verifying the content by decrypting the hash value with the public key and comparing it to a new calculated value. This approach is well suited for static content and archiving or legal purposes.

Manipulation detection through hash chains is a novel approach to verify the contents of log files and journals. Its most prominent use can be found in the distributed version control system git\(^1\) where it prevents the injection of malicious entries. All these applications have in common that they only append entries to a file or repository but never change old entries. Hash chaining starts with a root entry of which a hash value is calculated and appended to the second entry. The end of this chain is always a hash value of the row (entry n, hash (row n-1)) as shown in Figure 2.1 [BS99].

This approach follows the rationale of encryption in reducing the amount of sensitive data. Hash chaining reduces the amount of data that needs to be stored, and calculated in order to detect manipulation. It is tailored to storage systems that only allow appending data and therefore makes use of the fact that old entries never change. This makes it possible to only compute hash values for new data and include the existing hash value of the old data in that calculation.

The hash chain starts empty, once an entry is inserted the corresponding hash value of that entry is calculated and written to the next row. This last row of the chain only contains a hash value of the previous row. When the next entry is inserted, it is appended to the hash value of the last row and a new hash value for that row is calculated, comprising the new last row. This way, the last row of the hash chain always contains a hash value capable of recursively verifying the whole chain.

\(^1\)http://git-scm.com
In order to detect manipulation, a copy of that value must be stored in a secure location after each append operation.

Instead of securely storing the last value, manipulation detection is also possible if instead of a hash function, a Message Authentication Code (MAC) is used. The MAC is a hash function that accepts a secret key as a second input parameter. It calculates a hash value based on the input, and the secret key. An attacker who tries to manipulate the hash chain is not able to compute legitimate hash values without the necessary secret key.

**Figure 2.1: Hash Chaining Log Files to Detect Manipulation**

A common standard for encrypting data at rest is yet to be established. All proposed mechanisms are either proprietary in nature or part of ongoing research. The IEEE\(^2\) launched the standardization project P1619 towards that goal and commissioned the IEEE P1619 Security in Storage working group\(^3\). Their approach is to find a holistic solution for storage encryption that includes encryption algorithms and methods as well as key management. The findings of this working group will be discussed at the appropriate sections in this thesis along with other solutions.

The encryption of data at rest can be implemented at any level from the file itself down to the whole storage medium. Figure 2.2 gives an overview of the storage system and shows at which point encryption can be employed. While solutions a and b rely on hardware assisted encryption, c through e only require encryption software and can be used with any hardware storage system. Solutions c and d utilize operating system or file system components to offer transparent encryption while solution d refers to internal application level encryption. Different hardware and software based products will be discussed in the following.

\(^2\)\text{http://ieee.org} \\
\(^3\)\text{http://siswg.net}
Encrypting Drives and Partitions

**Hardware based** Data encryption at the lowest level, the storage device, can be separated further into two different approaches. *External encryption* as displayed in Figure 2.2.a utilizes a hardware encryption module that sits between a regular hard drive and a storage controller while *internal encryption* (called Discryption, Figure 2.2.b) integrates the encryption module directly into the hard drive [Har07].

External encryption has an inherent drawback; it allows an attacker who gains physical access to the drive full access to the cipher text stored on the device. By comparing multiple images of the cipher text an attacker can derive information about access pattern and recently changed files in order to manipulate data or the behavior of the system in some way. An attacker might be able to undo certain operations by restoring data from an older version of the cipher text. Knowledge about the position of system files that can be gained by e.g. statistically analyzing the changes to the cipher text after a system update was performed, can be harnessed to change the behavior of the system. The content and layout of common system files can be easily obtained and allow an attacker to randomize a jump address within...
that file by simply changing the corresponding part of the cipher text and thereby rendering certain security or other mechanisms of the systems ineffective. [DMLWo8]

Internal encryption combines encryption with authentication and allows only a valid user in possession of the key access to the data. Without the key, not even access to the cipher text is possible, rendering the aforementioned attacks futile. It is however possible for an attacker in physical possession of the drive to bypass the integrated controller and gain direct access to the platters by employing data recovery tools and equipment. Such a procedure would require the device to be brought to a special facility for a prolonged period of time and would leave visible evidence of the process on the device. This makes manipulating the system and data virtually impossible since these attacks rely on the process going unnoticed. Attempting to decrypt the data by brute force or cryptographic analysis would be the only viable option for an attacker in this case. Internal encryption follows a Full Disk Encryption (FDE) approach which puts the contents of the whole disk into one security context by encrypting the whole drive with one encryption key. While this suits the use cases for personal computers and on-premise servers it does not provide any separation in multi-tenant cloud computing scenarios. Some external hardware based encryption systems mentioned below are capable of creating multiple security contexts within the same disk or array by encryption on the partition level. This can be a sufficient level of separation in some multi-tenant scenarios but the low-level process of creating partitions and the limitation in the amount of possible partitions makes this approach unsuitable for massive multi-tenant systems.

Software based Software based approaches to drive or partition encryption are more widespread than hardware encryption and since no additional hardware is required, cheaper solutions are possible. Concerning data security, they suffer the same weaknesses as external hardware based encryption. Additionally they are open to a set of new risks since the encryption software and the memory containing the key are not located in a secured piece of hardware but in the more easily compromised environment of the operating system, making it susceptible to the same kind of attacks used on other software. Encryption keys stored in memory can be read by other privileged processes and the software itself can become a target to manipulation [ASR09].

In environments that use virtualization, software based disk encryption can be applied at, or below the hypervisor in order to hide the encryption layer from the virtualized operating system and software stack. [LC10] has demonstrated an approach to hypervisor assisted full disk encryption that has shown additional protection against attacks originating from within the virtualized environment. Compared to hardware assisted encryption, this approach is only as secure as the separation provided by the hypervisor.
Data in Motion

Encrypting data in motion is a widely used mechanism today and thus fairly easy to implement. It can be employed on different layers of the OSI protocol stack\(^4\) in order to achieve different goals. The most straightforward way of encrypting a connection is to tunnel all traffic through a virtual private network (VPN). A VPN has two endpoints between which an encrypted communication channel is established over the Internet or any untrusted network. The endpoints can be in form of a hardware appliance or a piece of software. Most communication protocols can be tunneled through the VPN without additional considerations making this approach a good choice for retrofitting security onto a system.

Deeper integration of encryption into the communication protocol allows for easier service deployment since no additional VPN infrastructure needs to be implemented on client side. Another way of securing a non secure communication protocol is offered by the SSL/TLS protocol family. These protocols encapsulate the entire data stream of a layer 5 protocol between the client and server. While a VPN connection usually does not only provide encryption of the data stream but also authentication of the user, SSL/TLS traditionally only provides data encryption and leaves authentication and authorization to the application developer although such functionality is provided by these protocols.

2.3 Encryption Algorithms

Cryptographic Principles

Cryptography always involves two stages, encryption and decryption. Plain text is encrypted into cypher text and vice versa. We talk about symmetric encryption when both de- and encryption key are identical or trivially related. In asymmetric encryption, those two keys are not identical, and non-trivially related which makes decryption impossible with only the knowledge of the encryption key. Symmetric encryption is much more efficient than asymmetric encryption which makes it the preferred method for encrypting bulk data. Applications for asymmetric encryption are mostly found in key exchange or identity verification scenarios and will be discussed in detail after symmetric encryption.

The One-Time Pad

The one-time pad is an idealized cryptographic key that is used as a matter of discussion and comparison with other encryption keys and their security under certain conditions. The one-time pad is as long as the message it encrypts, and must be non-repetitive and truly random. This results in a cipher text that is truly random as well and allows an attacker no

\(^4\)https://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.136.9497&rep=rep1&type=pdf
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insight into the message content without knowledge of the used one-time pad. Therefore the one-time pad provides perfect cryptographic security under any condition which makes it an ideal model for describing the security of other encryption keys.

Modes of Operation

In data encryption, two modes of operation can be identified. Block ciphers are limited to encrypting a single fixed-length block of data at once [And01]. They derive a secret key from the provided encryption key and perform a transformation using the plain text and secret key as input. The output of this transformation comprises the cipher text. In order to encrypt larger amounts of data this transformation has to be sequentially applied to each consecutive block of plain text. This can be done in different ways; one approach is called an electronic codebook (ECB). This straightforward encryption scheme uses the same secret key for each block of data and thus yields the same cipher text for plain text blocks containing identical information, making it vulnerable to analysis since it reveals data patterns. A more sophisticated approach can be found in the class of cipher-block chaining (CBC) algorithms. These use the cipher text output of the previous block as a modifier for the secret key and use this new key to encrypt the next block of data, resulting in pseudo-random cipher text that hides data patterns as demonstrated in Figure 2.3. Image a shows the plain text input data while b is an image of the encrypted cipher text using an electronic code book algorithm. Image c applies the same secret key but uses a cipher-block chaining approach to encrypt the data. Both examples use the same 256 bit AES encryption algorithm to generate the secret key from the pass phrase “123456”. Note that the pass phrase doesn’t influence the pattern preserving nature of ECB encryption. A different pass phrase would only result in a different coloring in this visual example.

In order for the chain of encrypted blocks in CBC to start, an initialization vector (IV) is used in combination with the secret key as input for the first block. Repeated use of the same IV under the same key leads to the CBC scheme behaving like ECB for the first block of cipher text, allowing an attacker to observe similarities in the transmitted message. The IV is for that reason always required to be pseudo-random in order for it not to be reused, or allow conclusions about the message. Depending on the used encryption algorithm, the IV may also be required to be unpredictable to an adversary. The AES algorithm used above only requires a pseudo-random IV which allows it to be a nonce (number used once) which is generated and stored or transmitted with the cipher text.

Stream ciphers provide a method for encrypting a continuous stream of plain text data without separating it into blocks. Anything from a single bit to an arbitrarily long stream of data can be encrypted on the fly. Block cipher algorithms can be used in a similar manner by using the modes of operation described above which implies some drawbacks. Since these algorithms have a fixed block length that must be encrypted at once, they impose a certain delay on streaming applications while they collect data to fill a block. Small bursts of data that don’t fill up a single block still result in a cipher text of full block length imposing an overhead on the amount of produced cipher text.
For these reasons the class of stream cipher algorithms is preferred in applications that require true streaming data encryption like communication. Dedicated stream cipher algorithms use the secret key as a seed for a pseudo random number generator and combine this stream by means of a logic function with the plain text stream, resulting in a stream of cipher text. By inverting the logic function the same mechanism can be used to decrypt the stream which reduces the complexity of hardware or software implementation of stream ciphers. This simple mode of operation makes stream ciphers very fast in hardware and software implementations but makes them more vulnerable to attacks as well [And01].

For reasons discussed in Section 1.2, trust in the security of encryption algorithms is strengthened by evaluating them through the scientific peer review process. This is why most established and widely used encryption algorithms are freely available to the public. Table 2.1 shows the most common encryption algorithms today, their operational parameters and the result of extensive cryptographic analysis conducted since their publication. The block cipher algorithms considered most secure by today’s standards are AES and triple DES. The most successful crypto analysis of AES available today allows a four times faster decryption than using a brute force attack, reducing the number of required operations to $2^{190}$ for 256 bit AES [AB11]. The triple DES standard, a successor to DES originally developed by IBM in 1977, has been shown to be susceptible to known-plaintext attacks and can be broken with $2^{86}$ operations. A performance comparison of triple DES and AES shows that AES outperforms triple DES in most applications, making it the encryption algorithm of choice for general purpose encryption [NJ05].
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<table>
<thead>
<tr>
<th>Encryption algorithm</th>
<th>Type</th>
<th>Key size</th>
<th>State/Block size</th>
<th>Speed</th>
<th>Security</th>
</tr>
</thead>
<tbody>
<tr>
<td>AES</td>
<td>block</td>
<td>128, 192 or 256 bits</td>
<td>128 bits</td>
<td>low</td>
<td>very high</td>
</tr>
<tr>
<td>DES</td>
<td>block</td>
<td>56 bits</td>
<td>64 bits</td>
<td>high</td>
<td>very low</td>
</tr>
<tr>
<td>Triple DES</td>
<td>block</td>
<td>56, 112 or 168 bits</td>
<td>64 bits</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Blowfish</td>
<td>block</td>
<td>1 - 448 bits</td>
<td>64 bits</td>
<td>high</td>
<td>high</td>
</tr>
<tr>
<td>RC4</td>
<td>stream</td>
<td>40 - 2048 bits</td>
<td>2064 bits</td>
<td>very high</td>
<td>low</td>
</tr>
</tbody>
</table>

Table 2.1: Comparison of Symmetric Encryption Algorithms

### Hash Functions

The third pillar of cryptography besides asymmetric and symmetric encryption is comprised of hash functions. They provide a way to detect data manipulation and verify integrity by calculating a hash value over a given data input (message). The two main properties of cryptographic hash functions are collision resistance and inversion resistance. Collisions occur when different messages produce the same hash value. This characteristic can’t be avoided since hash functions accept arbitrarily large messages but always produce a hash value of fixed size. Collision resistance should provide an even distribution of hash values for each domain of similar sized messages and make the intentional computation of a colliding message for a given hash value infeasible. Inversion resistance is similar to collision resistance in that it guarantees that the computation of an inverse function to a given hash algorithm is infeasible. Computation of such a function would allow to easily find a message for any given hash value.

With these properties hash functions are used to verify the integrity of a message by storing its hash value in a safe location or encrypting it and later calculating and comparing the hash value again.

They are widely used for authentication purposes by storing hash values of subjects credentials in the identity service and comparing it. An attacker gaining access to the content of the identity service can’t reproduce the credentials from the stored hash values and is unable to use this data for identity theft purposes.

### Asymmetric Encryption

Contrary to symmetric encryption, asymmetric encryption uses different keys for de- and encryption. Asymmetric encryption therefore requires a key pair rather than a single key. The key pair consists of a public, and a private key. Both can be used to encrypt data which is then decrypted by the other key. This allows the possibility of establishing a secure communication channel over an insecure transmission channel by both parties exchanging their respective public which is used to encrypt the data being transmitted. An eavesdropper can only gain possession of the public which doesn’t allow him to decrypt any of the data being transmitted. Due to the inefficiency of asymmetric encryption algorithms, this scheme
is often used to mutually generate and exchange a symmetric encryption key which is used for further communication.

Besides key exchange, asymmetric encryption is applied in the digital certification process for identity verification and integrity assurance as described in section 3.1.
3 Authentication and Authorization

Authentication is the first line of defense in securing systems against unauthorized access. When accessing a service, a user or process is challenged for credentials which allow the system to decide whether the request should be granted or not. The security of authentication mechanisms therefor relies on the credentials being secret.

3.1 Authentication

Authenticating Users

The process of authentication allows a server to verify the claimed identity of a subject in order to determine access rights to the system. The rationale behind authentication is that the subject is in possession of a private secret that no one else knows. The subject proves his identity towards the server by proving he is in possession of the private secret. This requires the server being able to verify the secret provided by the subject. Since the private secret is no physical object but plain information, the term in possession is ambiguous in that indistinguishable copies can be made and used by an attacker for authentication. Mitigating the threat of copies is achieved by designing the authentication method in such way that it doesn’t include creating any copies of the secret for either the server, or during the authentication process.

The three requirements for authentication methods are therefor:

- The subject has a private secret
- The server can verify the secret
- No copies of the secret are created

While the first two are basic structural elements required for the function of the authentication method, the third requirement improves the security of the method by preventing abuse.

The following section will discuss different approaches to authentication and present commonly used methods that implement the above three requirements in different ways, leading to security and system complexity implications.
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Certificate based Authentication

Public key certificates are a mechanism for subjects to prove their identity to a service by stating that identity within a certificate which is signed by a third party. The service trusts this third party to have verified the identity of the subject and can then verify the certificate for integrity and challenge the subject to prove he is the owner of the certificate. Through that process it is possible to authenticate a subject without the service having any prior information about it other than trusting the third party who signed the certificate.

Certification Process

The certification process is separated into three steps; certificate creation, signing and distribution.

First, certificates are created by the subject and the trusted third party, called the certificate authority (CA). Creating a certificate begins with generating a public/private key pair for asymmetric encryption. Then a certificate is created which can be considered a plain-text file containing information about the identity of the subject, and its public key.

The signing process starts by delivering the certificate to the CA who then verifies the identity claimed in the certificate. The CA inserts its own identity information into the certificate and subsequently calculates a hash value of the entire certificate (identity information and public key of the subject, identity information of the CA). The certificate is signed by encrypting this hash value with the CAs private key, and appending this signature (encrypted hash value) to the certificate.

It now contains:

- Identity information about the CA
- Identity information about the subject
- The subject’s public key
- A hash value of the above information, encrypted with the CAs private key.

The certificates are now being distributed among service providers and subjects. The subject receives his own certificate and service providers receive the CAs certificate. The subject can now authenticate against service providers by sending his certificate, which is validated by the service provider through calculating the same hash value the CA did, and comparing it by decrypting the hash value within the certificate with the CAs public key.

To verify that the subject claiming to own the certificate is in fact the owner, the service provider initiates a challenge-response mechanism in which he calculates a secret random number and encrypts it with the subject’s public key found in the certificate. This challenge is then sent to the subject who decrypts the number using his private key and responds to the challenge with the random number in plain text. The service provider compares the
subject’s response with his generated random number and now has proof of the subject’s identity.

This scheme assumes that only a legitimate subject is in possession of the private key belonging to a certificate, while the certificate itself may be public.

**Public Key Infrastructure**  In certificate based authentication, a public key infrastructure harnesses the transitive nature of signed certificates to create a tree-structure with chains of trust extending from a root certificate authority to any signed certificate below.

A PKI involves the root certificate authority (CA) which is considered a trusted third party by both the server, and client. The CA assures the validity of any certificate it issues by verifying the identity of the subject requesting certification. The public key certificate of the root CA is distributed among all participants and allows them to verify the certificate of any other party.

This scheme is widely used in online server verification through the SSL protocol. Client web-browsers contain a copy of the root CAs certificate which allows them to verify the identity of a web server before establishing encrypted communication.

Due to the transitive nature of signed certificates, any subject holding a certificate can itself issue and sign new certificates. Clients can recursively verify the integrity of these certificates up to the root CA and decide whether to trust the certificate based on the signing parties involved in the chain of trust.

**Authenticating Systems and Processes**

System and process authentication is required when services in a distributed environment interact in order to assure that only legitimate requests are executed. Similar to a user request, a request originating from a service must be assigned to a subject, and that subject must be authenticated since an attacker can forge system requests which would allow unauthorized data access.

Contrary to users, system can be configured and programmed to only issue legitimate requests, providing a basic level of security given that the systems are not compromised. Section 5.3 will demonstrate that many attack vectors against cloud services rely on unauthorized system-to-system request

**Deep Authentication**

With deep authentication the security issues with high-level multi-tenancy discussed in section 5.2 can be mitigated.
Tenant separation on a high level is desirable for performance and maintenance reasons but it raises the tenant isolation layer higher in the application stack, bringing it closer within the reach of an attacker.

Low-level tenant isolation is favorable from a security standpoint since the tenant isolation is hidden under application stack layers that an attacker would have to penetrate.

As section 5.2 has shown, each application stack layer provides methods for tenant isolation that can improve the security of a system. An attacker has to either penetrate a layer with tenant isolation until he reaches a non-isolated layer, or find software vulnerabilities that allow him to circumvent the isolation. Deep authentication allows to make use of isolation mechanisms in each layer of the application stack by using tenant-specific authentication in each layer.

### 3.2 Authorization

The process of authorization takes place after a subject is authenticated and determines which operations on the system shall be granted or denied.

Authorization mechanisms are found in operating systems to control access to objects like files and resources, and are used in any kind of multi-user distributed system. [SS94]

A basic building block of authorization mechanisms are Access Control Lists (ACL). An ACL is attached to an object or a group of objects, and contains entries for users or groups of users stating the permissions to operate on that objects. An ACL for a file object would contain the name of a user and state if that user has permissions for reading or writing to that file.

The disadvantage of plain ACLs is their verbosity and the complexity of determining a user’s effective permissions over a large number of files which is only possible through examining the ACL for each file.

To mitigate the verbosity of ACLs UNIX systems have introduced an authorization mechanism based on ACLs which is known as Discretionary Access Control (DAC).

In DAC, each object has an owner who is the creator of the object, or another subject appointed by the previous owner. The ACL only contains three entries. Permissions regarding the owner, a group and any subject not belonging to the first two categories. This authorization mechanism is discretionary in that it is at the discretion of the object creator or owner to define the access permissions.

With DAC the disadvantage of determining the effective permissions of a subject is retained from ACLs while the verbosity is eliminated by limiting the ACL to the aforementioned three entries at the cost of losing flexibility.

A different approach is taken by Mandatory Access Control (MAC) which makes use of a large central access control list. The access permissions are mandated by a central authority
that is the sole entity with the right to modify access permissions. Subjects may have to right to create files but they don’t assume ownership over them and can’t decide over their access policy.

The advantages of MAC are that subjects should be given access to objects without having the right to pass that permission on to other subjects. MAC also eliminates the disadvantage of ACL and DAC in determining the effective permissions of a subject by having only a single, central access policy that can more easily be analyzed and managed.

A concept found in distributed multi-user systems that deal with operations and access to sub-systems rather than objects and files is Role Based Access Control (RBAC). In RBAC a set of roles is defined where each role specifies a list of access permissions to the certain system operations. These roles are static in nature compared to the other mechanisms up the point where only a predefined set of roles is available. Users or groups of users are now assigned to roles giving them a set of permissions that can easily be deduced later by the user’s role assignment. [BEE\textsuperscript{\textcopyright}10]

**Certificated based Authorization**

Certificate based authorization is a method of utilizing certificates not only for the purpose of authenticating an entity, but also for authorizing or denying requests. Contrary to authorization methods based on access permissions residing on the server authorizing a client’s request, the concept of certificate based authorization allows each client to provide his own access permissions which are then evaluated by the server.

Through the technology of signing certificates by a trusted authority, it is possible for the server not only to verify the identity of the subject, but also verify the integrity and legitimacy of additional information contained within the certificate. In the process of issuing a signed certificate, the certificate authority verifies the identity information provided by the subject and attests the validity of that information with its signature.

For certificate based authorization, the CA also attests the access permissions belonging to the subject by including them with the certificate before signing. To verify the permissions, the CA cooperates with the party who is affected by them by either having this party present during the certification process, or by issuing the certificate to that party on behalf of the subject.

Managing the access permissions also involves revoking access rights from clients. In certificate based authorization this is done by invalidating the entire client certificate through Certificate Revocation Lists (CRL) which are a well-supported feature in public key infrastructures. Since each certificate usually has an expiration date after which is becomes invalid, entries in the CRL must only be kept until their natural expiration date, keeping the CRL from getting bloated over time.

The advantages of such an authorization mechanism over server-side access control lists lie in the separation of duties, and the conformity with large-scale distributed systems.
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It allows the separation of duties between the server or infrastructure provider, and the service provider or data owner. Without direct interaction with the server, an administrator can issue certificates granting certain access permissions to a client. In a distributed system these can be evaluated by any server without the need to synchronize access permissions across a large number of systems. In use cases with a very large number of clients and complex access patterns, this concept reduces the amount of information that needs to be stored and managed by the server as well as the number of entities who need administrative access to the server in order to manage the access control lists.
4 Key Management

4.1 Introduction

Key management systems play an integral part in computer security concepts especially in a multi-tenant cloud environment where resources are shared between customers.

In order to utilize the security mechanisms like authentication and encryption that were discussed in this thesis, three supporting technologies were identified that constitute the backbone of any holistic security architecture. These are Identity Management, System Credential Management and Encryption Key Management. Not all of these are responsibilities of a key management system in the conventional understanding. The topic of identity management is covered by directory servers like the IBM Tivoli Directory Server used in IBM SmartCloud Archive while system credential management and encryption key management are similar tasks which lack widespread product support.

A 2011 survey by the European Network and Information Security Agency (ENISA) among enterprises and government bodies that employ encryption has shown that the topic key management is not well addressed and often neglected. It was found very common that sensitive encryption keys or certificate keys are found within the operating system and included in unprotected backups.

As described in [Amo94] the security of a system relies on securing the three operational aspects; data at rest, system operation and communication. The following will describe the tasks of the three aforementioned systems and analyze their security requirements considering these aspects.

The use cases for all three tasks can be satisfied by a system following the client-server architecture, while both of these parties have different security requirements.

Identity management

Consists of tasks related to user authentication, authorization and permission or role management. These services are often provided by a directory service which is well suited for large organizational structures involving large user bases and sophisticated synchronization and replication mechanisms.
4 Key Management

**Security of data at rest:**

Identity management systems need to be able to identify a certain subject and authenticate its user credentials, no sensitive data needs to be stored in plain text. By using hash values to verify passwords an attacker gains little information from unauthorized data access to the stored information of an identity management system. Data manipulation on the other hand can compromise the security of the system more drastically since an attacker can modify the stored password hashes to a value known to him and adapt the authorization rules to gain unlimited access to any system relying on the identity management.

**Security of operations:**

Since a client application can’t verify the information it receives from the identity management system, the correctness of internal operations must be guaranteed. Restrictions and policies are only enforced programmatically and not cryptographically. The logic of the identity management system must adhere to its rules and not expose any vulnerability.

**Security of communication:**

If an identity management system is configured to enforce restrictions on password complexity it must receive a plain text password in modify and create operations. Authentication and authorization operations do not require any plain text credentials to be submitted and therefore don’t expose valuable information to eavesdropping attacks. Man-in-the-middle attacks must be avoided in all communication cases since they allow an attacker to forge any response of the system and grant any authentication or authorization request.

**Encryption key management**

Is the primary domain of key management solutions and it’s responsible for securely storing cryptographic keys used in various encryption applications. Content stored in a key management system are cryptographic objects as discussed in chapter 2 like symmetric encryption keys, asymmetric key pairs and public key certificates. The task of a key management system is to store and manage these sensitive objects and provide a secure way of accessing them.

Different approaches are possible to fulfill these requirements. Since the sensitive data does not require external verification and is only used locally, the involvement of a server is not necessary from a pure functional point of view. The cryptographic keys can be stored and managed locally, and be protected from unauthorized access through operating system and software measures or a hardware based approach.
From a security standpoint the local storage of encryption keys has some drawbacks. An attacker with physical access to the machine could circumvent software or hardware protection measures and access both the encrypted data, and the respective encryption keys. Such an attack could be detected, but not remotely prevented once the attacker is in possession of the physical hardware.

A centralized client-server architecture for a key management system provides not only physical separation of the encrypted data and encryption keys, but adds the possibility of centrally managing access permissions and revoke the rights of compromised clients.

Due to these security improvements provided by a client-server approach, such a system is preferred and will be the basis of further analysis in this thesis.

**Security of data at rest:**

Due to the design of a key management system, all sensitive data is encrypted and does not reveal any valuable information to an attacker. Public keys and certificates are often stored in plain text depending on the use case text since they are considered non-critical information.

Access to the content of the key management system is therefore not critical while the decryption key used to secure the content is considered highly sensitive information. This master key needs to be well protected since the security of the whole system relies on it.

**Security of operations:**

An idealized key management system would secure operations on the server cryptographically and would not have to rely on programmatically enforcing policies and rules in order to be secure. Such a system would have to utilize the client provided credentials as encryption keys for the content in order to render all information stored on the server non-sensitive on itself. If multiple clients are associated with the same stored objects, multiple copies would have to be created and each encrypted with the key belonging to a client. More sophisticated encryption schemes could be applied in order to reduce the amount of redundancy and management overhead.

Operational requirements can make this approach infeasible and lead to a key management system that has to rely on the correctness of the program.

**Security of communication:**

The communication with a key management system needs to be secured since sensitive cryptographic material is transferred from and to the system in most of its operations.
System credential management

Similar to encryption keys, system credentials are used by an application to acquire data or services from another system which is usually a middleware component like a database. This information is often stored in configuration files since it is required for basic application functionality. Some key management solutions like IBM’s Tivoli Key Lifecycle Manager (TKLM) support the storing of arbitrary secure data or credentials in special and may be used as a credential management system as well.

Security of data at rest:

Depending on the credential management system in use, credentials may be stored in plain text or encrypted form. Appropriate security measures discussed in section 4.3.

Security of operations:

Depending on the use of plain text configuration files for storing credentials or the use of encrypted storage, different requirements occur. In the plain text scenario, credential management poses the same security requirements as an identity management system. Credential management systems with encrypted storage expose the same requirements for operational security as a key management system.

Security of communication:

The same requirements as in a key management system apply since all information transmitted to and from the credential management system is considered critical.

Conclusion

The role of identity management creates a different set of requirements for these systems than in key or system credential management. Identity management and verification per definition involves a third party attesting the identity of one subject to another, necessitating the use of a client-server approach or public key infrastructure as described in Section 3.1.

System credential and encryption key management systems share the same characteristics in that they store and manage sensitive information that must be made available to client systems but not attackers, leading to the common requirement of authentication against such a system and an authorization mechanism for granting or denying requests.

Assuming a client-server based architecture for all three types of services, and server side encryption of the sensitive information, table 4.1 states the sensitivity of data at rest and in operation on the server as well as during communication with the client.
4.2 Key Management Concepts

Description of terms used in table 4.1

- The information may be read and altered by an attacker without compromising the system.
- The information may be altered by an attacker, but not read.
- The information may be read by an attacker, but not altered.
- Any kind of access to the information may compromise the system.

<table>
<thead>
<tr>
<th>Key management task</th>
<th>Data at rest</th>
<th>System operation</th>
<th>Communication</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>To Server</td>
</tr>
<tr>
<td>Identity</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>Encryption key</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
<tr>
<td>System credential</td>
<td>○</td>
<td>●</td>
<td>●</td>
</tr>
</tbody>
</table>

Table 4.1: Key Management Tasks — Information Sensitivity

Concluding that both a key management and a system credential management system share the same security requirements and basic functionality, a system for both roles can be designed. The security requirements allow the stored data to be considered non-critical which allows makes the handling of backups and storage more efficient since no security protocols have to be followed. As stated above, the only sensitive information that needs secure storage is the master key used to encrypt the stored keys or credentials.

The operations of such a system need to be programmatically safe since has been shown that cryptographic safety is not feasible. Secure communication is necessary due the sensitive nature of the data being transmitted. Conventional methods for securing communications described in Section 2.2 are sufficient.

4.2 Key Management Concepts

Since the task of managing keys and credentials can be handled in different ways, the following will analyze their security implications and point our recommendations for a secure system design.

In the system architecture, a physical and a logical layout can be distinguished. While the physical layout addresses the distribution of client and server roles and their physical security requirements, the logical layout defines the separation of duties between the components.

The goal of choosing the physical layout beyond that of a single machine is to prevent an attacker from gaining access to both the encrypted data, and the encryption key.

Different architectures comprised of a physical and logical layout can be grouped by a few characteristics listed in Table 4.2. The encryption keys can be stored either locally on the
hardware holding the encrypted data, or remotely on a centralized key server. Such a key server requires some kind of authentication to verify key requests, creating the requirement of storing authentication credentials on the machine operating on the encrypted data. This approach follows the rationale of encryption by further reducing the amount of sensitive information from the encryption keys in the case of local storage, to authentication credentials in the case of a remote key server.

Both approaches have in common that the client machine (operating on the encrypted data) needs to store some kind of sensitive information, be it encryption keys or authentication credentials. This further groups key management system by the type of protection in place to secure this sensitive information. They can be characterized by employing either no, software assisted, or hardware assisted protection.

Table 4.2 compares these types of key management systems by the kind of attack they are protected against. It lists these six types of systems and shows if they provide protection against an attacker with either logical access to the client machine, limited physical access, or full physical access. Full physical access assumes an attacker is able to modify the system in a way to gain access to the hardware protected secure storage holding encryption keys or authentication credentials. Limited physical access assumes that the hardware protection can’t be circumvented.

The machine accessed by the attacker is assumed to be the client in the client-server configuration, and the protection method applies to the authentication credentials the client hold for authenticating against the server.

If an attacker gains access to the key server, rows one through three (local key storage) apply to the security of the key server content. Since a physical separation is in place in the client-server configuration, a successful attack is comprised of a successful attack against both the server and the client.

**Descriptions of abbreviations in Table 4.2**

- **LK** Local key storage
- **KS** Central key server
- **No** No protection for locally stored sensitive information
- **SW** Software (operating system) assisted protection
- **HW** Hardware assisted protection
4.2 Key Management Concepts

The different relationship between encrypted data and the stored secret in local and centralized storage allows for a higher security standard and flexible management when using a key server. While locally stored encryption keys are directly related to the encrypted data and allow decryption without any further information, the stored secret on the client system using a key server is only connected to the encrypted data through the server. This allows the remote revocation of client credentials in the case of a physical attack which is detected through the interrupted operation of the system.

Local Key Store without Protection

Such a configuration does not provide any protection against an attacker with even only logical access to the system. Any encryption key can be read from storage just like the encrypted data itself. The configuration defies the purpose of encryption and is only mentioned for completeness.

Local Key Store with Software Assisted Protection

In this configuration, the encryption keys for the locally stored encrypted data are stored on the same hardware but are protected by software measures like file permissions. Given the software operates as intended, an attacker with logical access is not able to read the encryption keys. Physical access allows an attacker to circumvent these protection measures by replacing the software, or directly accessing the storage device.

Local Key Store with Hardware Assisted Protection

Instead of using software measures to protect the encryption keys, this configuration uses a hardware key store based on a Trusted Platform Module (see Section 4.3) that is capable of verifying the integrity of the operating system and software stack running on the machine before allowing access to the keys. As described above, it is assumed that an attacker with

<table>
<thead>
<tr>
<th>Key management Type</th>
<th>Protection</th>
<th>Protects against Logical access</th>
<th>Protects against Limited physical access</th>
<th>Protects against Full physical access</th>
<th>Key revocation</th>
</tr>
</thead>
<tbody>
<tr>
<td>LK</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SW</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>KS</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>SW</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td></td>
<td>HW</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 4.2: Comparison of Key Management Schemes for Encryption Aware Clouds
full physical access is capable of circumventing this protection by gaining possession of the hardware and manipulating it with the adequate tools.

Client-Server Configuration without Client-Credential Protection

In this configuration, a client-server architecture is introduced and access to the stored content on the client doesn’t allow the decryption of any data since the keys reside on the server. If the authentication credentials the client holds are not protected in any way, an attacker can forge a key request and send it to the server using the clients legitimate credentials. The server can’t distinguish this request from a legitimate one, and the attacker gains access to the encryption keys.

Client-Server Configuration with Client-Credential Protection

A new functionality introduced with the client-server architecture is the possibility of revoking compromised client credentials. An advantage gained by this feature is the possibility to convert an attack detection mechanism to a prevention mechanism. This is done by monitoring the clients remotely and revoking the credentials on the server in case they become compromised.

Due to this functionality, even software assisted client-credential protection is sufficient to prevent any kind of attack.

4.3 Security Concerns

Encryption Scheme

As stated earlier, the contents of a key management system for encryption keys and system credentials comprise critical data that needs to be encrypted. An encryption scheme describes a method through which these keys are provided, and which entity holds them. In a distributed key management system, this can be either the client or the server. A distributed system has the advantage of physical separation between the encrypted data on the client and the keys on the server. This allows the clients to be put into a lower security environment while only a single server has to be protected in order to secure the whole system.

This model of having many low-security clients and a small number of protected servers allows easy deployment of such a system in existing data centers and creates the requirement for a flexible client management system on the server to introduce new client, modify access or remove them.

An encryption scheme putting encryption keys onto the clients defeats the purpose of such a distributed system since it introduces new requirements that conflicts with the ones initially motivating such a system.
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The clients now contain key material which, together with a snapshot of the server’s encrypted content, allows decryption of secret data on the clients. This raises the security level required for client instances.

Client management is more complicated in such a setup since the need to remove clients requires each client to have an individual encryption key which in turn has to be used to encrypt a new copy of each secret object on the server. Removing a client now requires to remove each secret object from the server that was encrypted with its key.

Keeping the encryption key for the secure storage on the server allows fulfilling the initial security requirements and provides a more flexible client management. The server uses a single encryption key for the secure storage and only has to manage access lists and client lists to enforce access restrictions.

Providing an Initial Master Key

In a setup that keeps the encryption key on the server, additional mechanisms have to be in place to provide separation between the secure storage content and the key used to encrypt it. This Master Key must be available to the key management server in normal operation but not to an attacker gaining access to the server.

Physical separation of the key and storage is achieved through a hardware key store which keeps the key in a separate tamper resistant memory module that is only accessible through protected channels.

Operating system protection provides another set of means to protect access to certain objects and enforce restrictions on the operation of the system. Compared to the physical separation achieved through a hardware key store, the restrictions enforced by the operating system are only in place as long the operating system is working. They are not tamper resistant and can be circumvented by exploiting vulnerabilities. This makes it necessary to restrict physical access to the server, and only expose those interfaces needed for key management operations.

Storing the Master Key

When using physical separation through a hardware key store or logical isolation through operating system means, the two stages of accessing the master key, and operating with it in a secure context have to be taken into account.

A hardware key store is a cryptographic, tamper resistant hardware module containing secure storage for key material and cryptographic processing capabilities. Often used in public key cryptography, the hardware module operates on the stored key material, providing capabilities to encrypt data, sign certificates or do authentication through a challenge-response protocol. Access to hardware key stores is possible through the PKCS11 protocol described in Section 4.4.
Hardware key stores provide security by storing sensitive key material in an external location that only allows access after successful authentication. When used to store the master key for the server, this authentication against the hardware key store has to be provided on server start up.

This can be done either manually, by credentials stored on the system or by using a hardware key store that authenticates the system itself through a trusted Platform Module. The TPM authenticates system hardware components and verifies the software before allowing access to the encrypted content only to the legitimate system it is bound to.

Using local storage to keep the master key has the advantage of not requiring additional hardware but provides weaker protection against attacks than a hardware key store with TPM protection. Anyone with physical access to the machine can read the plain text master key and gain access to the key management system content.

**Preventing Access to the Master Key**

Operating system methods can be employed to prevent unauthorized access to the stored master key. The basic scheme to such a setup is to first assign a dedicated process user ID to the key management server process, and then limiting access to the master key to that user ID. The general discretionary access control (DAC) mechanisms in UNIX operating systems don’t allow for such fine-grained access controls. A root user would always be allowed to read the master key and can even delegate that right. Side channels for accessing the file content exist through reading the memory content of the key server process or directly accessing the storage device that holds it on a block level below the file system, circumventing file system access controls.

The SELinux kernel extensions provide such fine-grained mandatory access controls (MAC) capable of assigning access policies to files and system components that can’t be delegated and even prohibit access by a root user [KAAS11]. To make use of these mechanisms for the key management server, a dedicated user account without login rights is created, and given sole access to the master key file. The user is then prohibited to run any process beside the key management server. On startup, the system automatically starts the key server under its dedicated user ID and assumes operation.

### 4.4 State of the Art Solutions

**Public-Key Cryptography Standards (PKCS)**

The Public-Key cryptography standards are a set of 15 standards covering generation of public key pairs and certificates, encryption algorithms and key exchange. Some of these standards will later find use in the design and implementation part of this thesis.
The PKCS12 standard defines an exchange format for cryptographic objects like keys and certificates. A PKCS12 key store is contained within a .p12 file and provides encrypted storage for different objects. It is often used as a container format for storing a public key pair and an associated, signed certificate. The content can be secured individually by providing a passphrase for each security object, or as whole by providing a key store password. Each entry in a PKCS12 store is identified by an alias that has to be provided when storing, or retrieving content.

Libraries for operating with PKCS12 key stores are provided by the Java Cryptographic Architecture (JCA) through the PKCS12 key store implementation.

The PKCS11 standard defines the functional design and a common API for cryptographic hardware that provides hardware cryptographic functions, key storage and protection. As a common interface standard, it allow developers to write software that is capable of using hardware cryptographic modules without the knowledge of the specific module used by the customer.

Such modules are often used to contain a user’s private key, and can be unlocked with a passphrase.

**Websphere Keystore**

The Websphere application server features an integrated key management solution that is used by Websphere itself to store its internal passwords but is also available to the application developer for storing credentials. Its intended use is in a secure environment where attackers are not supposed to gain access to the content of the store system containing the Websphere configuration files.

The key store is part of the security.xml configuration file which holds user names in plain text and passwords in an encoded form. Encoding is done by applying an XOR operation to the password and a cipher string, resulting in an obfuscated password. As mentioned in chapter 2, encryption mechanisms often rely on XOR operations in the last step of transforming plain text into cipher text by applying an XOR operation to the plain text and cipher stream produced by the encryption algorithm.

The encoding mechanism employed by Websphere does not make use of an encryption algorithm to produce the cipher stream but rather relies on providing a static cipher string that is sufficiently long to accommodate for the maximum allowed password length of 60 characters.

A known-plaintext-attack can always be used to reconstruct the cipher stream which is of minor concern in cryptographic applications since the cipher stream is unique and non-repetitive. When a static cipher string is used, its reconstruction by a known-plaintext-attack renders the whole encoding scheme futile. To make matters worse, the cipher string used by Websphere cannot be changed by the user and is shared across all Websphere installations. An attacker with access to any Websphere instance can therefore reconstruct the cipher string and decode any password file he gains access to.
This encoding mechanism shall serve as an example for an applied security-through-obscurity scheme whose stated purpose is not to secure the system against a dedicated attacker, but to deter the casual observer. Its goal is to prevent a person getting a quick look at the configuration file from remembering the readable chosen password by transforming it into a series of hard to remember random characters.

To gain better security, Websphere provides a plug point to integrate a custom encoding mechanism for its key store that can utilize any encryption scheme chosen by the developer.

**Implementation**

To use the Websphere key store for custom applications, a developer has to implement interface code for retrieving the credentials and provide them to the key store as part of the system configuration. The latter task can be done by either directly manipulating the security.xml configuration file or by utilizing Webspheres administration interface and entering the credentials as a new Authentication Data Entry.

Access to these entries is done by utilizing the Java Authentication and Authorization Services (JAAS) through a JNDI call that presents an interface to the stored credentials.
5 Cloud Solutions and Security

5.1 Threat Assessment and Standardization Efforts

As the importance of cloud computing in the private and official segment grows, governmental and non-governmental organizations are concerned with the security of these new service models. To combat the threats, these organizations work to raise the awareness of potential customers about the security implications and best practices while standards are being created to allow an objective assessment of the offered security.

In the following these publications will be analyzed and compared to pre-cloud security standards and recommendations that are not geared towards cloud computing but are still held in high regard among corporations and governments.

The cloud security alliance (CSA)\(^1\) collects information on common threats towards cloud computing and issues a list of top threats concerning cloud computing itself, and its customers [CSA10]. The most severe issues pointed out can be traced back to an uncertain security standard and the lack of separation between customers. The latter constitutes the matter of this thesis and was found to be an issue of components and technologies not geared towards the use in cloud environments. The uncertainty of customers in the security of cloud environments can be traced back to the lack of common security standards for cloud computing, and the unsuitability of established standards for cloud environments.

A thorough survey conducted by the European Network and Information Security Agency (ENISA)\(^2\) found a list of technology inherent threats not specific to cloud computing that must be considered when building cloud services [enisa10]. It was found that due to the multi-tenant nature of cloud services, a lot of the attacks can be done by external attacks while they would require a malicious insider in conventional on-premise information systems which raises the risk of these threads in cloud environments. These threats concern all layers of the application stack from the user interface to the physical infrastructure and will be analyzed in the section below.

In their publication Security Recommendations for Cloud Computing Providers [bsi10] the German Federal Office for Information Security (BSI) compiled a list of recommendations concerning the infrastructural and operational security of cloud environments.

---

\(^1\)https://cloudsecurityalliance.org
\(^2\)https://www.enisa.europa.eu
As most important measures for securing cloud computing against external attackers and malicious insiders a clear separation of duties and access permissions between the service provider and the customer was recommended as well as protective separations between customers.

Established standards are often not geared towards cloud environments and don’t take into account the concept of multi-tenancy by either neglecting it, or hindering its efficient implementation by placing strict requirements not suitable for cloud computing.

The IBM Information Security Standard ITCS104 [sta09a] which applies only to IBM-internal IT systems makes recommendations for the secure configuration of IBM products and the separation of customers. It does not allow for physical resources to be used by both internal, and external processes while multiple external customers may share physical resources. In the ITCS104 terminology, different customers are considered to be separate zones. Following the guideline, different zones may only be handled by physically separate hardware or through virtualization by an approved hypervisor like PR/SM on System z and PowerVM, making the deployment of multi-tenancy cloud offerings on anything higher than the hypervisor level impossible. Following the reasoning about the economy of scale from Chapter 1, such limitations don’t allow for flexible and cheap large scale cloud offerings.

5.2 Tenant Isolation and Cloud Delivery Models

Since cloud computing is not a new technology on its own but rather a new way of using and configuring existing technologies, it inherits security threats from the technologies it employs and exposes them in a new environment, enabling attack vectors that were not possible before. [Sav11]

The different cloud delivery and cloud service models (see Section 1.1) combined with the different approaches to tenant isolation (see Figure 1.1) create a wide variety of possible cloud service configurations, each requiring different security measures.

Each layer in the application stack of a cloud service consists of software that provides possible vulnerabilities that an attacker can take advantage of. Depending on characteristics of the cloud model and tenant separation, these vulnerabilities have different levels of exposure.

The cloud service model describes which level of the application stack is directly accessible to the customer, while the tenant isolation model describes which of the layers below that are shared among multiple tenants. A cross-tenant attacker has to penetrate all tenant-separated layers until he reaches a shared layer that allows access to another tenant’s data.

Table 5.1 shows the possible combinations of tenant isolation and service models with their respective attack path, concluding that high level services with low level isolation provide the best security through a long attack path. With low-level cloud services like IaaS and PaaS, only few layers of tenant separation are possible, providing short attack paths by definition.
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An attacker with a subset of the capabilities of an idealized adversary can be a member of either of three groups with different preexisting access to the cloud application. An external attacker has no legitimate access to the application and may only be able to reach an initial login page or even be shut out by a VPN. A cross-tenant attacker uses his legitimate access to the application as a means of accessing other customer’s data. A malicious insider is an administrator or other person with legitimate physical or virtual access to some service within the application who uses this privilege to gain access to customer data.

The cross-tenant attack is an attack vector available to attackers with legitimate access to the cloud application as a customer. This access is used as a gateway to the system and ultimately other customer’s data.

A cross-tenant attacker has a superset of the capabilities of an external attacker, while gaining these capabilities is often as simple as signing up for the cloud service. These circumstances have made the cross-tenant attack an attractive attack vector [DMT11].

A typical SaaS cloud computing solution is comprised of a software stack containing an operating system on virtualized hardware, middleware components like a database or application server, and an instance of the cloud application on the server side. The client side executes the user interface through a web browser.

In order to secure the system against cross-tenant and external attacks, the tenant separating layers must only allow requests from legitimate user operations to pass through to the tenant-shared layer to access data. In order to prevent an attacker from penetrating a layer, the software itself must not contain any known vulnerabilities that can easily be exploited. Once this requirement is met, the software must be used in a secure manner by utilizing the security features it provides through setup and configuration procedures. This includes custom made components, off-the-shelf middleware components as well as the operating system and hypervisor.

<table>
<thead>
<tr>
<th>Isolation</th>
<th>SaaS</th>
<th>PaaS</th>
<th>IaaS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Application level</td>
<td>Enter: UI</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Target: Application</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Application instance</td>
<td>Enter: UI</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Target: Middleware</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Middleware instance</td>
<td>Enter: UI</td>
<td>Enter: Middleware</td>
<td>n/a</td>
</tr>
<tr>
<td>Target: Platform</td>
<td></td>
<td>Target: Platform</td>
<td></td>
</tr>
<tr>
<td>Virtual machine</td>
<td>Enter: UI</td>
<td>Enter: Middleware</td>
<td>Enter: Platform</td>
</tr>
<tr>
<td>Target: Hypervisor</td>
<td>Target: Hypervisor</td>
<td>Target: Hypervisor</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1: Tenant Isolation and Cloud Service Model Combinations
In order to compile a set of recommendations for securing cloud components, this section will analyze actual and researched attacks on software and hardware components in the context of cloud computing and other applications, and discuss methods to avoid the underlying vulnerabilities. Table 5.2 gives an overview of the vulnerabilities and their parameters discussed in the following Sections. It lists the type of attack, abbreviations used for the attack types are found in the detailed description in the following Sections, the point of entry an attacker has to use and the according access an attacker needs to the system. The popularity estimation is given according to the findings in the IBM X-Force reports [XF10] and [XF11].

<table>
<thead>
<tr>
<th>Attack Type</th>
<th>Point of entry</th>
<th>Required access</th>
<th>Attack target</th>
<th>Popularity</th>
</tr>
</thead>
<tbody>
<tr>
<td>XSS</td>
<td>User interface</td>
<td>UI access or CSRF payload</td>
<td>User interface</td>
<td>High</td>
</tr>
<tr>
<td>CSRF</td>
<td>User interface</td>
<td>None</td>
<td>Service layer</td>
<td>Medium</td>
</tr>
<tr>
<td>SQL-injection</td>
<td>User interface</td>
<td>UI access or CSRF payload</td>
<td>Service Layer</td>
<td>High</td>
</tr>
<tr>
<td>MITM</td>
<td>Network infrastructure</td>
<td>Network component</td>
<td>Communication</td>
<td>Low</td>
</tr>
<tr>
<td>VM-escape</td>
<td>Operating system</td>
<td>Full OS access</td>
<td>Hypervisor</td>
<td>Low</td>
</tr>
<tr>
<td>OS-escape</td>
<td>OS process</td>
<td>Access to process</td>
<td>Operating system</td>
<td>Low</td>
</tr>
</tbody>
</table>

Table 5.2: List of Threats and Vulnerabilities in Cloud Computing

**Custom Web Applications and User Interface**

Cloud services are built using off-the-shelf components on the infrastructure and middleware layer that are customized through configuration, and custom made components that comprise the service layer and user interface.

The 2010 IBM X-Force® Trend and Risk Report [XF10] found that 49 percent of all vulnerabilities discovered in 2010 were found in web applications. This is attributed to the fact that these applications have a shorter life cycle than existing middleware of infrastructure components and therefore underwent less testing in average. An important factor for the finding of these vulnerabilities and the risk they pose is their level of exposure. They comprise the topmost layer in the software stack and are directly accessible to an attacker.

**Code Injection Vulnerability**

The SQL injection attack as well as XSS discussed below are special cases exploiting a code injection vulnerability. Code injection in general allows an attacker to have custom code executed by, and in the context of the system under attack.
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Systems that allow the ingestion of files or data often operate on that data to extract information or perform transformations. This user provided data can be used by an attacker as a means of injecting code into the system that is executed by exploiting a vulnerability in the component operating on the data. This attack provides a method of exploiting vulnerabilities in hidden software components.

Code injection is used to penetrate the layer the attacker has access to, and either execute the attack on the layer below, or penetrate the stack further by exploiting vulnerabilities that are now accessible.

Cross-Site Scripting Attack (XSS)

The cross-site scripting attack uses a vulnerability similar to the SQL injection attack in that it relies on user input not being checked or sanitized. Contrary to the SQL injection attack, XSS does not seek to alter the behavior of the service layer, but rather the user interface. It works by injecting code disguised as user input into the application and have it become part of the user interface logic. [DLFMT04]

The goal of this attack is to alter the behavior of the user interface in order to steal information being displayed in the user interface, or entered by the user. Compared to the SQL injection attack, the attacker has the advantage of full knowledge over the user interface code since the JavaScript and HTML that makes up the UI is interpreted by the browser and thus has to be available in plain text to the client.

The attacker generates JavaScript code that replaces or expands the functionality of the service-provided user interface code and injects it into the application by exploiting a vulnerability. He can redirect any information present in the user interface to a remote server, or trigger operations on behalf of the user to his benefit. XSS is often used to steal HTTP-cookies containing session tokens from a user in order to hijack the session. This attack circumvents a security measure in web browsers that prevents them from sending cookies to a different web-domain than the one they were received from. Since the injected script runs within the context of the legitimate web application, it has full access to the HTTP-cookie belonging to the user session and can send it to the attacker3.

Attack Vector  Two types of XSS attacks can be identified. Persistent and reflected XSS. A persistent attack uses a vulnerability that allows storing the XSS code in the persistence layer of the application, and having it repeatedly delivered to users in the future. A reflected attack manages to inject code into a a single instance of a user session.

Figure 5.1 shows the attack vector for a persistent XSS attack where the attacker and user access the same application with some shared data. The attacker places the XSS code in the shared content that is later retrieved by the user’s browser

3http://www.cgisecurity.com/xss-faq.html
The usual point of entry for reflected attacks are URLs. Dynamic web applications often use URL parameters to pass values on from one page to the next. These parameters are then used by the target page to include content or determine functionality. If content provided through a URL parameter is included in the resulting page, an attacker can prepare a malicious URL linking to the legitimate target application, with the attack code hidden as a URL parameter. He then lures the target user into clicking the malicious URL. The user is presented with the application while his browser executes the script provided by the attacker.

Persistent XSS attacks exploit any functionality of the application that allows a user to store data that gets retrieved and displayed in the user interface. This type of XSS is more versatile than the one-time attack since it allows targeting a larger user group without raising suspicion through manipulated links.

**Mitigation**  XSS attacks are prevented by sanitizing user input from JavaScript code, and treating any external data as user input.
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Cross-Site Request Forgery Attack (CSRF)

Contrary to the XSS attack that relies on the trust the web browser has towards the server delivering the infected content, CSRF preys on the trust the web server has in the client’s browser. The goal of the attack is to trigger an operation on the server on the user’s behalf that is beneficial to the attacker.

The attack requires a user to be logged in at the targeted service, and have him click a URL on a malicious site that points to the targeted service and triggers an operation as a side effect.

Figure 5.2 shows the attack vector for a CSRF attack.

Figure 5.2: Attack Vectors: Cross Site Request Forgery

This attack exploits a design aspect of HTTP-cookie handling in web browsers. A server can issue a session cookie that is saved by the browser and later sent back with every request to the server. This mechanism allows the web server to keep a user authenticated after the initial log in, and identify him on every successive request.
Attack Vector  Attackers exploit this behavior of browsers by sending a request to the server from within the browser through a prepared web page that they trick the user into visiting. The browser dutifully includes the HTTP-cookie with the request, and the server assumes it is a legitimate request.

Assume a banking application had a method for transferring funds that is triggered by calling the URL `http://bank/transferFunds?from=victim&to=attacker&amount=1000`. In a legitimate use case, this URL would be called by a page after the user entered the transfer parameters. An attacker prepares such a URL and places it on the site he lures the user into visiting. After clicking the URL the server recognizes that the user's web browser is logged in, and carries out the transfer without the user noticing.

Mitigation  The CSRF attack can be prevented on the client side by browser security extensions, or on the server side. In a large-scale distributed application like cloud computing, controlling the client environment is not feasible so that a server-side approach should be favored. [SV11]

The HTTP-header of the request sent by the client’s web browser contains a `Referrer` attribute indicating from which page a request originates. Legitimate requests all originate from the user interface itself, while the malicious request originates form the attacker's prepared web page. The server has to inspect the `Referrer` attribute and compare it to the URL of the legitimate user interface to identify and deny malicious requests.

However, `Referrer` validation has its limitations since the attribute (URL of the web UI) is not secret and can be included in the request if an attacker manages to modify the HTTP-header through a browser vulnerability.

A more secure approach found in the Django-framework⁴ is to require a secret token with each request. Similar to the HTTP-cookie, this token is assigned to a user session and included in the requests to the server in order to authenticate the user. While the HTTP-cookie is managed by the browser and included in every request to the server independent of origin, the secret token is managed by the UI itself and is only included in requests generated by the UI.

The Prepared Web Site

As discussed before, reflected XSS and CSRF attacks require the user to visit a malicious web site which starts the attack by executing code within the context of the user’s browser. The most effective method for an attacker is to abuse trusted, legitimate web sites that the user might visit. It has been shown that small set of software with well-known vulnerabilities runs a large portion of public web sites which provide an attacker with an easy way to plant his malicious code⁵.

---

⁴https://docs.djangoproject.com/en/dev/ref/contrib/csrf/
⁵https://www.stopbadware.org/pdfs/compromised-websites-an-owners-perspective.pdf
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Authentication Vulnerabilities

Vulnerabilities in the user authentication process include password security and the authentication process itself. Password security has been thoroughly researched in the past and a set of rules can be found in the IBM ITCS 104 guideline [sta09a] and other standards mentioned in Section 5.1.

The authentication process itself relies on the security of the involved components like the authentication provider and the security of the transmitted data which were analyzed in Chapter 3.

The security requirements for the mentioned authentication determine which of the attack vectors presented in this Chapter pose a threat to the system. The source-to-sink model used below to describe the information and authentication flow in SmartCloud Archive indicates which station in the authentication process is potentially vulnerable, and which is inherently secure due to the use of non-sensitive data. These characteristics of the authentication method must be reconciled with security measures for the involved components in order to prevent attacks.

For example, password based user authentication methods have an inherently vulnerable source since the user provided password can be repeatedly used for authentication even when stolen by an attacker. On the contrary an authentication provider for such a mechanism might only store secure hash values of the passwords which don’t comprise sensitive information since they can’t be user for authentication and therefore don’t compromise the security of the system when disclosed.

Middleware Components and Service Layer

Access to middleware components is the business model for PaaS providers and therefore these components comprise the first line of defense against an attacker. In the context of SaaS applications, the middleware components are only accessible to an attacker through code injection vulnerabilities, or to a malicious insider.

While the XSS code injection attack discussed above is targeted at the user interface running inside the victims web browser, other code injection attacks merely use the user interface as point of entry, but are targeted at middleware components or the Service Layer.

SQL Injection Attack

The most common attack against web services is the SQL injection attack. It seeks to inject malicious SQL statements through the web service into the underlying SQL Database in order to extract valuable information, or manipulate the behavior of the application. The IBM X-Force 2011 Trend and Risk Report [XF11] found that the SQL attack is the most popular attack against the service layer of an application amongst attackers, making such a vulnerability a
high-risk item. Its popularity is attributed to the low access requirements an attacker has to meet in order to abuse such a vulnerability, and the high impact posed by it.

It uses a common vulnerability in web services that internally compile SQL queries that include user-submitted data. The attacker forms the string he submits as a user in such a way that it modifies the semantics of the SQL query compiled by the application to make it execute a different operation. This usually involves special characters that are used inside SQL queries as string delimiters. The attacker includes such characters in his string to escape the query syntax compiled by the application and have parts of his string executed by the database as SQL commands.

Due to the possibility of nested sub-queries, an attacker can include arbitrary commands in his attack and is only limited by his knowledge of the underlying database schema. The database's response may not be visible to the attacker depending on the application's interpretation of it, and the visual representation in the user interface.

The goal of this attack is to extract information from the database that is not intended to be visible to a user, or to modify information in order to alter the behavior of the application. In cloud configuration that has no tenant separation on the database layer, an SQL injection attacker has immediate cross-tenant data access. Figure 5.3 shows the attack vector for SQL injection. The separation of the layers above the database instance can be of any type. SQL injection can be used by a malicious insider to access data hidden from him, or by a completely external attacker in a cross-tenant attack.

**Points of Entry** This attack can be used against any component of the system that accepts user input and uses it in an SQL query like user submitted forms, login pages or URL parameters.

**Mitigation** The SQL injection attack is widely known today and the means to avoid it are present in most frameworks and programming languages. The approach is to sanitize user input before including it in SQL queries. Either by removing special characters, or transforming them into escape sequences that are not evaluated by the SQL query parser but retain the information of the special characters.

Another secure approach for preventing SQL injection is to use the SQL server itself rather than the application to sanitize user input. This can be done by utilizing SQL stored procedures and pass user input as parameters to these predefined procedures rather than building custom SQL queries in the application. The SQL parser will always use the parameter values only in the intended place and prevent the parameter escape approach used for SQL injection.
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**Figure 5.3: Attack Vectors: SQL Injection**

**Network Infrastructure**

As a central part of the infrastructure of any cloud environment, the network layer carries any kind of information including sensitive data. Direct access to network infrastructure components is usually not possible for an external attacker, but often trivial for a malicious insider. Due to the nature of network transmissions, two basic kinds of attacks can be identified: unauthorized data access or eavesdropping, and data manipulation. The combination of these two constitutes the *man-in-the-middle attack* which seeks to intercept information, manipulate and resend the information. Figure 5.4 shows this attack vector. The goal of man-in-the-middle attacks is usually to prevent the detection of an attack by manipulating an operation without changing the outcome the user or system expects.

The term man-in-the-middle is often used ambiguously for all three types of attacks stated above, and usually assumes the attack not being detected.
Figure 5.4: Attack Vectors: Man-in-the-Middle

Points of Entry

Any part of the network infrastructure between the source and the sink of a request be the point of entry for a man-in-the-middle attack. Misconfigured network devices or services are usually targeted in order to divert the original traffic to the attacker, and back. These can be hypervisors providing a virtual network, or hardware network appliances like routers or switches.

Man-in-the-middle originates from physically separating a wired network connection and inserting a custom device that would manipulate and forward the data traffic. A popular approach to logically diverting network traffic is found in the method of ARP spoofing. The Address Resolution Protocol (ARP) operates on layer 2 of the OSI model\(^7\) and is responsible for resolving IP addresses to the physical (MAC) address of a network device. Any new network device introduced to the infrastructure advertises its IP and MAC address in order

\(^7\)https://en.wikipedia.org/wiki/OSI_model#Layer_2:_data_link_layer
for routing devices to compile a table of logical IP addresses and their physical location on the network.

In order to divert traffic, an attacker will advertise his own physical address with the logical address of the target, and have all traffic to the target diverted to him.

**Mitigation**

The physical manipulation of network lines can only be prevented by physical means like access restrictions and surveillance since eavesdropping on a physical line is impossible to detect from the point of view of the network endpoints. It has been shown that without physically manipulating the line, an attacker can pick up the electromagnetic field surrounding the wire with a sensitive antenna and extract information about the data being transmitted, which rules out any possibility of detecting such an attack without physically monitoring the line.

ARP spoofing attempts are prevented by modern network equipment, and can be prevented by a secure network infrastructure configuration.

The common approach to prevent such attacks without reliance on a secure network is to use an encrypted communication channel. Methods like public key cryptography discussed in Chapter 2 allow the establishment of a secure communication channel over an insecure network connection. Such an approach is based on the detection of an attack, and uses this knowledge to elevate the detection mechanism to a prevention measure by rejecting any information that was identified as part of an attack.

**Operating Systems and Processes**

The operating system constitutes the last layer of tenant separation in PaaS and SaaS offerings that don’t use separate virtual machine instances per tenant. Cloud providers either strive for low service costs through a high degree of tenant integration, or a high level of security through a low level of tenant integration. Therefore separation on the operating system layer is usually chosen by PaaS providers since it is the highest level of integration possible in such a configuration.

This concept achieves tenant separation by using operating system mechanisms like processes and access control lists in order to prevent a tenant from accessing foreign data. Attackers in PaaS services attempt to penetrate this separation layer in order to access or manipulate data belonging to other tenants, while attackers in a lower integrated configuration with hypervisor separation attempt to break the operating system isolation in order to attack the underlying hypervisor. Figure 5.5 shows the attack path for breaking operating system isolation.
The rationale of operating system separation rests on the concept of a process context which consists of memory and access to other system resources. The most popular approach for attackers is to escape this process isolation in order to access memory belonging to another process, or the operating system kernel. This attack is considered a privilege escalation since the attacker seeks to gain higher privileges on the system than his process was originally assigned. This is done by either exploiting vulnerabilities in the operating system itself, or other processes that have higher privileges and provide some kind of service to the lower privileged service.

Since most PaaS and SaaS offerings consist of multiple services that are often shared between tenants or run with higher privileges than the services belonging to a specific tenant, a popular approach is to abuse vulnerabilities in these services to execute operations in their context,
Mitigation

A secure configuration of the operating system process isolation mechanism is key to operating system assisted tenant isolation. When such a configuration is in place, an attacker can only rely on vulnerabilities in either the operating system or the services. In order to mitigate these risks, the principle of least privilege must be applied and services should always run with the minimal amount of system privileges they require to work.

It has been shown that the abuse of vulnerabilities is often only possible through advanced execution concepts like run-time code generation that modern software often relies on \cite{HAF+07}. Without these possibilities, the risk of abuse can be minimized while some advanced functionality is lost. Such functionality is present in all major operating systems today, but hardened software can be written by not making use of such features.

Virtualization Technologies

Virtualization constitutes the lowest possible layer in a multi-tenancy configuration, and the only layer of tenant separation in IaaS offerings. As the last line of defense, secure virtualization is a key requirement for secure multi-tenant solutions.

Prerequisite for an attack on virtualization technologies is an attacker with access to the virtualized operating system. This is the case in either an IaaS environment or in PaaS/SaaS offering where an attacker managed to circumvent the security measures in the abstraction layers separating him from the operating system.

The IBM X-Force Trend and Risk Report 2010 \cite{XF10} has shown that a total of 37 percent of the vulnerabilities found in virtualization technologies allowed an attacker to escape the virtual machine and gain direct access to the underlying hardware, enabling a cross-tenant attack.

Other types of attacks against virtualization target either the software on the administrative VM or the guest VM images. The administrative VM is used to administer the guest VM instances and allows for the manipulation of network traffic and file access. Attacks on the guest VM images have the goal of modifying their behavior by manipulating the operating system or software code either while the VM is being transmitted over the network, or stored.

Points of Entry

Three kinds of virtualization related attack vectors were identified. The hypervisor-escape attack, VM manipulation during transport or storage, and the attack on the administrative VM.

Hypervisor-escape constitutes the most severe threat to virtualization environments today due to the low access requirements an attacker has to meet, and the severity of the possible consequences. The point of entry for such an attack is the virtualized hardware under the
operating system. Figure 5.6 shows this attack path. An attacker has direct access to these resources in IaaS offerings, and can gain such access by penetrating the abstraction layers in PaaS and SaaS.

Attacks on the administrative VM are usually carried out as payload for other types of attacks like viruses or malware. They seek to infect the software on the administrative VM in order to control it. This attack vector is not specific to virtualization.

Manipulation of the VM code is comparable to the manipulation of program code in conventional environments through viruses or malware. Points of entry for this type of attack are either a direct attack on a running VM instance, or manipulation during transport through the aforementioned man-in-the-middle attack, or during storage through vulnerabilities in other parts of the infrastructure that allow an attacker access to the storage system.

**Figure 5.6: Attack Vectors: Hypervisor Escape**
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Mitigation

In [CSS^09] the technique of VM introspection was researched to help mitigate threats to the hypervisor that originate from within a guest VM. Since the hypervisor has full access to all resources used by guest VMs, hypervisor assisted VM introspection allows to analyze the processes running in the guest VM and detect attack patterns. No such technologies are currently available in commercial products, but they present a promising mechanism for securing virtualization environments.

Hypervisor escape attacks always work by exploiting vulnerabilities in the hypervisor and thus can only be prevented by using a secure hypervisor that doesn’t expose known vulnerabilities.

Attacks on the administrative VM are prevented by limiting access to the administrative VM and securing it by the same means put in place for application servers and other critical infrastructure. They should be used for the administrative purpose and not have any unnecessary software installed or potentially vulnerable services running.

To prevent manipulation of the guest VM code, it should only be transmitted over the network in an encrypted form to prevent man-in-the-middle attacks, and must only be stored in way that allows the detection of manipulation.

Physical Security

All attack vectors discussed before are possible with logical access to the system and can therefore be perpetrated by any attacker external, or internal. When all vulnerabilities allowing malicious logical access are closed, the only threat remaining is physical access.

Physical access to the system is possible for malicious insiders and the prevention of such attacks requires physical measures as well. Logical access to the operating system layer as described above can be deterred through a secure configuration of the operating system while physical access allows an attacker to circumvent these safeguards. The threat of malicious insiders is faced by any information system but is particularly severe in cloud computing due to the high density of customers in a data center and the uncertainty of the physical location, as well as the personnel handling it. The surveys [CSA10] and [eni10] mentioned in Section 5.1 both point out the malicious insider as one of the major threats in cloud computing for these reasons.

Sensitive information residing on the system can only be protected from a malicious insider by physically preventing access. To make this solution feasible, data encryption as described in Chapter 2 is used to reduce the amount of sensitive information down to a small number of encryption keys that can be kept physically secure with reasonable effort. In such an environment, data security relies on the security of encryption keys and the anatomy of a key management system must be designed in such a way that legitimate operations can acquire keys while unauthorized access must be denied.
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Attack Vector

The goal of the malicious insider is to abuse his physical access to the infrastructure to gain access to the sensitive data by either accessing unencrypted data, or in the case of encryption, acquire the data and respective encryption key.

The physical attack against a system is comprised of either replacing the operating system and software in order to circumvent any software-based safeguards, or removing hardware components in order to extract data using the attacker’s equipment.

Mitigation

As shown in chapter 2, an encryption aware cloud manages and uses encryption keys to secure content in storage and transmission. Chapter 4 discussed different methods of storing and providing these keys within the cloud and has shown the security concerns with storing encryption keys on the same physical machine as the encrypted content.

5.4 IBM SmartCloud Archive — Architecture and Components

As an enterprise cloud based SaaS solution, IBM SmartCloud Archive (SCA) is comprised of an architecture of existing off-the-shelf, and custom made components. The security of such a system depends on vulnerabilities in custom made components and on the interaction between the components, assuming the external components are safe. These two topics are left to evaluate.

- Internal application security
- Communication and component interaction

The second item relies on leveraging secure communication channels and the security of the external components. These components are assumed safe in the sense that the developer and system architect using them has no means of evaluating the security of their implementation and design. External components offer a set of security related features and configuration parameters that when used allow the architect to integrate them securely into a compound system like SCA. The components that make up SCA and its architecture are described in Figure 5.7.

IBM Websphere® Application Server

The middleware component Websphere Application Server runs all the components that make up the SCA service and provides methods to allow communication between these components. This makes it the key part for securing the whole system. Through JDBC it acts as a database connectivity provider for its applications and offers JAAS to provide
user authentication against the IBM Tivoli Directory Server. Users access the system via the Websphere HTTP Server which serves the user interface components and redirects requests to the applications within the Websphere Application Server.

**IBM Filenet P8**

IBM Filenet P8 is an extensible enterprise content management system and serves as the central repository for customer data within SCA. It follows the object-store model and allows storing documents and data as objects with attributes, meta data and relationships. The repository content is stored on a file system while repository management information is kept in a database. The Filenet repository can be extended with add-ons to provide further functionality. SCA makes use of the Filenet Records Manager, Workplace XT, eDiscovery Manager and Content Search Engine. The Filenet Records Manager allows documents to be declared as (legal) records which have a certain retention policy that dictates a time frame in which the document may not be altered or deleted since it must be available for legal purposes. Workplace XT is the front end application for the Filenet repository which is used by customers to add and manage the repository content. Legal cases require certain
documents and records relevant to the case to be identified and retrieved from the repository. This task is done by the eDiscovery Manager and Content Search Engine.

The Filenet repository is accessed by its add-ons through user-initiated operations, by the SCA Batch Loader through scheduled tasks and through processes within the SCA Portal application. In order to secure access to the repository content, Filenet utilizes Access Control Lists (ACL described in Section 3.2) and user authentication.

**IBM SmartCloud Archive Portal and Batch Loader**

Since IBM already has all the components to create an archiving solution available, only few parts of the SCA system have to be developed from scratch.

The SCA Portal provides a central interface for configuring and managing the system and allows the customer to use the solution with little knowledge of the underlying components. It is used by a small group of customer employees to perform configuration and management tasks and is not available to the wider user base.

Operations in the SCA portal are triggered by either an authenticated user or a scheduled system task. Access restrictions are provided by Role Based Access Control (RBAC described in Section 3.2) with a set of predefined roles that can be granted to system users. Interactive users are authenticated when they access the system. Scheduled system tasks are created by such users and need to authenticate themselves against other system components once they are started. This requires the user setting up a task to provide (his own) user credentials in the form of a username/password with sufficient permissions when configuring a task. These user credentials are then stored in plain text within the task definition, which the batch loader later reads to execute the task and use the contained user credentials to authenticate against other system components.

The SCA Batch Loader adds a second way for data to be imported into the Filenet repository besides Workplace XT. It was designed to ingest large amounts of data in scheduled batch jobs and allows the customer to keep the SCA repository in sync with their operational data stock.

**IBM Tivoli® Directory Server**

The IBM Tivoli Directory Server is used as a centralized LDAP user authentication service in the SCA architecture. Every user with access rights to the system is represented by an object within the directory tree of the LDAP server. The user object properties include a short name (sn) and a password (userPassword) to authenticate the user. User passwords are stored as a salted SHA hash value to eliminate the risk of unauthorized data access. To implement the Role Based Access Controls used in the SCA Portal, the LDAP directory contains a group object for each available role. Users are added to the groups corresponding to the roles they have been assigned to.
Access to the LDAP server is needed for generally two different kinds of operations; user authentication and user management. The use case for user authentication consists of the user providing his credentials and the LDAP server verifying these. Security requirements for this operation can be minimized by calculating the hash value of the password before sending it to the LDAP server so no critical data has to be transmitted.

User management includes creating, removing and modifying users as well as managing group membership. These operations have to be performed by a user with higher privileges on the LDAP server, and some of them require transmitting sensitive password data in plain text.

### 5.5 IBM SmartCloud Archive — Processes and Activities

After deriving basic security recommendations from the systems components and their functions, the system activities have to be inspected in order to identify the access patterns and requirements imposed by the system.

IBM SmartCloud Archive (SCA) combines a number of different IBM products and custom components into an integrated solution. Communication between these components needs to be secured by authentication and authorization in order to utilize the integrated security mechanisms of the different components. Following the Principle of least Privilege every system access should only be granted the absolutely necessary rights and privileges in order to perform the desired operation [Amo94].

This requires the use of credentials to authenticate against system components and gain access to these operations. The propagation of credentials in chains of components and the management of privileges associated with the subject belonging to them will be discussed in the following, leading to one application for the proposed cloud key management system described in chapter 6.

Every operation performed within SCA has a source and a sink of credentials. The source triggers the operation which is then propagated through a set of SCA components until it is executed by the sink. In order for a secure system, the source needs to be authenticated and that authentication must be passed on to the intermediate components in order for the sink to verify the legitimacy of the requested operation.

A source of an operation can be one of the following:

- An authenticated subject (user)
- An internally triggered task

In the current SCA architecture an operation triggered by a subject begins with the subject’s authentication and the assignment of a session token which is later used the sink and other components to identify the subject. Figure 5.8 shows this process.

Internally triggered tasks don’t use the token mechanism but rather supply credentials directly to the components they need to authenticate against.
The sink of an operation can be:

- The DB2 Database for configuration changes or system task definition.
- The Filenet P8 content repository in the case of content insertion or retrieval.
- The Tivoli Directory Server is considered a sink when user credentials are modified or created.

For the proposed Cloud Key Store design, the internally triggered Batch Load process in SCA is modified to use CKS as a source of authentication credentials.

The Batch Load process involves two stages; first the process is set up by a user or administrator, and later the scheduled task is executed by a system using the stored credentials that were provided by the user or administrator in the first step. As stated above, the current implementation for this process stores these credentials as properties within the task definition, leading to the storage of sensitive information in a location not designed for this purpose.
As a storage and management system for sensitive key material and system credentials, CKS provides a method of storing this information in a secure location and only allowing authorized access.

Due to the design of the Batch Load process and the overall system architecture, the following requirements for the Cloud Key Store are necessary.

The work flow of setting up a Batch Task and executing it dictate these requirements:

**Requirement 1.** *During an interactive user session, system credentials must be stored in CKS.*

Since the principle of least privilege applies, reading or writing the credentials should only be possible if the task requires it.

**Requirement 2.** *The scheduled task is triggered internally and at that point needs access to the specific credentials stored before while reading these credentials is not necessary for an interactive user session, and should be prevented for anything but internal system operation.*

Since the stored credentials comprise sensitive information, unauthorized access should not only be prevented programmatically, but also cryptographically.

**Requirement 3.** *All content of the key management system must be stored in an encrypted form.*

### 5.6 IBM SmartCloud Archive — Security Evaluation

Based on the attack patterns identified in the beginning of this chapter, this section will evaluate the security of the IBM SmartCloud Archive by applying the attack patterns and identifying vulnerabilities.

**User Interface**

**Cross-Site request Forgery (CSRF)**

The evaluation has found that the portal application as well as eDiscovery manager and WorkplaceXT are susceptible to CSRF attacks. Any function these applications offer is triggered by calling a URL on the service layer with appropriate parameters. All these URL calls can be issued out of context, from any legitimate or malicious page running in the same browser. An attacker can exploit this vulnerability for example to create a new user with permissions of his choosing in the background just by having the victim visit a web page he prepared.
Cross-Site Scripting (XSS)

XSS vulnerabilities were found in the SCA portal application. As stated above, the XSS attack requires a call to the service layer that includes user data and returns the user data in the response in a format that allows the client web browser to execute JavaScript code.

Such a call was found in the `SaveDispositionSweepTask` method that is used to configure new disposition tasks. Besides the task parameters, it requires the user to provide a username and a password that is stored with the task definition. When saving the task, the provided user credentials are verified and an error message is displayed if they are invalid. This error message contains the user name (e.g. *The user name _ is invalid.*) and thus provides a mechanism for user supplied data to be returned, and injected into the context of the application. Enough special character are passed through and returned to the user interface unaltered to allow the execution of harmful JavaScript code. In the current implementation, the characters `/` and `"` are escaped and can’t be used in the injected code. The `"` character can be replaced by other types of quote signs, while the `/` character is necessary to create HTML end-tags for JavaScript (`<script>...</script>`). This second obstacle is overcome by embedding JavaScript code within HTML tag-attributes that don’t require a closing tag like the `<body>` element.

The `onload` attribute of the `<body>` element may contain JavaScript code that gets executed when the page is loading. It may contain an arbitrary number of JavaScript commands which can be used to read the SCA session-cookie and send it to the attacker.

Middleware

Since no SQL operations in SCA are generated containing user input, no SQL injection vulnerability could be identified.

The security of other middleware components is not directly influenced by the SCA user interface since no direct access is possible aside from the external products Workplace XT and eDiscovery Manager.

Infrastructure Components

SCA is currently only distributed as a single-tenant offering on dedicated hardware, making a cross-tenant attack impossible. Due to the single-tenant design of the application, multi-tenancy is currently only possible on the middleware layer where the security relies entirely on the secure configuration of shared components, so no evaluation in this respect can be carried out on behalf of the SCA application itself.

The internal security currently relies on physically restricting access to the infrastructure components. All internal communication is secured through encrypted and authenticated communication channels, making a man-in-the-middle attack on network communication impossible.
Stored data is secured through operating system and middleware security features, preventing unauthorized access from an attacker with logical access to the infrastructure. Physical access to the stored data is not prevented since no encryption or secure key management is employed by the current implementation of SCA.
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6.1 Architecture and Design

The proposed Cloud Key Store (CKS) solution relies on a client-server architecture to be secure and scalable in a large cloud environment. The server component manages the central key store and all its content while the client serves the application servers and contains no sensitive key material besides a client certificate used to authenticate against the server. This architecture allows hosting all sensitive material on a central server which can be more easily secured against physical access, and need not be available to services outside the cloud, providing physical separation of key material and encrypted content as well as a server component with a lightweight access protocol that can easily be secured.

Valid clients and their access permissions are only stored in a client certificate issued by a tenant administrator. This eliminates the need to directly interact with the server to set up clients and their permissions and allows shifting the responsibility of managing client access from the infrastructure provider to a service provider.

CKS is implemented as an Enterprise Java Bean using a Stateful Session configuration. Communication between the client and server component uses the Java RMI-IIOP protocol which allows for a small footprint of the client component as well as good interoperability with established middleware components and firewalls.

Terminology

Certain terms and abbreviations used in the context of this key management system will be introduced in the following.

**Server**: The server component of the key management system. It stores all key material and responds to requests from client instances.

**Client**: The client component of the key management system. It is used by an application to store and retrieve key material. The physical machine on which the client component runs is referred to as a server as well but is not to be confused with the server component of the key management system. In the context of this discussion, server always refers to the server component.
**Tenant:** Is used as a term for a customer of a cloud service. Data, application instances an key material is said to belong to a tenant, signifying that it belongs to a specific customer and must not be available to other customers.

**Server Certificate:** The public key certificate used by the server. It is also the root certificate of the Public Key Infrastructure used by the key management system.

**Server Private Key (SPK):** Refers to the private key belonging to the Server Certificate. Further Certificates and public key pairs are issued for each tenant and client. See Section Certificates for a detailed description.

**Server Master Key (SMK):** The SMK is used to de- and encrypt all other key material on the server. The relationship between the keys is described in the

**Tenant Master Key (TMK):** The TMK is used by the server to encrypt all key material belonging to a certain tenant. It is protected by the SMK.

**Server Administrator:** The responsibility of the Server Administrator are to set up new Tenants and manage the server configuration.

**Tenant Administrator:** The Tenant Administrator holds the Tenant Certificate and private key in order to introduce new clients, and revoke Client Certificates.

### Client Component

The client component consists of a Java library which handles communication with the key management server and can be integrated into any Java application. The client library features a high-level API providing access to key material on the server while abstracting the authentication and communication process.

### Server Component

The server component stores and manages the key server contents in an encrypted form, his server certificate private key as well as all the valid tenant certificates and a client revocation list. Three individual storage mechanisms are in use to meet these requirements. A database instance stores operational data including revoked clients, tenants and key material. The server certificate and the corresponding private key are stored in a PKCS12 key store which is secured with the server master key. General configuration data concerning database connectivity and certificate location is kept in a configuration file.
6.2 Use Cases

System Architecture

The components making up the CKS system and their relationship are shown in Figure 6.1. The Server component lives separated from the client in a JVM running on the server hardware in a secure location. The client application using the key server integrates a client library JAR that implements the communication protocol and provides high-level functions to access the key management server. For testing and development, a small servlet-based test client was implemented that can also be used to perform basic maintenance tasks like listing server content, and removing objects. Both server and client require access to private key of their respective certificate. On the server the private key is secured using the Server Master Key, on the client a passphrase is used. Access to the SMK and passphrase must be provided when starting the services. Methods for securely storing and providing these initial secrets are presented in Section 4.3.

![CKS — System Architecture](image)

**Figure 6.1:** CKS — System Architecture

6.2 Use Cases

Before deciding on further design aspects of CKS like data structures and functions, the use cases for the key store have to be defined.

Following the requirements identified in chapter 4, and the design decisions stated in the beginning of this chapter, the following use cases should be supported by the key management system.
UC1 — Initializing the Server

The Server Administrator installs the server component and sets up the basic configuration and key material.

Success steps

- *Server Administrator:* Deploy the Server component on an application server.
- *Server Administrator:* Provide the configuration file and run the Server component’s configuration tool to create the cryptographic material.
- *Server configuration tool:* Generate Server Master Key as well as certificate and protected private key.
- *Server Administrator:* Store the SMK in the secure location discussed in Section 4.3.

UC2 — Setting up a Tenant Administrator

The Server Administrator configures a new tenant instance on the server and passes the cryptographic material on to the new Tenant Administrator.

Success steps

- *Server Administrator:* Use the Server configuration tool to create cryptographic material for the new Tenant and initialize the Tenant configuration.
- *Server configuration tool:* Generate a Tenant Certificate and private key and TMK. Output the Certificate and private key and store the configuration on the Server.
- *Server Administrator:* Securely pass the key material to the Tenant Administrator.

UC3 — Initializing a Client

A Tenant Administrator installs the client component and prepares it for operation by issuing a new Client Certificate.

Success steps

- *Tenant Administrator:* Issue a new Client Certificate containing the desired access permissions and sign it using the Tenant Private Key.
- *Tenant Administrator:* Deploy the client component on an application server with the new Client Certificate and private key.
6.2 Use Cases

UC4 — Revoking a Client

A Tenant Administrator removes a compromised Client by revoking the Client’s certificate.

Success steps
- **Tenant Administrator**: Connect to the Server.
- **Server**: Authentication successful.
- **Tenant Administrator**: Transmit affected Client Certificate, request revocation.
- **Server**: Operation completed.

Error cases
- Authentication failure.

UC5 — Client to Server authentication

Before a Client instance can request operations on the Server, it needs to be authenticated through the 2-way authentication procedure described in Section 6.7.

As step one, this operation if followed by one of the use cases below, constituting a two-step self-contained operation.

Success steps
- **Client**: Request authentication, send own certificate.
- **Server**: Verify certificate signature with the stored Tenant certificate, enter Session Key negotiation phase.
- **Client**: Complete Session Key negotiation.
- **Server**: Authentication successful.

Error cases
- Authentication failure.
- Client Certificate is no longer valid, or revoked.
UC5.1 — Storing new key material on the Server

After successful authentication, a Client may store key material on the server depending on the predefined access permissions.

**Success steps**
- **Client**: Connect to the server.
- **Server**: Authentication successful.
- **Client**: Provide new object with alias and access policy, request insert operation.
- **Server**: Operation successful.

**Error cases**
- Client is not allowed to insert objects.
- Object alias is already taken.

UC5.2 — Requesting key material from the Server

After successful authentication, a client may request objects from the server depending the access policy stored in the Client Certificate.

**Success steps**
- **Client**: Connect to the server.
- **Server**: Authentication successful.
- **Client**: Request object by object alias.
- **Server**: Operation successful, object returned.

**Error cases**
- The Client is not allowed to access the object.
- The object does not exists.
- To prevent information disclosure, the Client should not be able to distinguish these error cases.
6.2 Use Cases

UC4.3 — Modifying key material on the Server

After successful authentication, a client may modify key material on the Server by providing the object alias, and the new value.

Success steps

- **Client:** Connect to the server.
- **Server:** Authentication successful.
- **Client:** Request modification by object alias and new value.
- **Server:** Operation successful.

Error cases

- The Client is not allowed to access the object.
- The object does not exists.
- To prevent information disclosure, the Client should not be able to distinguish these error cases.

UC5.5 — Remove an object from the Server

After successful authentication, a client may remove key material from the Server by providing the object alias and sufficient access permissions.

Success steps

- **Client:** Connect to the server.
- **Server:** Authentication successful.
- **Client:** Request removing an object by providing the object alias.
- **Server:** Operation successful.

Error cases

- The Client is not allowed to access the object.
- The object does not exists.
- To prevent information disclosure, the Client should not be able to distinguish these error cases.
6.3 Features

Following the use cases and the design guidelines stated above, the Cloud Key Store system will have the following features in order to fulfill the requirements.

Feature 1. A physical separation between a client using, and a server storing and managing the key material will be provided.

Feature 2. Through an access scheme it is possible to assign clients the permission to create, read and write content.

Feature 3. The revocation of these permissions is supported.

Feature 4. Interaction with the server is minimized by delegating the task of introducing clients and defining their access permissions to a Tenant Administrator.

Feature 5. Clients need to authenticate against the server while the server is capable of identifying individual clients through the authentication and enforce access restrictions.

Feature 6. Due to the support of multi-tenancy, CKS allows for tenant separation through the use of separate logical name-spaces and separate cryptographic keys per tenant.

Feature 7. CKS uses a relational database for storing the key store content but employs an encryption scheme above the database layer. Therefore backup and high-availability features present in the DBMS can be harnessed by CKS without security concerns.

6.4 Certificates

Public key certificates are used in CKS for three purposes. To verify the identity of communication partners, to negotiate symmetric encryption keys during communication and to specify access rights. This is achieved by issuing certificates to the server, each tenant and each client. The server is positioned as a certificate authority who possesses a root certificate which signs each tenant certificate. The tenant certificate is then used to sign client certificates, as seen in Figure 6.2.

Figure 6.2: CKS — Certificate Relationship
6.5 Encryption Scheme

Certificates can store identity, and additional information about the subject they are issued to. The server certificate does not necessarily need to contain any subject information while the tenant certificate contains a unique tenant ID that is used to pass on to client certificates, and later associate a client with a tenant. Besides this tenant ID, the client certificate contains a unique client ID for identification and auditing purposes. The certificate is also used to hold the access control list for the client, which cannot be manipulated since the whole certificate is signed by the tenant certificate. Through this mechanism, the server does not need to have a list of allowed clients and their access permissions, but can read this information from the client certificate during a key request. This allows for clients to be introduced to the server without direct interaction with the server, but by a tenant administrator alone who is in possession of the valid tenant certificate and the associated private key.

Revocation of client certificates is possible by the tenant administrator through a revocation list on the server which is checked by the server process on each client request.

This certification scheme requires the distribution of server, tenant and client certificates to the individual subject. The following shows the distribution of certificates, and their purpose.

- **Server**
  - *Server certificate & private key*: Verification of local tenant certificates, de- and encryption of stored keys, negotiation of communication session keys.
  - *Tenant certificates*: Verification of client certificates during key requests.

- **Tenant administrator**
  - *Tenant certificate & private key*: Signing of newly issued client certificates, identity verification against the server for client revocation requests.
  - *Server certificate*: Distribution to newly instantiated clients.
  - *Client certificates*: When revoking a client certificate, the administrator needs to know its hash value to communicate it to the server.

- **Client instance**
  - *Client certificate & private key*: Identity verification and session key negotiation during communication with the server.
  - *Server certificate*: Verification of the server identity, session key negotiation.

6.5 Encryption Scheme

CKS uses a combination of cryptographic and programmatic security in its operation to provide a strong security as well as reasonable administrative overhead. To provide tenant separation and security of data at rest all sensitive material is encrypted. For each tenant a symmetric encryption key (Tenant Master Key, TMK) is generated and used to encrypt all
key material belonging to this customer. All TMKs are themselves encrypted with the Server Master Key (SMK). The SMK is also used to secure the private key belonging to the server certificate. The SMK is kept in a secured memory location during operation and has to be provided on server startup either manually, read from storage, or from a secure hardware cryptographic module like a Trusted Platform Module (TPM).

Access to this private key requires a secure pass phrase, the server master key (SMK) which is kept in memory during the operation of the CKS and has to be provided at start-up through one of the methods discussed in Section 4.3 depending on the security requirements.

### 6.6 Access Scheme

To allow a more flexible use of the key management system, different access patterns for each client instance are supported. Additionally the server should manage multiple tenants and allow a strict separation of access pattern between tenants.

This is achieved by placing the key material into access groups, and assigning clients to these groups with a set of permissions to read, write or store new objects. Access groups and objects (key material) are separated by tenant, and so are the clients. Each client certificate contains information about the access group membership which makes the definition of cross-tenant access paths impossible. A client accessing key material does not need to know to which group it belongs, the server checks if the client has the necessary access permission. When storing new key material, the client must specify to which access group it should belong.

Each client certificate contains three access control lists for reading, modifying and storing new objects. Each of these lists contain a set of access group identifiers.

The separation of duties between the Server and Tenant Administrator is achieved through this method since Tenant Administrators assign the ACLs to Client instances. A separation of duties on Clients is realized by the choice of access groups. Clients may have disjoint access group membership, preventing them from accessing the other Client's key material. Relationship types (e.g. Producer - Consumer) can be modelled with access groups and ACLs by assigning different permissions for the same group.

Figure 6.3 shows a model of this access scheme.

### 6.7 Communication Protocol

The communication between client and server uses the RMI-IIOP protocol and employs a custom, integrated authentication and encryption mechanism. This secures the data being transmitted beyond any lower level security mechanism like SSL and reduces the need to implement such an infrastructure, avoiding an insecure configuration.
6.8 Data Structure

All key requests constitute a complete, self-contained operation and require authentication before the request is answered. The authentication mechanism is based on two-way authentication and a fast challenge-response scheme to negotiate a symmetric session key used for encrypting the content of the communication. The client starts by transmitting his certificate to show his identity to the server, and a random number used in the creation of the session key. The server verifies the identity of the certificate by checking the signature, and responds with the random number generated by the client and a new one generated by the server. The client verifies his random number and thereby verifies the server’s identity. He responds with the server’s random number, verifying his identity towards the server. The now exchanged random number allow for the computation of a session key on both sides.

See Figure 6.4 for the sequence of events in this authentication process.

6.8 Data Structure

The server component of the key management system needs to store configuration data to recognize clients, authorize requests, and manage the key store. This data is stored in a relational database on the server which allows delegation of functionality to the database and the aforementioned easy backup/recovery as well as high availability through replicated database instances.

The database schema needed to support the required functionality is shown below. One database is used for storing information about tenants and their clients to tie a request to the specific tenant before checking permissions.
Another database contains hash values of revoked client certificates. A dedicated database is assigned to each tenant, storing the specific access rules and the actual key material.

Database ServerConfiguration:
Tenants: (TenantID, Name)
TenantCertificates: (TenantID, TenantCertificate)
TenantMasterKeys: (TenantID, TMK)
RevokedClients: (TenantID, ClientCertificateHash)

Database TenantID:
Groups: (GroupName, Description)
Objects: (ObjectAlias, ObjectReference)
GroupObjects: (GroupID, ObjectAlias)
To assure data integrity of the server configuration, these constraints were defined to enforce the database schema.

- When deleting a row in Tenants, delete all rows in TenantCertificates, TenantMasterKeys, RevokedClients belonging to that tenant and delete the TenantID database.

- Only allow deletion of groups if no more objects are referencing it.

- Deletion of GroupObjects is not allowed.

- When deleting a row in Objects, delete all rows in GroupObjects referencing that object.
7 Conclusion and Outlook

This thesis has shown the vast amount of different service configurations possible in a cloud environment, and has analyzed the security implications of various design aspects. It was pointed out that the combinations of cloud deployment models, service models and tenant separation models create a diverse landscape of possible cloud services with individual security requirements and possibilities for attack vectors.

While cloud services are comprised of existing technologies and solutions, it was shown that they not only inherit security vulnerabilities from these components, but create new surface area for novel attacks geared specifically towards cloud computing.

The concept of the cross-tenant attack takes existing attack vectors and applies them to this new environment, creating threats of higher severity than before. This multi-tenant property of cloud computing is the driving force behind all new threats towards cloud computing, and relies on the basic premise of the cloud to share components and infrastructure amongst customers in order to create affordable, high-quality services.

Due to these implications, the concept of multi-tenancy remains the most controversial in cloud computing and the number one factor for customers to go in the direction of private clouds and single-tenant configurations.

This ongoing trend contradicts the premise of cloud computing in that it relinquishes the advantages that can be achieved by harnessing the economy of scale seen in large-scale consumer cloud applications like social networks or email services.

In order for enterprise customers to accept the multi-tenant concept and take full advantage of cloud computing, sophisticated security concepts that improve tenant isolation are necessary.

The distinction made in this thesis between logical and physical access to the system under the light of a shared infrastructure shows that the severity attributed to a malicious insider rises significantly when the physical infrastructure is no longer under the control of the customer.

While the system can be defended against logical access and remote attackers with conventional measures, the protection against an attacker with physical access under the light of a multi-tenant infrastructure raises a new field of study that can only partly benefit from established security measures.

In order to provide a basic set of tools for creating such a multi-tenant environment secured against malicious insiders, the concept of encryption was introduced. The basic mechanism
of encryption to reduce the amount of sensitive information from gigabytes down to a small encryption key was used throughout the proposed security concept.

The basic premise for this rationale is the fact that ultimately data security relies on physically securing some system resources against unauthorized access. To make this approach feasible, the sensitive-information reducing property of encryption was used to first reduce large amounts of stored sensitive data to a number of encryption keys, which are further reduced to an authentication key.

This reduction process created dependencies between the involved objects data, encryption key and authentication key. These objects can now be physically separated while their dependency remains preserved. The physical separation of these objects allows fulfilling the requirement of physically securing sensitive information.

To achieve this goal, the concept of a central key management system was introduced to play the part of the only physically secured infrastructure component in the system. It was shown that this approach lacks widespread support in applications and services, which lead to the implementation of the prototypical Cloud Key Store system.

Under the light of physical security, it was analyzed how interaction with this crucial component can be minimized in order to reduce the surface area for possible attacks.

The concept of certificate based authorization was introduced as a means of further delegating responsibilities away from the central key management component, to trusted tenant administrators.

It was shown that the proposed security design involving a central key management system presents a possibility to secure a multi-tenant cloud environment against malicious insiders under less strict conditions than previous approaches. This suggests further research in the central component of this approach, the key management server and client component.

While vendor-specific proprietary solutions for such a scenario exist in some commercial encryption products, further research in this topic is necessary in order for this approach to be widely recognized as a trustable solution for enterprise cloud environments.

An important factor for wide-spread adoption of such a system is not only its reputation, but also its availability. It is necessary to have a common standard and interoperability protocol for client-server communication with the central key management component.

Once these conditions are met and widespread support for encryption and key management solutions for a cloud environment exist, it will be possible for cloud providers to create a service with unparalleled data security only comparable to conventional on-premise IT-systems, eliminating the last reservations customers have towards the adoption of cloud computing.
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