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Zusammenfassung

Das Internet hat in vielfältiger Weise die Kommunikations- und Medienbranche

und damit auch das Leben der Menschen verändert. File-Sharing und Video on

Demand Plattformen sowie Soziale Netzwerke ermöglichen ihren Mitgliedern das

Teilen von Bildern und Videos. Die hierfür benötigten Bandbreiten steigen, ins-

besondere durch die Nutzung von hochauflösenden Videostreams, die eine Band-

breite im Bereich von 1 Mbit/s bis 10 Mbit/s benötigen, stetig an. Nach einer

Studie von Cisco [1], einem der größten Netzausrüster weltweit, hat sich der

globale, auf dem Internet-Protokoll (IP) basierende Verkehr, zwischen 2007 und

2011 um den Faktor fünf erhöht. Bis 2016 wird ein weiteres Wachstum um den

Faktor 3 erwartet. Die Anzahl der Internet-fähigen Geräte wird 2016 vorraus-

sichtlich dem Dreifachen der Weltbevölkerung entsprechen. Dies entspricht, im

Vergleich zu 2011, einer Steigerung um den Faktor drei.

Um der steigenden Nachfrage nach Bandbreite auch in Zukunft gerecht zu wer-

den, müssen die Datenraten in den bestehenden Mobil-, Lokal-, Metro- und

Weitverkehrsnetzen erhöht werden. In den Weitverkehrsnetzen werden über Glas-

faserleitungen Daten mit Terabitgeschwindigkeit zwischen den Netzknoten über-

tragen. Dies wird durch Wellenlängenmultiplex (engl. wave length division

multiplexing, WDM) erreicht. Mehrere Übertragungskanäle werden dabei auf

einer Glasfaser gebündelt, diese arbeiten auf unterschiedlichen Lichtfrequenzen

mit Kanalbandbreiten von 50 GHz bis 200 GHz. Die meisten Netze sind für eine

Datenrate von 10 Gbit/s pro Kanal ausgelegt. Um die Datenrate auf 40 Gbit/s

zu erhöhen ist es nicht ausreichend, lediglich die Sender und Empfänger durch

schnellere zu ersetzen. Es gilt auch, die sogenannte Dispersion zu kompensieren,

die bei der Datenübertragung bei 40 Gbit/s das Empfangssignal so stark verzerrt,

dass es ohne eine elektronische Kompensation nicht mehr einwandfrei empfangen

werden kann. Mit Dispersion wird der Effekt der wellenlängenabhängigen Aus-

breitungsgeschwindigkeit eines optischen Signals in der Glasfaser bezeichnet.



Zusammenfassung XII

In den Glasfasernetzen wird bei der Datenübertragung bis 10 Gbit/s die Modu-

lationsart „On-Off-Keying” (OOK) verwendet. Es handelt sich hierbei um eine

einfache Form der Amplitudenmodulation. Für die Übertragung einer binären

Datenfolge wird das Licht für die Übertragung einer logischen ’1’ eingeschaltet

bzw. ausgeschaltet, um eine ’0’ zu übertragen. Bei diesem Verfahren ist die

benötigte spektrale Bandbreite proportional zur Datenübertragungsrate. Somit

führt eine Verdoppelung der Datenübertragungsrate dazu, dass sich der Band-

breitenbedarf ebenfalls verdoppelt. Eine höhere Bandbreite bedeutet aber auch,

dass die Dispersion das Signal stärker verzerrt, da die höhere Bandbreite einen

größeren Wellenlängenbereich abdeckt und damit auch die Verzerrung durch die

Dispersion erhöht, da diese wie oben erwähnt wellenlängenabhängig ist.

Eine Möglichkeit zur Kompensation der Dispersion ist die Verwendung einer

Entzerrerschaltung, wie sie beispielsweise der Viterbi-Entzerrer darstellt. Dieser

Entzerrer muss auf Grund seiner Komplexität in einer Technologie mit einer

hohen Integrationsdichte bei gleichzeitig geringer Leistungsaufnahme und hoher

Schaltgeschwindigkeit realisiert werden. In Frage kommt daher die komplemen-

täre Metall-Oxid-Halbleiter (engl. Complementary Metal Oxide Semiconductor,

CMOS) Technologie mit einer Strukturgröße von 90 nm oder geringer [2].

Damit der Viterbi Chip das Eingangssignal entzerren kann, muss das analoge Sig-

nal des Empfängers mit einem Analog-Digital-Wandler (engl. analog-to-digital

converter, ADC) digitalisiert werden. Aus dem digitalisierten Empfangssignal

kann der Viterbi Chip das wahrscheinlichste ursprüngliche Signal berechnen.

Wenn es gelingt, den ADC ebenfalls auf den Entzerrerchip zu integrieren, können

die Systemkosten im Vergleich zu einer Multi-Chip Lösung signifikant reduziert

werden. Dies ist möglich, da ein ADC, im Vergleich zum Entzerrer, eine sehr

kleine Fläche aufweist (ca. Faktor 40 kleiner). Daher kann er nahezu kostenneu-

tral mit dem Entzerrer auf einen Chip integriert werden.

Im Rahmen dieser Arbeit wird ein Prototyp eines geeigneten ADCs entwick-

elt. Der Wandler wird in einer 65 nm CMOS-Technologie für Anwendungen mit

niedriger Leistungsaufnahme (engl. Low Power, LP) realisiert. Der ADC besteht

aus vier parallel arbeitenden 3 bit Direktwandlern (engl. flash ADC). Diese wer-

den mit einem phasenverschobenen Takt betrieben, dadurch erreicht der Gesamt-

wandler im Vergleich zum Einzelwandler eine um den Faktor vier höhere Abtas-
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trate. Diese Art Wandler wird auch als zeitverschachtelter ADC (engl. time in-

terleaved ADC, TIADC) bezeichnet. Der Wandlerkern benötigt eine Chipfläche

von lediglich 0,16 mm2. Der Flächenbedarf ist daher im Vergleich zum Entzerrer

vernachlässigbar, da dieser eine Chipfläche von 4 mm2 benötigt [3]. Der ADC

erreicht in den Messungen eine maximale Abtastrate von 36 GS/s. Die effektive

Auflösung ist abhängig von der Abtastrate bis zu 2,2 bit. Die Leistungsaufnahme

des Wandlers beträgt 3,3 W.

Für die Vermessung des Wandlers wurde im Rahmen dieser Arbeit eine FPGA-

basierte Messumgebung entwickelt. Die Messumgebung erlaubt die Charakter-

isierung des ADCs bis zu einer Abtastrate von 25,6 GS/s. Ein vergleichbares

Messgeräte ist ein Parallelbitfehlerratenmessgerät (engl. parallel bit error rate

tester, parBERT). Jedoch übersteigen die Kosten dieses Messgeräts die der FPGA

Lösung um den Faktor 100.

Um noch höhere Datenraten zu erzielen wird im Rahmen einer Studie die Verwen-

dung eines analogen Demultiplexers in einer schnellen Bipolartransistortechnolo-

gie untersucht. Der Demultiplexer ermöglicht es, zwei ADCs zeitverschachtelt

zu betreiben. Dies hat den Vorteil, dass bei Verwendung einer sehr schnellen

Bipolartransistortechnologie eine höhere Bandbreite erreicht werden kann als

mit einer reinen CMOS-Lösung. InP-Transistoren haben eine mehr als dop-

pelt so hohe Transitfrequenz als Transistoren in einer aktuellen 65 nm CMOS-

Technologie [4].

Ein weiterer Vorteil bei der Verwendung der InP-Technologie ist die Möglichkeit,

den Transimpedanzverstärker (TIA), der für das Verstärken des Ausgangssignals

einer Photodiode nötig ist, zusammen mit dem Demultiplexer auf einen Chip zu

integrieren. Die Photodiode sorgt im Empfänger für die Wandlung des optischen

Empfangssignals zum elektrischen Signal.

Der im Rahmen dieser Arbeit entwickelte Demultiplexer hat eine Abtastrate von

50 GS/s, eine gesamte Harmonische Verzerrung (engl. total harmonic distortion,

THD) unter -32 dB im gesamten Nyquist Bereich sowie eine Dämpfung unter

4 dB bis zu einer Eingangsfrequenz von 35 GHz. Der entwickelte TIA hat bei

einer Bandbreite von 45 GHz eine Transimpedanz von 70 dBOhm.
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1 Introduction

The Internet has changed the communications and media sector in many ways

and, in so doing, people’s lives as well. Applications like file sharing, video on de-

mand platforms, as well as social networks allow their members to share pictures

and videos. Consequently, the bandwidth required in the Internet networks is in-

creasing, in particular due to the use of high resolution video streams. According

to a study by Cisco [1], which is one of the world’s largest network equipment

suppliers, global Internet traffic increased by a factor of five between 2007 and

2011, and a threefold growth is expected from 2011 to 2016. There will be three

devices with Internet capability for each person on the planet by 2016. Compared

to 2011, this is an increase by a factor of three.

To satisfy the increasing demand for bandwidth in the future, the data trans-

mission rates in the present mobile, local, metropolitan and wide area networks

must be increased. In wide area networks, data is transferred over a long dis-

tance (e.g. between metropolitan areas) using optical fibre links. These networks

need upgrading in order to increase the data transmission rate. In this thesis,

electronic components, which are necessary to boost the data transmission rate

in the existing fibre optical networks, will be presented. These components are a

high-speed analogue-to-digital converter (ADC), a demultiplexer (DeMUX) and

a transimpedance amplifier (TIA).

The background of this thesis is summarised in this chapter. An introduction to

optical data transmission systems is given in the first section. The second sec-

tion of this chapter deals with state-of-the-art high-speed ADCs. Suitable ADC

integration technologies are discussed in the third section. The objective and

structure of the thesis are the subject of the last two sections of this chapter.
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1.1 Fibre Optical Data Transmission Systems

The simplified block diagram of an optical data transmission system using wave-

length division multiplexing (WDM) is shown in Figure 1.1. In a WDM system

the band limited optical signals from multiple transmitters, which represent a

transmission channel, are combined to a single fibre by means of an optical mul-

tiplexer. Each transmitter operates at another wavelength λ, hence there is no

interference between the channels.

λN-1

Rx

Rx

Rx

Rx

Tx

Tx

Tx

Tx

MUX DEMUX

Optical
Amplifier

Tx: Transmitter Rx: Receiver 

Fiber

N-channels N-channels

λ1

λ2

λN

λN-1

λ1

λ2

λN

Figure 1.1: Optical data transmission system using wavelength division multi-
plexing.

Depending on the transmission distance and the fibre attenuation, optical am-

plifiers must be added between the transmitter and the receiver side. On the

receiver side, an optical demultiplexer is used to split the signal back into N-

channels. Subsequently, the optical signal is converted into an electrical signal in

the receivers.

The data is modulated and converted from an electrical signal into an optical

signal on the transmitter side. The modulation method used in optical commu-

nication networks with data rates up to 40 Gbit/s is on-off keying (OOK), which

is the simplest form of amplitude modulation. In OOK, data is transmitted by

switching a signal on or off, depending on whether a logic one, or a logic zero is

transmitted.

The block diagram of the receiver is shown in Figure 1.2. The electro-optical

conversion is realised by means of the photodiode. The output current of the
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photodiode is amplified by the transimpedance amplifier (TIA). A retiming of

the electrical signal is performed by means of a recovered data clock in the clock

and data recovery unit.

TIAPhotodiode

Glass Fiber

Clock and 
Data 

Recovery
Vout

Figure 1.2: Block diagram of an electro-optical receiver.

Most of the installed transmitters operate at a data rate of 10 Gbit/s. Increasing

the data rate to 40 Gbit/s does not only require faster electronic components,

due to physical effects, the received signal must also be equalised before it can

be demodulated. To build a cost-efficient equaliser circuit, the complementary

metal oxide semiconductor (CMOS) technology can be used. In [3], a Viterbi

equaliser is presented, which is able to equalise an optical signal with a data rate

of up to 43 Gbit/s.

The basic physical effects which evoke distortion in long-range fibre optical net-

works are chromatic dispersion (CD) and polarisation mode dispersion (PMD).

Both types of dispersion lead to a widening of the transmitted pulses, which, in

turn, leads to interference between two subsequent bits. This is referred to as

inter-symbol interference (ISI).

The chromatic dispersion in a low-loss fibre is due to the fact that the propagation

time of a transmitted light impulse depends on the wave length of the light and

the fact that each optical signal has a spectral width, which, in turn, is determined

by modulation of the laser used in the transmitter.

The chromatic dispersion is time-invariant, which allows a compensation of the ef-

fect in the optical domain. For this purpose, the so-called dispersion-compensated

fibres (DCF) are connected to the low-loss fibres. In the DCF, the characteristic

wavelength dependent propagation time is the inverse of the low-loss fibre.
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The drawback of this approach is the additional signal attenuation caused by the

non-ideal junction between the two fibres and the fact that the attenuation of

a DCF is about twice as high as that of a low-loss fibre. Furthermore, existing

2.5 Gbit/s and 10 Gbit/s systems must be updated with additional DCF fibres,

which, in turn, reduces the signal power at the receiver even further.

The PMD is evoked by inhomogeneities in the glass fibre, which result in a

change in the polarisation of a single polarised optical signal. In other words,

both polarisations are present at the receiver side, although a single polarised

optical signal is transmitted. This, in turn, leads to ISI because the propagation

time of the light is also related to its polarisation.

Unfortunately, the PMD is influenced by environmental factors (temperature

and pressure), which makes the PMD a time-variant effect. Therefore, the PMD

cannot be compensated for without an adaptive system [5, 6, 7].

A suitable circuit for the compensation of CD and PMD is the Viterbi equaliser

as presented in [3]. The block diagram of a possible receiver configuration is

shown in Figure 1.3. Compared to the receiver in Figure 1.2, the data recovery is

substituted by an ADC and the Viterbi equaliser. The analogue output signal of

the TIA is digitised by means of the ADC. The original digital signal is estimated

by application of the Viterbi algorithm.

TIAPhotodiode

Glass Fiber

Viterbi
Equaliser VoutA

D
C

Clock 
Recovery

Figure 1.3: Block diagram of an electro-optical receiver with Viterbi equaliser.

The requirement for a 40 Gbit/s data transmission system concerning the ADC

is a sampling rate of 40 GS/s and an effective resolution above 2 bit up to the

Nyquist frequency of the converter.
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1.2 CMOS versus Bipolar Technologies

Bipolar microwave integrated circuits exhibit a low integration level and high

costs compared to state-of-the-art CMOS technology. Recent developments in

CMOS technology have enabled the realisation of circuits in the 100 GHz range.

Today, the transit frequencies in state-of-the-art 65 nm CMOS technology is in

the range of 200–300 GHz, in 45 nm technology it is between 300–400 GHz, and

in 32 nm technology it is beyond 400 GHz [2, 8, 9].

These facts suggest that high-speed ADCs, which were previously only feasible

in high-speed bipolar technology, can be integrated in state-of-the-art CMOS

technology. Another advantage of the integration in CMOS is, as shown in the

following section, the lower power consumption of this technology compared to

bipolar technology.

1.3 State-of-the-Art High-Speed ADCs

The general approach to obtain a high-speed ADC is to parallelise many ADCs

to a single high-speed converter. The technical term for such an ADC is time-

interleaving ADC (TIADC). The degree of parallelisation depends on the sam-

pling rate of the single converter. The architecture of the single converter in

state-of-the-art high-speed ADCs is either a flash ADC or a successive approxi-

mation ADC (SAR ADC).

Table 1.1 reflects the current state-of-the-art in ADCs in terms of a high sampling

rate and a high effective resolution. The converter in [10] is a 4 bit ADC, therefore

it is suitable for the same application as the ADC in this work. The chip is fabri-

cated in a silicon-germanium (SiGe) bipolar-CMOS (BiCMOS) technology. The

CMOS converters [11] and [12] are intended for optical communication systems

with a higher order modulation. These systems require ADCs with a nominal

resolution above 6 bit [13, 14].

Converter [10] is not fully characterised in terms of effective resolution versus

input signal frequency. The converter consists of four ADC channels, which is

similar to the converter presented in this work. In the measurement, a single
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Table 1.1: State-of-the-art high-speed ADCs.

[10] [11] [12] This work

Technology SiGe BiCMOS 65 nm CMOS 65 nm CMOS 65 nm LP CMOS

Publication 2010 2010 2010 2009

Sampling rate 40 GS/s 40GS/s 56 GS/s 36GS/s

Nom. Resolution 4 6 8 3

ENOB@15 GHz - 3.7 bit 6 bit 2 bit

Chip Power 5.9W 1.5 W - 3.3 W

Core Power 4.5W 1.5 W 2 W 2.6 W

Chip Size 7.5 mm2 44 mm2 16 mm2 5.1 mm2

Core Size 1.4 mm2 16 mm2 <5mm2 0.16 mm2

channel is measured and an effective resolution of 3.5 bit is achieved. The mea-

surement is performed at 10 GS/s at an input signal frequency of 1.1 GHz. The

power consumption is not specified, therefore it is estimated from the figure of

merit. It is about twice the power consumption of the ADC in this work. The

core size is about 10 times larger, which is not an issue because the ADC is

fabricated in a SiGe BiCMOS technology. Thus, it is not possible to integrate

the ADC and a DSP on a single CMOS chip, which is also a drawback of this

converter compared to the 3 bit CMOS converter.

Unlike converter [10], CMOS converters can be integrated together with the DSP

on a single CMOS chip. Here, the chip area is of importance in terms of fabrica-

tion costs. The converters [11, 12] occupy chip areas that are 100 and 30 times

higher than the area of the 3 bit ADC.

Comparing the effective resolution of the 3 bit ADC with these converters is

difficult because their nominal resolution is significantly higher. The converters

[11] and [12] are designed for applications where a high resolution is mandatory,

for instance, to build a receiver which features a higher order modulation. If

an effective resolution above 2 bit is sufficient, as in the application of a Viterbi

equaliser, the 3 bit ADC in this work is the better choice due to the comparable

power consumption and significantly smaller chip area.
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1.4 Objective of This Thesis

The main objective of this thesis is to show the feasibility of a 40 GS/s ADC

in state-of-the-art CMOS technology. For this purpose, a prototype of a 3 bit

ADC is developed in a 65 nm low-power CMOS technology. The advantages of

this solution are, as described in Section 1.2, the lower power consumption and

lower system costs. The ADC developed can be integrated with an equaliser

for realisation of a receiver in a 40 Gbit/s fibre optical network. The ADC is

described in the following chapters, starting with the basic building blocks.

Furthermore, this work discusses the following:

• Theory

The basic properties which characterise an ADC are explained, the measures

that characterise the DC and RF performance of an ADC are introduced

and the properties of time-interleaved ADCs are summarised. With regard

to CMOS technology, the basic properties of the CMOS transistor are in-

troduced. This includes the fundamental transistor equations and the small

signal equivalent circuit.

• Simulation and measurement

The simulation and measurement results of the ADC are explained. Al-

though a simulation is only possible for the analogue part of the ADC,

the results provide a best-case estimation for the effective resolution. The

results of the measurement are discussed and compared to the simulation

results.

• Measurement environment

The FPGA-based measurement environment developed for the characteri-

sation of the ADC is explained. The measurement environment allows to

characterise the ADC up to a sampling rate of 25.6 GS/s.

• Hybrid ADC study

An analogue demultiplexer (DeMUX) in indium phosphide (InP) technol-

ogy has been designed to demonstrate the feasibility of a hybrid ADC. Since

the hybrid solution benefits from very fast InP transistors, a sampling rate
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that is twice the sampling rate of a single CMOS ADC can be achieved. The

functionality of the DeMUX is demonstrated with on-wafer measurements.

• Integration

A transimpedance amplifier (TIA) in InP technology, which is suitable for

integration with the DeMUX on a single chip, has been developed. The

circuit and the measurement results of the TIA chip are presented.

1.5 Outline of This Work

In Chapter 2, the basic ADC theory is summarised. The sampling theorem and

the quantization process, which are the basic operations for an analogue-to-digital

conversion, are explained. The measures for the characterisation of the static and

dynamic ADC performance are introduced.

The basics of integrated circuit design in CMOS technology are summarised in

Chapter 3. First, an introduction to MOS transistors is given. Based on this, the

principles of the used logic families are explained. In addition, the digital and

ADC-specific analogue circuits, which are used in this work, are introduced.

In Chapter 4, the architecture of the ADC is presented. The building blocks

of the ADC are explained, starting with the block diagram of the ADC. The

chapter is concluded with a floor plan of the ADC, which contains the previously

introduced building blocks.

Chapter 5 deals with the measurement of the ADC. The FPGA-based measure-

ment system, which is used to characterise the ADC, is described in detail, start-

ing with the block diagram of the VHDL design. The limits of the measurement

system are shown and the necessity of an additional real-time scope measurement

is explained. Based on this, a detailed description of the entire measurement setup

is given. The influence of the setup on the measurement results is explained and

a compensation method is presented.

The simulation and measurement results are summarised in Chapter 6. The

expected bandwidth and resolution, which are estimated from simulations, are

shown. Following this, the static and dynamic measurement results, which show
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the actual performance of a fabricated ADC chip, are presented. The potential

optimisation possibilities are summarised in a detailed analysis of the results.

In Chapter 7, a concept for a hybrid ADC is presented. After a brief introduction

to InP technology, the circuit of an analogue demultiplexer, which allows a hybrid

ADC to be built, is explained. The measurement results of the demultiplexer are

shown and the expected system performance of the hybrid ADC is discussed.

The conclusion is given in Chapter 8, in which the main characteristics of the

developed chips are summarised and an outlook for future work is provided.
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2 Analogue-to-Digital Converter

Fundamentals

In this chapter the most important A/D-converter properties are summarised.

The sampling theorem is introduced and the influence of the sampling clock jitter

is analysed. The quantisation process is described and the correlation between

the resolution and signal-to-noise ratio is explained. The ADC specific static and

dynamic error measures are introduced and the properties of time-interleaved

ADCs are described.

2.1 A/D-Conversion

The analogue-to-digital conversion is performed in two steps called sampling and

quantisation. Sampling is the conversion of a continuous time signal into a dis-

crete time signal. The conversion of a signal with a continuous range of values

into a signal with discrete values is referred to as quantisation. Both steps must

be performed in an ADC in either order, or simultaneously in a single conversion

cycle.

2.1.1 Sampling

Figure 2.1 shows a continuous time signal x(t) and the corresponding spectrum

X(f) on the right-hand side. The signal is band limited with fg as the highest

frequency component.

To calculate the spectrum of the sampled time signal sx(t), it is necessary to

multiply the input signal x(t) by the sampling function s(t) as shown in (2.1),
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where δ(t) is the Dirac delta function, k is the time discrete sampling instant,

and Ts is the sampling period.

s(t) =
∞
∑

k=−∞

δ(t− k · Ts) (2.1)

The frequency spectrum S(f) of s(t) is given in (2.2), where fs is the sampling

frequency and the inverse of the sampling period Ts.

S(f) =
∞
∑

k=−∞

δ(f − k · fs) (2.2)

The sampled input signal sx(t) is obtained by multiplying s(t) and x(t) as shown

in (2.3).

sx(t) = x(t) ·
∞
∑

k=−∞

δ(t− k · Ts) (2.3)

To calculate the resulting frequency spectrum of the sampled signal sx(t), the

convolution in (2.4) must be solved.

Sx(f) = X(f) ∗
∞
∑

k=−∞

δ(f − k · fs) (2.4)

After solving the convolution, the frequency spectrum in (2.5) is obtained.

Sx(f) =
∞
∑

k=−∞

X(f − k · fs) (2.5)

As seen in (2.5), a periodic spectrum is obtained. This is also illustrated in

Figure 2.1. To avoid an overlap of high frequency components with low frequency

components of the spectrum X(f), the bandwidth of the input signal x(t) must

be limited to half of the sampling rate. Otherwise, a correct reconstruction of the

input signal is impossible. This is expressed by the Nyquist-Shannon sampling
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theorem: A band limited signal can be fully reconstructed if the highest frequency

component is equal to or less than half of the sampling rate [15, 16].

t
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Input Signal
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Sampling Signal

2fs-2fs

t

sx(t)

f

Sx(f)
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Sampled Input 
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Spectrum of the 
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2fs-2fs

Figure 2.1: Graphical illustration of the frequency spectrum of a sampled signal.

Sampling Clock Jitter and Effective Resolution

A measure for the stability of the clock signal is the root mean square (RMS)

clock jitter. The reduction of the effective resolution due to the clock jitter can

be calculated with (2.6), where n represents the nominal resolution in the number

of bits, fsg represents the signal frequency and ∆t the RMS clock jitter [17].

nred =
ln (1 + h2)

2 ln 2

h = 2n · π ·
√
6 · fsg ·∆t (2.6)

In Figure 2.2, the effective resolution of ideal ADCs with a nominal resolution

between 3 bit and 10 bit are plotted versus the RMS clock jitter ∆t for an input
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signal frequency fsg of 20 GHz. The plot illustrates that the clock jitter limits

the effective resolution of a high-resolution ADC. For instance, an RMS jitter of

400 fs limits the effective resolution to about 4 bit at an input signal frequency of

20 GHz.
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Figure 2.2: Effective resolution versus the RMS clock jitter of ideal ADCs with
a nominal resolution between 3 bit and 10 bit for an input signal
frequency of 20 GHz.

2.1.2 Quantisation

In a quantiser, an input signal with a continuous range of values is converted

to a signal with discrete values. For an illustration of the quantisation process,

Figure 2.3 contains a continuous time signal and a quantised version of the signal

with eight quantisation levels.

The quantisation process introduces what is referred to as a quantisation error,

which is the difference between the continuous signal Vin and its quantised rep-

resentation Vout. The mathematical expression for the quantisation error Q is

given in (2.7).

Q = Vin − Vout (2.7)
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Figure 2.3: Example of a quantisation process with seven quantisation levels.

The quantisation error is an undesirable but unavoidable consequence of the

quantisation process. The error caused by the quantisation error is referred to as

quantisation noise.

The ratio between the noise power, which contains all sources of noise in an

ADC, and the signal power is called the signal-to-noise ratio (SNR). Under the

assumption that the input signal is equally distributed, the SNR of a quantised

signal is calculated with (2.8). The equivalent representation in decibels is given

in (2.9) [17, 18].

SNR = 2n ·
√

3

2
(2.8)

SNRdB = 6.02 · n+ 1.76 (2.9)
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2.1.3 Sampling and Quantisation in a Flash ADC

The actual implementation of the sampling and quantisation circuit depends on

the ADC architecture. The ADC in this work is realised in a flash architecture.

Figure 2.4 shows the block diagram of a 3 bit flash ADC.

Vin

Vref+ clk

Vref-

Qc6

Qc5

Qc4

Qc3

Qc2

Qc1

Qc0

Q2

Q1

Q0

Thermometer-
to-Binary
Encoder

Sampling

clk

Quantisation Decision Encoding

Figure 2.4: Architecture of a 3 bit flash ADC.

A sample and hold circuit is used to perform the sampling of the input signal,

which is built using a switch, a hold capacitance and a buffer. The switch is

turned on at the time instant that the clock signal changes from low to high.

Thereby, the input voltage is stored on the hold capacitance. Since the buffer has

an infinite input resistance, the voltage sample is kept constant during a clock

period, thereby providing the comparators with sufficient time to quantise the

input signal. The functionality of a comparator is as follows: The output of a

comparator switches from logic low to logic high when the sampled input voltage

exceeds the value of the reference voltage applied to the comparator reference

input. This voltage is also referred to as the threshold voltage of a comparator.

The reference voltages for the comparators are generated by means of a resistive
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reference ladder, which are equally spaced between Vref+ and Vref−. The com-

parator with the output Vc0 exhibits the lowest threshold voltage. Accordingly,

the comparator with the output Vc6 exhibits the highest threshold voltage.

The quantisation stage behaves, metaphorically speaking, like a thermometer for

the input voltage. If the input voltage corresponds to the lowest input voltage

level defined, all outputs of the quantisation stage are logic low. If the input

voltage increases gradually, more and more outputs switch to logic high starting

with Qc0. When the maximum specified input voltage is reached, all the outputs

exhibit a logic high.

The actual analogue-to-digital conversion is completed when the output values

of the comparators are stored in the decider flip-flops. In order to save power

and minimise the output interface of the converter, it is advisable to encode

the thermometer code to a binary code by means of a thermometer-to-binary

encoder.

2.2 Static Measures for the ADC Characterisation

In an ideal ADC, the quantisation levels are equally spaced. If VQ is the voltage

between two quantisation levels, it can be calculated by means of (2.10), where

Vpp is the input voltage range and n the number of bits of the ADC. The actual

voltage between two quantisation steps in a fabricated ADC must be estimated

by a measurement of the ADC transfer function.

VQ = Vpp/2
n (2.10)

To determine the transfer function of an ADC, the input voltage is linearly swept

over the input voltage range of the ADC. The digital output value of the ADC

is traced while the input voltage is swept. The voltage changes very slowly over

several seconds; therefore, it is a direct current (DC) characterisation.

The differential nonlinearity (DNL) and integral nonlinearity (INL) can be cal-

culated from the transfer function. In a flash ADC the DNL and INL are a
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measure for the linearity of the ADC input buffers and the quality of the quanti-

sation stage. Offset errors in the comparators of the quantisation stage result in

a non-linear transfer function. The error is caused by process variations during

fabrication of the circuit. Since the switching voltage of a comparator is shifted

by the offset error, the DC transfer curve is shifted too. The switching point

of a comparator is shifted by the offset error and, thus, the DC characteristic is

shifted too. In Section 4.2, the offset error of a comparator is explained in more

detail.

2.2.1 Differential Nonlinearity

The relative error between the measured and ideal length of a quantisation level

is the DNL. It is calculated as shown in (2.11), where VD corresponds with the

threshold voltage between the quantisation levels D and D + 1. The unit least

significant bit (LSB) is the normalised width (VD+1 − VD)/VQ of a quantisation

level. An ideal ADC has a DNL of 0 LSB over the entire input voltage range

because all quantisation levels are equally spaced.

DNL(D) = [(VD+1 − VD)/VQ − 1] LSB, 0 ≤ D < 2n − 1 (2.11)

The static gain error is neglected for calculation of the DNL. Thus, VQ is calcu-

lated from the measured maximum input voltage range divided by the number

of discrete steps 2n [17, 19].

2.2.2 Integral Nonlinearity

The INL is the absolute difference between the measured and ideal position of the

mean voltage which corresponds to a quantisation level in LSB. The mathematical

expression of the INL according to this definition is given in (2.12), where VDm

and VDi are the estimated and ideal mean input voltages, respectively, which

correspond to the digital value D. V0 is the input referred offset voltage of the
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ADC, which depends on the manufacturing variations in the input amplifier and

the comparator stage. It is used to compensate for the offset error.

INL(D) =

[

VDm − VDi − V0

VQ

]

LSB, 0 < D < 2n (2.12)

As in the DNL calculation, the gain error of the ADC is also compensated.

Therefore, an accurate description of this INL would be that it is an end-point

INL because both the offset error and gain error of the ADC are cancelled. In

this thesis, the terms INL and end-point INL are used synonymously. An ideal

ADC has an INL of 0 LSB for every digital value.

2.3 Dynamic Measures for the ADC

Characterisation

Most effects in high-speed ADCs, like sampling clock jitter, signal attenuation

in the input stage and distortion due to cross-talk occur at high input signal

frequencies. The clock jitter, for example, limits the maximum effective resolution

of a high-speed ADC, as explained in Section 2.1.1. The dynamic measures are

used to quantify the impact of these distortion effects on the performance of the

ADC in the entire specified frequency range of the input signal.

2.3.1 Signal-to-Noise and Distortion Ratio and Effective

Resolution

The signal-to-noise and distortion ratio (SNDR) over the frequency range of the

input signal is one of the most important dynamic measures for an ADC. To

determine the SNDR of an ADC, the DFT is usually calculated to obtain the

frequency spectrum. Subsequently, the signal energy is divided by the sum of

all the other spectral energies, except the DC component and Nyquist frequency

of the ADC. The resulting SNDR is commonly expressed in decibels. To avoid

misunderstandings, it should be mentioned that the abbreviation SINAD is used

instead of SNDR in some publications.
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To calculate the SNDR at a specific input signal frequency, a sinusoidal input sig-

nal is applied with the maximum input amplitude specified for the ADC. Smaller

input amplitudes lead to a lower SNDR because only part of the full resolution

of the ADC is used in this case. For example, if the input amplitude is equal to

half of the maximum input voltage range, the SNDR is lowered by 6 dB.

Usually, an ADC is characterised at several input signal frequencies. This results

in a plot similar to Figure 2.5. In general, the input frequencies up to the Nyquist

frequency are sufficient to characterise an ADC. It is possible to extend the fre-

quency range to obtain information about the performance of the ADC at higher

input signal frequencies. In this case, the higher input signal is folded back into

the Nyquist range of the ADC.
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Figure 2.5: Example of an SNDR plot for a 3 bit ADC.

The effective resolution, which is also referred to as the effective number of bits

(ENOB), is defined by means of the SNDR as shown in (2.13). The ENOB value

is a more intuitive measure compared to the SNDR value because it reflects the

actual resolution of an ADC with all distortion effects.

ENOB =
SNDR− 1.76

6.02
(2.13)
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2.3.2 Spurious Free Dynamic Range

The spurious free dynamic range (SFDR) is defined as the ratio between the

power of the fundamental signal and the strongest distortion component. It is

commonly expressed in decibels relative to the carrier (dBc). In Figure 2.6, an

ADC spectrum is shown and the SFDR is indicated. In this example, the noise

floor, which is caused by the quantisation noise, is below 60 dB. Therefore, only

the signal bin and the distortion components are visible. The frequency axis is

normalised and the signal power of the frequency bins is given in dBm.
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Figure 2.6: Illustration of the spurious free dynamic range.

2.3.3 Total Harmonic Distortion

The total harmonic distortion (THD) is defined as the ratio of the sum of the

powers of all signal harmonics and the power of the fundamental signal. Har-

monics are caused by the non-linear behaviour of a circuit. Therefore, the THD

is a good measure of the linearity of an amplifier or a sampling circuit. As with

the SNDR, the THD is also specified in decibels [18].
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2.4 Properties of Time-Interleaved ADCs

High-speed ADCs use multiple ADCs, which operate in parallel with a phase

shift between each other to reach a high conversion rate. This concept is called

time-interleaving. The block diagram of an ADC with fourfold time-interleaving

is depicted in Figure 2.7. The ADC is based on the parallelisation of four single

ADCs, which operate at the same conversion rate but with a phase shift of 90

degrees between each other. Due to the fourfold time-interleaving, the conversion

rate of a single ADC is four times lower than the conversion rate of the complete

ADC.

ADC 0

x(t)

ADC 1 ADC 2 ADC 3

MUX

y(t)

clk
90°

clk 
180°

clk 
270°

clk 
0°

Figure 2.7: Block diagram of a fourfold time-interleaved ADC.

The disadvantage of time-interleaving is the introduction of additional determin-

istic errors in the output spectrum of the ADC. In particular, these errors can be

summarised as offset, gain and sampling-time errors. These effects are analysed

in [20] and summarised below to give an understanding of the problem.

The signal x(t) is assumed as the input signal of each single ADC. The offset

error ol, the gain error gl and the timing error ∆tl are the deterministic errors

of ADC channel l. When these errors are taken into account, the output signal

yl(t) of channel l is obtained as shown in (2.14).

The timing error of a channel is considered with the variable ∆tl, which is used to

delay the input signal x(t) with respect to the ideal sampling instant. The period

between the sampling instants is constant and can be described with Ts ·M , where

Ts is the sampling period of the TIADC and M is the time-interleaving factor.

The term lTs is used as an offset to consider the phase shift between the ADCs.

The time-interleaving factor M is equal to the number of parallel ADCs. The
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ideal sampling instant is described with the Dirac function, which results in the

term δ (t− kMTs − lTs), where k is the discrete time variable.

The delayed input signal x(t−∆tl) is amplified with the gain gl to consider the

gain error of channel l. In addition to the gain error, the offset error ol is added

as a DC offset of channel l.

yl(t) =
∞
∑

k=−∞

[(gl · x (t−∆tl) + ol) · δ (t− kMTs − lTs)] (2.14)

The sum over all channels y(t) =
M−1
∑

l=0

[yl(t)] is calculated from the result in (2.14).

This corresponds to the multiplexer (MUX) in Figure 2.7.

y(t) =
M−1
∑

l=0

[

∞
∑

k=−∞

[(gl · x (t−∆tl) + ol) · δ (t− kMTs − lTs)]

]

(2.15)

By assuming a harmonic input signal x(t), the erroneous output spectrum is

calculated from (2.15) by means of the Fourier transform. The result of this

calculation is shown in (2.16), (2.17) and (2.18), where Ω is the angular frequency

variable, Ω0 is the angular input signal frequency, Ωs is the angular sampling

frequency of the TIADC and A is the amplitude of the harmonic input signal. In

(2.16), α⋆ is the complex conjugate of α.

Y (Ω) =
2π

Ts

∞
∑

k=−∞

[

α[k]δ

(

Ω− Ω0 − k
Ωs

M

)

−α⋆[M − k]δ

(

Ω + Ω0 − k
Ωs

M

)

+β[k]δ

(

Ω− k
Ωs

M

)]

(2.16)

α[k] =
A

2jM

M−1
∑

l=0

[

gle
−jΩ0∆tle−jkl 2π

M

]

(2.17)
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β[k] =
1

M

M−1
∑

l=0

[

ole
−jkl 2π

M

]

(2.18)

As an example, Figure 2.8 shows a spectrum containing all errors of a fourfold

time-interleaved ADC, from which the offset, gain and timing errors can be esti-

mated.

Figure 2.8: Spectrum of a fourfold TIADC with offset, gain and sampling time
errors.

The offset error causes spurs at multiples of Ωs/M , with M = 4 due to the fourfold

time-interleaving. The magnitude of these spurs is determined by the expression

in (2.18). This can be intuitively explained, e.g. if a DC signal is applied to the

input of the ADC. In the worst case, the offset error will cause the output to

toggle between four different output values if a fourfold time-interleaved ADC is

assumed.

The spurs caused by the gain and timing errors are spaced around the signal

frequency ±Ω0 with an offset equal to multiples of Ωs/M .
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3 CMOS Integrated Circuit Design

This chapter deals with the basics of integrated circuit design. In the first section

the field-effect transistor and its equivalent circuits are described in detail. The

CMOS logic is introduced in the following section. The current mode logic and

basic building blocks that make up the digital part of the ADC are described

in the third section. The basic analogue building blocks of the flash ADC are

explained in the last section of this chapter.

3.1 The Field-Effect Transistor

Figure 3.1 shows the cross section of an n-channel field-effect transistor (FET).

The gate contact together with the bulk form a parallel plate capacitor with

an oxide as a dielectric. By applying a positive gate-bulk voltage, electrons are

concentrated at the transition between the dielectric and the bulk. When the

gate-bulk voltage exceeds the threshold voltage Vth, a channel is formed below

the oxide and electrons flow from the source contact through the channel to the

drain contact. Broadly speaking, the transistor may be considered as a voltage

controlled current source since the drain-source current is controlled by means

of the gate-source voltage. A more detailed view of the transistor behaviour is

provided in the following subsections [21].

GateSource Drain

n n

p

Bulk

Oxide

Figure 3.1: Cross section of an n-channel MOS transistor.
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3.1.1 Large Signal Model of the MOS Transistor

The complete large signal model is shown in Figure 3.2, it contains a current

source (ID), parasitic capacitances (CGB,CGD,CGS,CDB,CSB,Co), the source-bulk

and drain-bulk diodes and the gate, drain and source resistances (RG,RD,RS).

RS

G

D

S

CGD

B
CGS

CDB

CSB
ID

RD

IBS

IBD

CGB

RG

Co

Co

Figure 3.2: Large signal model of the MOS transistor.

The drain-source current ID is zero while the gate-source voltage VGS of the

transistor is below the threshold voltage Vth. When the gate-source voltage

exceeds the threshold voltage and the drain-source voltage is below VDSsat as

expressed in (3.1), the transistor is in the linear region, which is also referred to

as the ohmic region.

VDSsat = VGS − Vth (3.1)

The drain current in the linear region is given in (3.2), where VDS is the drain-

source voltage, µ is the electron mobility constant of silicon, C′

ox is the specific

capacitance per unit area of the gate oxide, W is the width of the transistor and

L is the channel length.

ID = µC ′

ox

W

L
((VGS − Vth)VDS −

1

2
V 2
DS) (3.2)
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When VDS exceeds VDSsat, the channel is pinched-off at the drain side and satu-

ration of the drain current in (3.2) occurs. By substituting VDS in (3.2) with the

saturation voltage VDSsat, the drain current for the saturation region is obtained

as expressed in (3.3) [22].

ID =
1

2
µC ′

ox

W

L
(VGS − Vth)

2 (3.3)

In saturation, an important short channel effect called the channel length modu-

lation (CLM) must also be considered [21]. The n-doped drain area is surrounded

by a depletion area, the effective channel length Leff reaches up to this area. The

width of the depletion area is dependent on the drain-source voltage VDS. With

increasing drain-source voltage, the depletion area increases and the effective

channel length decreases. The influence on the drain current due to this effect is

expressed in (3.4).

ID =
1

2
µC ′

ox

W

L
(VGS − Vth)

2 · (1 + λVDS) (3.4)

The source-bulk and drain-bulk diodes must be reverse biased to allow proper

functioning of the transistor. The diodes can be used as a model for the leakage

current of an FET.

The resistors include the contact resistance and resistances of the gate, drain and

source material.

The capacitances CDB and CSB are the depletion capacitances of the reverse biased

p-n-junctions at the drain-bulk and source-bulk transitions. The capacitance Co

is a constant overlap capacitance, which depends on the geometry of the gate. It

is caused by overlap of the gate area with the drain and source area, respectively.

The capacitances CGB,CGS and CGD are dependent on the operating condition

of the transistor. The values are related to the intrinsic gate capacitance CGi in

(3.5), with Leff as the effective channel length. Table 3.1 contains the values of

the capacitors for the three operating conditions. A more detailed description

and approximations for the depletion capacitances are provided in [22, 23].

CGi = C ′

oxWLeff (3.5)
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Table 3.1: Typical values of CGS, CGD and CGB depending on the operating
condition of the transistor.

VGS < Vth VDS < VDSsat VDS ≥ VDSsat

CGB CGi 0 0

CGS 0 1/2 · CGi 2/3 · CGi

CGD 0 1/2 · CGi 0

3.1.2 Small Signal Model of the MOS Transistor

The small signal equivalent circuit of the MOSFET is shown in Figure 3.3. The

equivalent circuit is valid for a constant bulk-source voltage VBS, which is a very

good approximation for the circuits used in this work. The equivalent circuit

is obtained by linearisation of the output current and output resistance at the

DC operating point. Thus, the circuit is only valid for a small amplitude of

the alternating current (AC) input signal vGS. The capacitances account for the

parasitics of the transistor, which are the same as in the large signal model. In this

model, the overlap capacitances are included in the gate-source and gate-drain

capacitances. The gate-bulk capacitance can be neglected when the transistor is

active [21, 22, 23].

rdsG

D

S

CGD

B

CGS

CDB

CSB

gmvGS

Figure 3.3: Small signal equivalent circuit of the MOSFET.

The values of the linearised transconductance gm and the output resistance rds

for the two regions of operation of the transistor are given in Table 3.2.



3 CMOS Integrated Circuit Design 28

Table 3.2: Parameter of the small signal equivalent circuit of the MOS transistor
with channel length modulation.

Saturation region Linear region

gm = δID
δVGS

β(VGS − Vth)(1 + λVDS) βVDS(1 + λVDS)

rds =
δVDS

δID

1
λID

[

β(VGS − Vth − VDS)(1 + λVDS)

+βλ
(

(VGS − Vth)VDS − V 2
DS/2

)]

−1

3.2 Introduction to CMOS Logic

The CMOS logic was first patented in 1963 by Fairchild Semiconductor [24]. The

logic employs p- and n-channel field effect transistors, which are connected in a

way that requires no static power consumption. This property makes CMOS the

logic family of choice for applications with a high transistor count, which are for

example microprocessors, digital signal processors (DSPs), memories and data

converters with a high resolution.

The technology that provides the transistors for CMOS logic is named according

to the logic: "CMOS technology". In 65 nm CMOS technology, more than 2

million transistors can be integrated in an area of 1mm2 [25].

3.2.1 The CMOS Inverter

The CMOS inverter realises the basic logic operation, which is a logic inversion

of the input signal. The circuit of the CMOS inverter is shown in Figure 3.4. The

source of the p-channel transistor is connected to VDD and the source of the n-

channel transistor is connected to VSS. The input port is connected to the gates

of the transistors. The drains of the transistors, which are also tied together,

form the output port.

The hole mobility µh of a p-MOS transistor is lower than the electron mobility

µe of an n-MOS transistor. Thus, the width of the p-channel transistor is usually

between two and three times larger than the width of the n-channel transistor

in order to obtain an equal current gain for both transistors. The actual factor
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Vin Vout

VDD

VSS

Figure 3.4: The CMOS inverter circuit.

depends on the CMOS technology used. The current gain of a transistor is equal

to (3.6).

β = µC ′

ox

W

L
(3.6)

If the current gain of either of the transistors is higher, the transfer curve of the

inverter is not point symmetric to VDD/2. In Figure 3.5, typical transfer curves

with a different current gain of the n-channel transistor are shown. As illustrated

in the figure, the transfer curve is only point symmetric to VDD/2 = 0.5V if the

n-channel transistor has the same current gain as the p-channel transistor [22].
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Figure 3.5: Transfer characteristics of the CMOS inverter.
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Dynamic Behaviour

The large signal analysis gives the rise time tLH and fall time tHL of the CMOS

inverter. The rise time is defined as the time required to switch the output of the

inverter from the low state to the high state. It is estimated between 10 % and

90 % of the high level. The fall time is defined according to the rise time for the

opposite transition of the logic states.

For a symmetric inverter, the rise and fall times are equal. The rise time tLH is

given in (3.7), where CL is the load capacitance at the output of the inverter, β is

the current amplification factor of the transistors and VDD is the supply voltage

[23].

tLH =
4 · CL

β · VDD

(3.7)

The maximum clock frequency of a clock driver chain, which is built using in-

verters, is limited by the rise and fall time as expressed in (3.8).

fmax = (tLH + tHL)
−1 (3.8)

3.3 Introduction to Current Mode Logic

Current mode logic (CML) is used for high-speed and mixed signal circuits. The

advantage of CML over CMOS logic is that the current consumption is constant.

Thus, only low switching noise is generated on the supply voltage, thereby min-

imising the distortion in other circuits. Furthermore, CML is immune to common

mode distortion, e. g. fluctuations of the power supply voltage. In other words,

the circuits are less sensitive to external distortions which affect both signal lines.

Another advantage observed in simulations with 65 nm LP CMOS technology is

the higher switching speed of CML compared to CMOS logic [26].
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3.3.1 The CML Inverter

Figure 3.6 shows the symbol of a CML inverter. A CML inverter has two input

and two output ports. The differential input signal is defined as the difference

between the input voltage V1 and V2, as expressed in (3.9).

V2

V1

VoutV in

Figure 3.6: The differential amplifier.

Vin = V1 − V2 (3.9)

The output voltage is the sum of the common mode amplification Ac and the

differential mode amplification Ad as expressed in (3.10).

Vout = Ad · (V1 − V2) + Ac ·
V1 + V2

2
(3.10)

In an ideal CML inverter, the common mode amplification is zero and the differ-

ential mode amplification is infinite. A measure for the quality of a differential

amplifier is the common mode rejection ratio (CMRR), which is defined as the

magnitude of the differential amplification over the magnitude of the common

mode amplification. With a high CMRR, the circuit is immune to distortions

which affect both input signals, such as supply voltage fluctuations.

The CML inverter is used in both analogue and digital circuits. A typical circuit

of a CML inverter with resistive load is shown in Figure 3.7.

The transfer function of the CML inverter is given in (3.11). The appropriate

transfer curve is depicted in Figure 3.8, where β is the current amplification factor

of the transistors T1/T2, R is the load resistance and ISS is the static current of
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R R

T1 T2

Vout

Vin

VDD

VSS

ISS

Figure 3.7: CML inverter with resistive load.

the current source. Vin and Vout are the differential input and output voltages

[22, 26].

Vout =
√

βISS ·R ·
√

1−
βn

4ISS
V 2
in · Vin (3.11)
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Figure 3.8: Transfer characteristic of the CML inverter with resistive load.
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Dynamic Behaviour

The 3-dB corner frequency of the transfer function Vout/Vin is given in (3.12).

The rise and fall time is given in (3.13), where RL is the load resistance of the

CML inverter and CL is the load capacitance of the circuit. To estimate the load

capacitance, all parasitic capacitances of the inverter and the input capacitance of

the following circuit must be considered. In other words, all parasitic capacitances

connected to the output port must be added to obtain CL [26].

f3dB =
1

2 · π ·RL · CL

(3.12)

tLH = 2.2 ·RL · CL (3.13)

In the small signal analysis of the gain, the same corner frequency f3dB is obtained

as in the large signal analysis [27].

3.3.2 Logic Gates in CML

The basic logic gates in addition to the inverter are the AND, NAND, OR, NOR,

XOR and XNOR gates. In CML, the AND, NAND, OR and NOR function can

be realised with a single circuit. Another circuit is necessary to realise the XOR

or XNOR gate. Thus, all basic logic functions can be realised with three circuits

in CML.

The OR Gate

The circuit in Figure 3.9 realises the OR function. The logic function of the OR

gate is described in (3.14).

Q = I0 + I1 (3.14)
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The function can be rewritten by De Morgan’s law as an AND function as illus-

trated in (3.15).

Q = I0 + I1 = I0 · I1 (3.15)

Thus, the circuit in Figure 3.9 can be changed to an AND gate by flipping the

inverted and non-inverted input and output ports, respectively.

I0

I1
I1

I0

Q

Q

R

VDD

R

ISS

VSS

T1 T2

T3 T4

Figure 3.9: Circuit of the OR gate.

A NOR gate is an OR gate with an additional inverter at the output, which is

equal to the circuit in Figure 3.9 when the inverted and non-inverted output ports

Q and Q are flipped. The same applies to the AND gate.

The XOR Gate

The circuit in Figure 3.10 realises the XOR function. The XNOR function is

realised by flipping the output ports of the circuit.

Equation 3.16 describes the XOR function in disjunctive normal form and with

the XOR symbol. The output Q is true if one of the two inputs is true, while the
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I0
I1 I1

I0

Q
Q

ISS

R R

VSS

VDD

T1 T2 T3 T4

T5 T6

Figure 3.10: Circuit of the XOR gate.

other input is false.

Q = I0 · I1 + I0 · I1 = I0 ⊕ I1 (3.16)

3.3.3 A Flip-Flop in CML

A flip-flop is a circuit which allows the storage of a logic state. Flip-flops are

used in an ADC to perform the logic decision after the comparator stage (cf.

Section 4.2) and for data synchronisation (cf. Section 4.4). A synchronous flip-

flop usually has an input, an output and a clock port. The data is typically stored

with the rising edge of the clock signal or, in other words, at the time instant

that the clock signal changes from low to high.

There are two important timing restrictions for the input signals that must be

met for reliable operation of a flip-flop. These are the setup and hold times. The

setup time is the minimum time that a stable signal must be applied at the input

of a flip-flop before it is stored with a clock edge. The hold time is the minimum

time that the input signal must be stable after a clock edge. If the setup time or

hold time are violated, the flip-flop may fall into what is called a metastable state.

The setup and hold times can be estimated by simulations or measurements.
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In an asynchronous system metastability cannot be avoided. In a decider circuit,

for example, metastable states occur because the output signal of a comparator

may be close to the common mode voltage, which is not defined in a digital

system. A flip-flop leaves the metastable state within a short time, which can be

estimated, for example, by a simulation. One method to avoid metastable states

at the input of a logic circuit is to use two series-connected flip-flops. If the first

flip-flop enters a metastable state, it will have a full clock period to leave this state

and make a decision in favour of a valid logic level. Thus, if the flip-flop leaves

the metastable state within a clock period, the following flip-flop will contain a

valid logic value [28, 29].

In CML, a flip-flop is built with two series-connected latches as illustrated in Fig-

ure 3.11. The clock signal of the first latch must be inverted, which corresponds

to a crossing of the differential clock inputs.

Q

2

I

I

Q

Q Q

I

I

Q

Q

I

I
clk

Figure 3.11: Block diagram of a flip-flop.

The circuit of the latch is shown in Figure 3.12. With a high level of the clock

signal, the left transconductance amplifier (T1, T2) is turned on. In this state,

the output of the latch follows the input signal. In other words, the latch is

transparent while the clock signal is high. When the clock signal changes to low,

the second transconductance (T3, T4) is turned on and the left transconductance

amplifier is now turned off. In this state, the latch is in a self-holding mode

because the input of the second transconductance is connected to its output.

The latch holds the last logic input value that was present during the transparent

mode before the clock was switched. A change of the input signal will not affect

the output of the latch in this state.

The difference between a latch and a flip-flop is that the output of a latch follows

the input signal the entire time that the clock signal is active (logic high). In

contrast, a flip-flop changes its output state only with the rising edge of a clock

signal.
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Figure 3.12: The latch circuit.

3.3.4 Current Source

The circuit of the current source used in each CML circuit is shown in Figure 3.13

together with the symbol for the current source. For simplification purposes, the

input Vref is not depicted in the symbol of the current source. Vref is connected

to a current mirror, which is used to adjust the current of all CML circuits.

ISS

VSS VSS

Vref

Figure 3.13: Symbol (left) and circuit of the current source (right).

The circuit of the current mirror is shown in Figure 3.14. The current through

transistor T2 is mirrored to the current sources in the CML circuits since the gate-

source voltage is the same for all current sources connected to Vref . The resistor

R2 determines the input current, which is mirrored into the current sources of

the connected CML gates. Resistor R1 is used to adjust the bias current through

an external control voltage.
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Ib

VSS

Vref

R1

R2

VDD

T2

T1

Figure 3.14: Bias circuit.

If all related transistors have the same channel length, the current, which is

mirrored into a CML gate, can be calculated using equation (3.17), where WCML

is the width of the current source transistor in a CML gate, WT2 is the width of

transistor T2 in the bias circuit and Ib is the reference current. This equation is

an approximation because the channel length modulation is neglected [22, 27].

ICML ≈ Ib ·
WCML

WT2

(3.17)

Output Resistance

The characteristic value of a current source is its output resistance. To achieve a

lower sensitivity to supply voltage variations, a large output resistance is desired

for a current source. Transistor T1 improves the output resistance of the bias

circuit in Figure 3.14 by the factor gm1rds1 as expressed in (3.18), where gm1 and

rds1 correspond to the small signal transconductance and output resistance of T1

and rds2 corresponds to the output resistance of T2 [22].

rout ≈ gm1rds1rds2 (3.18)
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3.4 Analogue Circuits for High-Speed CMOS

A/D-Converters

In general, an ADC can be separated into two parts, the analogue front-end and

the digital back-end. The analogue front-end typically contains linear amplifiers,

transfer gates and a comparator circuit. In the following, these building blocks

are described.

3.4.1 The Linear Amplifier

The circuit of the differential amplifier is introduced in Section 3.3.1. The transfer

curve in Figure 3.8 shows good linearity around the zero transition. From (3.11),

it is inferred that, if the factor βn

4ISS
V2

in is considerably smaller than one, the

transfer curve is linear and can be simplified to (3.19). Thus, the linearity of the

differential amplifier can be improved with a large current ISS.

Vout =
√

βnISS ·R · Vin (3.19)

The parameters of two identical transistors in an integrated circuit show a random

variation after the fabrication process. This is called a device mismatch [30]. The

mismatch is responsible for the input referred offset voltage of an amplifier. The

transfer curve of an ideal amplifier is a straight line through the origin. In a

fabricated amplifier circuit, the input offset voltage shifts the zero crossing of the

transfer curve due to a mismatch between the transistors in the transconductance

amplifier. Since the mismatch affects all transistors, each amplifier on a chip will

have a different offset voltage. A more detailed description of the input referred

offset voltage is provided in Section 4.2 for the actual implementation of the

quantisation stage. In a time-interleaved ADC, the offset voltage introduces

additional spurs as described in Section 2.4.
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3.4.2 The Track and Hold Circuit

The sampling of the input signal is realised with the track and hold circuit. The

track and hold circuit keeps the input voltage constant during the low phase of

a clock signal. It is usually realised with a transistor which operates as a switch

and a hold capacitance, as shown in Figure 3.15.

clk

VoutVin

Ch

Figure 3.15: The sampling switch.

The transistor operates in the triode region when the switch is turned on. The

on-resistance in (3.20) is obtained from the small signal analysis [17, 22].

ron ≈
1

β(VGS − Vth)
(3.20)

The on-resistance and the hold capacitance Ch form a low pass, which limits the

input bandwidth of an ADC. Switching off the transfer transistor in the track and

hold circuit leads to a change in the hold voltage. The reason for this is that the

capacitance of the transistor channel changes when the transistor is turned off, as

described in the large signal analysis in Section 3.1.1. This can be compensated

by dummy transistors. The effect is called charge feed-through effect or the clock

feed-through effect [17].

Figure 3.16 shows the compensated differential track and hold circuit. The

dummy transistors (T1,T3,T4,T6) are added at both sides of the transfer gate,

which exhibit a width that is half the width of the switching transistors (T2,T5).

3.4.3 The Differential Comparator

A comparator has two analogue inputs and a digital output. The two input

voltages are compared with each other. If the input voltage applied to the first

input port is larger than the input voltage of the second input port, the output

voltage is high; if the input voltage at the first input port is smaller, it is low.
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clk

T1 T2 T3

T4 T5 T6

Figure 3.16: Compensated differential track and hold circuit.

The circuit of the differential comparator is shown in Figure 3.17. The differen-

tial comparator is realised with two transconductance amplifiers, which use two

common load resistors to add the output currents of the transconductance ampli-

fiers. The amplification of this type of comparator is in the range of one because

a higher amplification reduces the bandwidth of the comparator. To increase the

overall gain of the comparator, additional CML amplifiers must be connected to

the output of the comparator.

I0
I0

Q

Q

I1
I1

ISS ISS

VSS VSS

VDD

R R

T1 T2 T3 T4

Figure 3.17: Comparator circuit.

Besides the limited gain, a comparator also suffers from the input offset voltage

as described for the linear amplifier in Section 3.4.1. The offset errors introduce

a non-linearity in the transfer characteristic of the flash ADC.
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4 The ADC Architecture

The architecture of the time-interleaved flash ADC designed is shown in Fig-

ure 4.1. The input Vin is connected to four ADCs which operate in parallel. The

clock signals of the ADCs have a 90-degree phase difference between each other.

Therefore, the architecture realises an analogue demultiplexer by a factor of four.

The necessary clock signals are generated by a four-phase clock divider. The four

clock phases are chosen in a way that allows equidistant sampling instants for

the TIADC to be obtained.

Each ADC channel contains a sample and hold circuit, a quantiser and decider

and a binary encoder. The quantiser and decider circuit performs the quantisation

of the sampled input signal by means of a comparator stage. A subsequent

flip-flop stage performs the digital decision. The resulting thermometer code is

encoded into the binary code by means of a 1-of-7 priority encoder. Finally, all

four channels are synchronised by a three-step synchroniser to allow synchronous

data output from all four channels.

1 0 1
1 1 0
0 0 1

Sample & Hold Quantizer & Decider Binary Encoder Synchro-
nizer

4-Phase Clock 
Dividerclk

Vin

:2

Figure 4.1: Block diagram of the 3 bit ADC.
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4.1 Sample and Hold Circuit

The block diagram of the demultiplexer is shown in Figure 4.2. It is built using

four sample and hold circuits (S&H), CMOS clock drivers (CKD), two bootstrap

circuits and a 50 Ohm input termination. The CMOS clock drivers are used to

obtain a higher voltage swing compared to CML-drivers. The bootstrap circuit

is used to increase the voltage levels of the clock signal. The higher voltage swing

and increased voltage levels are necessary to minimise the on-resistance of the

transfer gates, this maximises the input bandwidth of the ADC as described in

Section 6.3.

Bootstrap

V in

2

clk1

50

Bootstrap

CH1

CH2

CH3

CH4

clk1

clk2

clk2

2

S&Hclk
V in Vout

clk

2

S&Hclk
V in Vout

clk

2

S&Hclk
V in Vout

clk

2

S&Hclk
V in Vout

clk

CKD 

CKD 

CKD 

CKD 

Figure 4.2: Block diagram of the analogue input stage.

The sample and hold circuit in Figure 4.3 is built using a track and hold circuit,

a linear open loop amplifier and a second track and hold circuit. The track

and hold circuits are compensated for clock feed-through by means of n-channel

transfer transistors as described in Section 3.4.2. The first track and hold circuit

is only compensated at the output side. This reduces the input capacitance of

the analogue ADC input. It is sufficient because the input signal is fed from a

low impedance input.

The second track and hold circuit is compensated at the input and output side.

The hold capacitances of both track and hold circuits are composed of the para-

sitic capacitances of the connected transistors and wiring capacitances.
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V2

clk

clk

1st Track and Hold Linear Amplifier 2nd Track and Hold
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V1

Vo2

Vo1

Figure 4.3: Sample and hold circuit.

The unity gain linear amplifier is realised as described in Section 3.4.1. It is

used to drive the capacitive load of the second track and hold circuit and the

succeeding comparator stage in the quantisation circuit. In order to achieve a

resolution of 3 bit the THD must be below -20 dB in the whole Nyquist range.

In the simulations, even a THD below -24 dB is achieved. The linearity of the

amplifier is optimised for a differential input voltage range of 800 mV from peak-

to-peak.

4.2 Quantisation Circuit

The quantisation circuit is shown in Figure 4.4. It is realised by means of seven

comparators. The reference voltages for the comparators are generated by a re-

sistive reference ladder. At each comparator output, five series-connected CML

amplifiers are used to increase the gain of the comparators. The gain of a com-

parator is approximately one and the gain of the amplifier stage is approximately

eight. The digital decision is performed by two series-connected flip-flops, which

are connected to the outputs of the amplifier stage. As explained in Section 3.3.3,

the series-connected flip-flops are necessary to avoid meta-stable states at the out-

put of the decider circuit.

The mismatch of the transistors in the comparators reduces the linearity of the

ADC transfer curve. The matching properties of CMOS transistors and CML

inverters are investigated in [30, 31, 32] and summarised below to give an un-
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Figure 4.4: Block diagram of the quantiser and decider circuit.

derstanding of the problem. The mismatch of a transistor pair can be described

with a normal distribution. The standard deviation of the offset voltage σVT is

proportional to the technology constant AVT and inversely proportional to the

square root of the transistor width W and the length L as expressed in (4.1). The

technology constant AVT is empirically determined by the technology vendor. For

technology nodes up to 130 nm CMOS, the matching was improved for each new

node. For these technologies the matching improvement is, in a very good ap-

proximation, inversely proportional to the gate oxide thickness. In contrast, with

regard to the latest technology nodes with structure sizes below 130 nm, no signif-

icant improvements have been reached in the matching properties. Therefore, the

gate oxide thickness is not the only factor that has an influence on the technology

constant.

σV T =
AV T√
WL

(4.1)

According to (4.1), the transistor width W is the only parameter that can be

used to control the offset voltage in a given technology. The transistor length

is fixed to the minimum allowed length Lmin to maximise the switching speed of

the transistor. According to (4.1), the transistor width W must be increased by
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a factor of four to halve the standard deviation of the offset voltage of a CML

inverter.

The differential comparator is made up of two differential amplifiers which are

shorted at the output, thus compared to a CML amplifier, the standard deviation

of the offset voltage is increased by the factor
√
2 as shown in (4.2). The equation

is valid since the output voltage of the comparator is equal to the sum of the

output currents of the transconductances of two differential amplifiers multiplied

with the load resistance (see Section 3.4.3). Therefore, the variance σc of the offset

voltage of the comparator is equal to the sum of the variances σi of the offset

voltage of the differential amplifiers. The variances of the offset voltages of the two

differential amplifiers are equal if the transistors have the same dimensions, thus

σ2
i1 = σ2

i2 = σ2
i . The mismatch of the load resistors can be neglected compared to

the mismatch of the transistors, if the resistor area is chosen properly. A larger

resistor area improves the matching, with the drawback of a higher parasitic

capacitance to the substrate.

σc =
√

σ2
i1 + σ2

i2 =
√

2σ2
i =

√
2
AV T√
WL

(4.2)

To calculate the standard deviation σca of the offset voltage of the complete

comparator circuit, the series-connected amplifiers must also be considered. The

standard deviation of the offset voltage can be calculated by means of (4.3),

where σc is the standard deviation of the comparator offset voltage, σa is the

standard deviation of the amplifier offset voltage, j is the number of amplifier

stages, and Acp and Aa correspond to the gain of the comparator and amplifier,

respectively [30].

σca =

√

√

√

√σ2
c +

(

σa

Acp

)2

+

j−1
∑

n=1

(

σa

Acp · Aj
a

)2

(4.3)

From (4.3), it is concluded that the largest contribution to the total offset volt-

age is caused by the comparator and the first two amplifiers. The offset of the

following amplifiers can be neglected if the gain of the amplifier stages is larger or
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equal to two and the transistors in the amplifiers have equal dimensions. Under

this condition, equation (4.3) is simplified to (4.4).

σoa∼ =

√

σ2
c +

(

σa

Acp

)2

·
(

1 +
1

A2
a

)

(4.4)

The impact of the mismatch can be reduced by either increasing the transistor

width or by using an additional calibration circuit that can compensate for the

offset voltage. Increasing the width of a transistor decreases the bandwidth of a

CML circuit as shown in equation (3.12) in Section 3.3.1 since the transistor width

is proportional to the parasitic capacitance of a transistor. The load resistance

can be reduced to keep the bandwidth constant. This requires a higher power

consumption to keep the output amplitude constant. Thus, there is a trade-off

between the power consumption and the offset of an amplifier.

Using a calibration circuit also reduces the bandwidth because additional transis-

tors must be added to compensate for the offset voltage. Depending on the actual

circuit, the influence can be kept at a minimum (in the range of a few percent).

However, a calibration circuit also requires additional registers to store the cali-

bration data. Furthermore, a data bus that is able to address the configuration

registers must be developed. This requires an enormous effort in a full-custom

design which is not reasonable for a first prototype.

To conclude, the comparator has the greatest impact on the input referred offset

voltage. A low comparator offset voltage and a high comparator gain are ideal.

Since it is impossible to realise a high comparator gain and to maintain a large

bandwidth, the amplifiers must also be optimised for a low mismatch. If calibra-

tion is not used in the comparators, the only way to reduce the offset voltage is

to increase the transistor width.

4.3 Thermometer-to-Binary Encoder

For realization of the encoder circuit, the comparator offset voltage must be

considered, to avoid bubble errors. A bubble error in a thermometer code refers

to a single or a sequence of logic zeros surrounded by one or more logic ones. This
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must be prevented because it is not defined in the thermometer code. A bubble

error occurs, for example, if the switching threshold of a comparator with a lower

significant digit is shifted, due to the comparator offset, above the switching

threshold of a comparator with a higher significant digit [33, 34].

The offset voltage of the comparator stage is calculated to 17 mV by means of

equation (4.3), the transistor parameters and the technology constant are taken

from the design rule manual of the CMOS technology used. This is a 3 sigma

distance to LSB/2 (50 mV). Thus, 99.7% of the comparators have an offset volt-

age which is smaller than 50 mV. Considering that the ADC is a prototype,

this is found to be sufficient to omit the circuit for the bubble error correc-

tion because the probability of bubble errors occuring on an ADC chip is below

1− 0.9974·7 = 8%. The four refers to the number of ADCs and the seven refers

to the number of comparators. As this is a worst case approximation, it is con-

cluded, that in at least 92 out of 100 ADC chips no bubble errors occur. A

good method to check for bubble errors in a fabricated chip is to measure the

transfer curve of the ADC. If bubble errors occur, the transfer function is not

monotonically increasing.

In the encoder, a 1-of-7 priority encoder generates seven select signals, which are

encoded by means of OR-gates into a 3 bit binary code. The truth table of the

priority encoder is shown in Table 4.1. The logic functions are summarised in

(4.5). The input signals of the priority encoder are labelled with I0..I6 and the

output signals with A0..A6.

Table 4.1: Truth table of the priority encoder.
I0 I1 I2 I3 I4 I5 I6 A0 A1 A2 A3 A4 A5 A6

0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0 0 0 0 0
1 1 0 0 0 0 0 0 1 0 0 0 0 0
1 1 1 0 0 0 0 0 0 1 0 0 0 0
1 1 1 1 0 0 0 0 0 0 1 0 0 0
1 1 1 1 1 0 0 0 0 0 0 1 0 0
1 1 1 1 1 1 0 0 0 0 0 0 1 0
1 1 1 1 1 1 1 0 0 0 0 0 0 1
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A0 = I0 ⊕ I1

A1 = I1 ⊕ I2

...

A5 = I5 ⊕ I6

A6 = I6

(4.5)

The truth table for the binary conversion is shown in Table 4.2 and the logic

functions of the binary encoder are summarised in (4.6). The input signals of the

encoder are labelled A0..A6 and the three-bit binary output signals with Q0..Q2.

Table 4.2: Truth table of the binary encoder.
A0 A1 A2 A3 A4 A5 A6 Q0 Q1 Q2

0 0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 1 0 0
0 1 0 0 0 0 0 0 1 0
0 0 1 0 0 0 0 1 1 0
0 0 0 1 0 0 0 0 0 1
0 0 0 0 1 0 0 1 0 1
0 0 0 0 0 1 0 0 1 1
0 0 0 0 0 0 1 1 1 1

Q0 = A0 + A2 + A4 + A6

Q1 = A1 + A2 + A5 + A6

Q2 = A3 + A4 + A5 + A6

(4.6)

The circuit realization is depicted in Figure 4.5. On the left-hand side, the priority

encoder is realised with six XOR gates and one CML amplifier. The encoding

of these signals into the binary code is realised by means of nine OR-gates. The

regular structure of the circuit ensures equal delays for all paths. A delay between
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the signals would reduce the maximum possible clock rate of a flip-flop because

it must be ensured that all signals meet the setup time of the flip-flops.

I0

I1

I2

I3

I4

I5

I6

Q0 Q1 Q2

=1

=1

=1

=1

=1

=1
>1 >1 >1 >1 >1 >1

>1 >1 >1

Figure 4.5: Thermometer-to-binary encoder.

4.4 Synchronization Circuit

To realise a clock synchronous interface for a subsequent digital signal processing

unit, a synchronisation circuit has been developed. The circuit in Figure 4.6

is used to synchronise the binary output signal of the four ADC channels to a

common clock phase.

Ch1
Ch1

Ch2
clk_0°

Ch2

Ch3

clk_90°
Ch3

Ch4

clk_180°

Ch4

clk_0°

clk_90°

clk_0°

Figure 4.6: Digital output synchronisation.

The phase difference between channel one and four is 270 degrees. Flip-flop stages

are used to shift the data in 90-degree steps, resulting in a synchronisation of the
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two channels after three flip-flop stages. Shifting of the data phase is realised

by clocking a flip-flop with a clock signal that is 90 degrees ahead of the data

clock.

The phase shift between channel one and two is 90 degrees and the phase shift

between channel one and three is 180 degrees. Therefore, channel two is shifted

only once and channel three twice. In these channels data synchronous flip-

flop stages are used to maintain all four channels synchronously after the phase

synchronisation.

Although the data synchronisation can be realised in a more power efficient man-

ner by means of latches, flip-flops are, as described below, better in this case. In

Figure 4.7, the timing diagram of a latch-based and flip-flop based synchronisa-

tion circuit is shown. In this example, a phase shift of 270 degrees is realised by

means of three latch stages and three flip-flop stages, respectively. The output

signal of the first latch/flip-flop is the input signal of the second latch/flip-flop

and so on. The clock signals (clk 0◦, clk 90◦) of the first two latches/flip-flops are

also included in the diagram.

To realise the data synchronisation, the clock signals between two series-connected

latches and two series-connected flip-flops, respectively, exhibit a delay of 90 de-

grees. This corresponds to 1/4 · T, where T is the period of the clock signal. The

waveform of the output voltage of a CML latch exhibits a charging and discharg-

ing characteristic of an RC low-pass (cf. Section 3.3.1). The output voltage slope

of a latch is determined by its load resistance and its parasitic capacitance at the

output.

As illustrated in the diagram, the output amplitude is attenuated after each latch.

The main reason for this effect is that the output of a latch does not reach the

full output voltage range within the available high period of the clock signal. As

shown in the diagram, the output voltage of latch 1 has reached a value of less

than half of the maximum output amplitude. The second latch follows this signal

with the same delay.

This effect occurs at a high clock frequency when the settling time of the latch is

equal to or higher than half of the period of the clock signal. To avoid this, flip-

flops are used. As mentioned before, a flip-flop is built using two series-connected
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Figure 4.7: Timing diagram of a latch-based and flip-flop-based synchronisation
circuit.

latches. The second latch operates with the inverted clock with respect to the

first latch. While the first latch follows the input signal, the second latch is in

hold mode. After a clock transition, the first latch is in hold mode and the second

latch follows the output of the first latch. Thus, the output signal is delayed by

means of the flip-flop by T/2, which is effectively the additional time obtained

for the signal regeneration. This allows a reliable operation at a higher clock

frequency compared to a latch-based synchronisation circuit.
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4.5 Clock Divider Circuit

The block diagram of the static clock divider which is realised by using two CML

latches is shown in Figure 4.8. The circuit divides the input clock (clk) by a

factor of two.

CML-to-
CMOS

clk1

2

clk1

clk
I

I

Q

Q CML-to-
CMOS

CML-to-
CMOS

CML-to-
CMOS

clk2

clk2

I

I

Q

Q

Figure 4.8: Clock divider circuit.

To increase the switching speed with a large capacitive load at the output of

the clock divider flip-flops, additional drivers are necessary. For this purpose,

four series-connected CML inverters are used. The dimensions of the first CML

inverter in the chain are rather small to keep the parasitic capacitance small

at the outputs of the latches. This maximises the operating speed of the clock

divider. The size and as a consequence also the power consumption of the CML

inverters is also doubled after each amplifier stage. With this approach, the

driving capability of the circuit is increased with each amplifier stage.

The differential output signal of the CML inverters is converted by the CML-to-

CMOS conversion circuit in Figure 4.9 to a CMOS output signal. The circuit is

built using two CMOS inverters (CI) and a DC-biased CMOS inverter (T1/T2),

which is connected between the output of the first CMOS inverter and the input

of the second CMOS inverter.

The DC-biased CMOS inverter allows the duty-cycle to be adjusted by shifting

the switching point of the second CMOS inverter in either direction. By tuning

the voltage Vadj, the duty cycle can be adjusted to 50 %.
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Figure 4.9: CML-to-CMOS conversion circuit.

The output of the CML-to-CMOS conversion circuit is buffered with a CMOS

driver chain. The driver chain is built using eight series-connected CMOS invert-

ers. After each CMOS inverter, the transistors are enlarged by a factor of 1.4.

This minimises the increase of the capacitive load for each CMOS inverter and

allows a large capacitive load to be driven at the output of the chain.

In Figure 4.8, the phase shift between the clock signal clk1 and clk2 is T/4, where

T is the period of the clock signals. Thus, a four-phase CMOS clock signal is

obtained at the output of the clock divider circuit since clk1/clk2 are the inverse

signals of clk1/clk2.

4.6 Bootstrap Circuit

The bootstrap circuit is shown in Figure 4.10. The circuit provides the clock

signals for the transfer gates of the sample and hold circuit. The input signals

clk and clk are both fed from the CMOS driver chain in the clock divider circuit.

Vb

clk

clk

clko

clko

C1

C2

Cp1

V1 V2

Cp3

Cp2

Cp4

T1 T2

Figure 4.10: The bootstrap circuit.
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The purpose of the bootstrap circuit is the generation of a voltage which is higher

than the supply voltage. The clock signals clk and clk operate in phase opposition.

Assuming that the voltage V1 is in the low state of the clock signal “clk” equal to

zero volts, C1 is charged to Vb by means of transistor T1 due to a high potential

at the gate of this transistor. When the clock signal “clk” switches to the high

state, the voltage V2 exceeds the input voltage V1 by the bootstrap voltage Vb.

This only applies to the ideal case when the parasitic capacitance Cp2 is zero

because Cp2 forms together with the capacitor C1 a voltage divider. The output

voltage V2 of this voltage divider is calculated in (4.7), where ∆V1 is the input

voltage swing [35]. For symmetry reasons, the output swing of output clko is the

same. To achieve the largest possible voltage swing, Cp2 must be small compared

to C1. In this application, Cp2 depends on the gate capacitance of the sample

and hold circuit as well as its parasitic wiring capacitance. Therefore, C1 must

be sufficiently large e.g. C1 = 10 Cp2.

V2 = ∆V1 ·
C1

C1 + Cp2

+ Vb (4.7)

The capacitance Cp1 is the parasitic capacitance to the substrate of capacitance

C1. In the layout only metal-to-metal capacitors are available. Therefore, the

capacitor plate close to the substrate must be connected to the input port, in

order to ensure that Cp1 is at the input of the circuit. Otherwise, the output

amplitude of the circuit will not reach the desired value because Cp1 and Cp2

would add up to a larger parasitic output capacitance.

The drawback of the entire circuit is a relatively high area requirement, in com-

parison with the sample and hold circuit itself. The reason is that on the one

hand, capacitance C1 is relatively large in order to realise the required voltage

swing. On the other hand, the large parasitic capacitance Cp1 also requires a

relatively large input driver to achieve a low rise time at the output clko.

4.7 Layout Implementation

The floorplan of the ADC core is shown in Figure 4.11. The floorplan reflects the

actual size of the components realised on the ADC chip. The core size is about

400x400µm2. All four channels are placed close to each other to minimise the
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length of the wiring. A wire realises, due to its intrinsic resistance and capacitance

to the substrate, a low pass filter. To avoid a performance limitation due to a

bandwidth problem, short wires are used for the interconnection of the ADC

building blocks.
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Figure 4.11: Floorplan of the ADC core.

The differential analogue input signal is connected by means of a matched mi-

crostrip transmission line to the 50 Ohm termination resistors. From these resis-

tors the input signal is connected to the input of the sample and hold circuits

using equally long lines. These ”T-shaped” lines ensure that the signal delay from

the 50 Ohm termination resistors to the input of all four sample and hold circuits

is the same. The CMOS clock drivers for the sample and hold circuit are very

large compared to the sample and hold circuit itself in order to provide enough

driving capability.
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Each ADC core is built as a kind of “horizontal stack”, starting with the sample

and hold (S&H) circuit and ending with the thermometer-to-binary encoder. The

clock drivers which are located beside each ADC core exhibit the same delay as

the signal path. The purpose is to maximise the setup time of the flip-flops in

the signal path. The synchronisation circuit is placed close to the outputs of

the four ADC channels. The necessary clock signals are obtained from the ADC

channels.

Figure 4.12 shows the floorplan of the ADC chip. The core is placed close to the

pads connected to the analogue input of the ADC to minimise the attenuation

of the input signal. The clock divider is placed in the right lower corner of the

chip to minimise the influence on the ADC core. All clock lines originating from

the clock divider must exhibit the same length to maintain the phase shift of 90

degrees between the clock signals. This is realised with an additional loop in the

shorter clock lines.

The digital output signals of the four channels are wired to the output pads on

the left and right side of the chip. Due to the relatively large distance of up

to 2 mm between the ADC core and the output pads, intermediate buffers are

used to avoid the use of transmission lines. In this frequency range and for this

wiring distance, transmission lines are necessary to avoid signal reflections. The

issue with the transmission lines is the large space requirement, especially when

a phase difference must be avoided since it is difficult to wire them with an equal

length when starting at the ADC core. With the intermediate drivers, the largest

wire is about 1 mm long.

The first intermediate line driver stage is built using three series-connected CML

amplifiers per lane. The clock signal is distributed to both sides of the chip and

also amplified in the first buffer stage with three CML amplifier stages to realise

the same delay as in the data path. In the next stage, the signals are split into

an upper and lower buffer stage with preceding re-sampling. The output of this

buffer stage is re-sampled again in the actual output driver, which is placed next

to the output pads. After re-sampling, the signal is amplified using five CML

inverters which are designed to drive a 50 Ohm load.

The ADC chip exhibits two clock outputs. The lower clock output provides a

data synchronous output clock, whereas the upper clock output provides a half-
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Figure 4.12: Floorplan of the ADC.

rate clock. Thus, both full-rate and half-rate data transmission is supported. On

the top of the chip, the two reference voltages (V1, V2) and the bootstrap voltage

(Vb = V3) must be applied. Additionally, some control inputs are available to

adjust the bias of the CML circuits (V4, V5, V6) and the duty cycle (V7, V8) of

the sampling clock.

Blocking capacitors are placed in the free space between the ADC core and the

upper pads as follows: 250 pF are used to block the supply voltage, 30 pF are

used to block the reference voltages and 60 pF are used to block the bootstrap

voltage and the bias inputs.
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5 The Measurement Environment

This chapter deals with the measurement environment and measurement setup.

In the first section, an FPGA-based measurement environment is described in

detail starting with an overview of the digital system implemented in the FPGA.

Subsequently, the components of the design are explained with a focus on the

high-speed interfaces of the FPGA, which are used to interface the 3 bit ADC

developed in this work.

The FPGA puts certain limits on the measurement, which are discussed in the

following section in terms of the pros and cons of an FPGA-based measurement

versus a measurement with a 4-channel real-time scope.

In the last section of this chapter, the measurement setup is described in detail.

Special attention is given to the RF board which contains the ADC. The layout

of this board, the mechanical setup and the frequency response are described in

detail. Furthermore, the additionally used measurement equipment, the realisa-

tion of the power supply and the algorithms that are necessary for evaluation of

the measurement data, are explained.

5.1 The FPGA-based Measurement System

The key component of the FPGA-based measurement system is the RocketIO

Characterisation Platform ML423 [36] by Xilinx, which is shown in Figure 5.1.

The board is equipped with the Xilinx Virtex4 FPGA XC4VFX100 [37].

The board provides 20 high-speed transceivers called RocketIO transceivers [38].

Each transceiver contains a differential transmitter and a differential receiver

which can operate up to a data rate of 6.5 Gbit/s. Twelve of these receivers are

connected to the 3 bit ADC in order to capture its output data. The digital
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Figure 5.1: The Xilinx FPGA-board ML423 [37].

design, which is implemented in the FPGA and realised in VHDL, is described

in the following subsection.

5.1.1 The VHDL Design

The block diagram of the VHDL design is shown in Figure 5.2. The design is

split into seven blocks and two clock domains. The 50 MHz clock domain is used

for the internal data bus. The high-speed clock domain is used for the data

transmission with the RocketIO interfaces. The receivers use a 32 bit data bus,

which provides the data received from a single high-speed lane. Therefore, the

internal clock rate is 1/32 of the data transmission rate. The same applies for the

transmitters, which use a 32-to-1 serialiser to realise the high data transmission

rate.

The internal data bus is used for the communication with a personal computer

(PC) by means of the serial bus RS232 [39]. This allows control of the measure-

ment environment and transfer of the measurement data. The RS232 protocol
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Figure 5.2: Block diagram of the VHDL design.

is decoded in the serial interface unit. An overlying proprietary protocol is de-

coded in the protocol decoder unit. The proprietary protocol allows the data

to be transferred to a specified data address and a specified hardware address.

The units in the design are each addressed with a unique hardware address, so

that they can be differentiated from each other. Communication with the PC

is organised according to the master-slave principle, in which the PC acts as

master.

The gigabit interface block contains the RocketIO transceivers. The receive unit

contains random access memories (RAM), which allow storage of the measure-

ment data. The same applies for the transmit unit, which uses RAMs for the

storage of data intended for transmission via the RocketIO interface. Each receive

and transmit unit in the design is associated with a specific RocketIO transceiver.

Therefore, the number of instantiated receive and transmit units must correspond

to the number of RocketIO receivers and transmitters used.

Control of the measurement flow is specified in the measurement control unit.

The transceivers make it possible to adjust some of its internal parameters, like

the sampling instant for the incoming data. The transceiver configuration unit

provides access to this control port, which is called the dynamic reconfiguration
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port (DRP). A detailed description of these blocks is provided in the following

subsections.

The Receive Unit

The block diagram of the receive unit is shown in Figure 5.3. The incoming data

from the RocketIO receiver is stored in the RAM, which is implemented as a dual

port RAM. This kind of RAM has two independent clock, address and control

inputs, thereby allowing simultaneous reading and writing of the data.
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Figure 5.3: Block diagram of the receive unit.

The storing process is started when the signal start_measurement is set to logic

high. This signal originates from the measurement control unit, which activates

the signal when the appropriate command is received from the PC. The control

signal operates in the 50 MHz clock domain, as does the data bus, which includes

the address decoder and interface for reading data from the RAM. The finite state

machine (FSM), which controls the writing into the RAM, the write interface of

the RAM and the address counter, operate in the high-speed clock domain.

The sync unit is necessary for synchronisation between the 50 MHz and high-

speed clock domain, which is implemented by means of a dual-ranked flip-flop.

Dual-ranked flip-flops are two clock synchronous series-connected flip-flops. This

cascading prevents meta-stable states at the output of the synchroniser (see Sec-

tion 3.3.3).
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During the measurement process, the address counter of the block RAM increases

while the measurement data is being stored into the block RAM. The write

process is stopped when the unit “check free space” determines that the RAM is

fully written. This is realised by comparing the current write address with the

storage capacity of the RAM.

Data from the RAM can be read by means of the internal data bus. The FSM

which controls the read out flow is also implemented in the control unit. It

operates in the 50 MHz clock domain and is independent from the other FSM.

When a read request (bus_data_out_rq) is received from the protocol decoder,

the data in the block RAM is forwarded to the output data bus. The address bus

is used to address the block RAM directly, whereas the hardware address bus is

used to address a specific interface. When the data on the output data bus is

valid, the signal bus_data_out_av is set to logic high to indicate to the protocol

decoder unit that the data is available.

The Transmit Unit

The block diagram of the transmit unit is shown in Figure 5.4. An address

counter is used to read the content of the block RAM cyclically. The read data is

passed to a barrel shifter, which is used to shift the output data by one or more

bit positions. The barrel shifter, which allows data to be shifted up to 31 bits

with respect to a reference data channel, is used to synchronise the output data

of different RocketIO transmitters.

If this is not sufficient, then a 32 bit shift can be realised by stopping the address

counter for a single clock cycle. For data shifting in the opposite direction, the

value of the address counter can be increased by two. This process is controlled

manually by means of switches on the FPGA board and can be repeated until

the necessary data shift is achieved.

The content of the RAM can be updated arbitrarily during the operation using

the internal data bus as described for the receive unit.
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Figure 5.4: Block diagram of the transmit unit.

The Gigabit Interface

The RocketIO interface is embedded into the gigabit interface unit in Figure 5.5.

Besides the interfaces, the unit contains a reset logic, a clock phase synchronisa-

tion and instances for the reference clock inputs.

Lx32 bit

RocketIO 

Transceiver

1..max(K,L)

Lx3
2 b

it

1..max(K,L)

1..max(K,L)

Clock Phase 

Sync

1..L

rx clk(1..L)

rx data

rx clk
rx clk(1)

Kx32 bit Clock Phase 

Sync

1..K

Kx32 bit

tx data

tx clk(1) tx clk(1..K)
tx clk

Reset Logic

1..max(K,L)

Reference 

Clocks

re
f 
c
lk

(1
..
4

)

reset

RX in

TX out

MGT 
clk 
1..4

Figure 5.5: Block diagram of the gigabit interface.

Each RocketIO interface operates with a self-generated clock from an internal

phase locked loop (PLL) circuit. The PLL is locked to a reference clock signal

which must be provided from an external clock signal generator. To ensure the

correct functioning of the RocketIO interface, a reset procedure is implemented

according to the Xilinx specification. The reset is performed at the startup of
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the FPGA and if the PLL in the RocketIO interface loses the lock to the external

reference clock.

Due to the independent clock sources, which each RocketIO interface uses, the

output phase of the data from each interface is different. The clock phase syn-

chronisation allows a single clock signal to be used for the transmit and receive

units. This is realised with a dual rank RAM, which has a first in, first out

(FIFO) configuration.

The reference clock units provide the clock signals for the RocketIO interfaces.

The Virtex4 FPGA exhibits four reference clock inputs. The reference clock units

are used to assign the desired clock input to a RocketIO interface. Due to the

architecture of the FPGA, at least two inputs are necessary to supply more than

10 RocketIO interfaces with a reference clock signal.

Figure 5.6 shows the simplified block diagram of the Xilinx RocketIO interface,

which is a hard-wired component in the FPGA. It contains a serialiser, a deseri-

aliser, an encoder, a decoder, PLLs and a control interface (DRP).
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Figure 5.6: Simplified block diagram of the RocketIO interface [38].

The serialisers and deserialisers perform the serialisation and deserialisation be-

tween the internal 32 bit data bus and the serial high-speed link. The encoders

and decoders are intended for the use of standardised communication protocols.

In this design, a communication protocol is not used, therefore the encoders and

decoders are bypassed.

The external reference clock signal is used to generate the clock by means of the

integrated PLLs and clock dividers. For the receive channel, an integrated clock
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and data recovery circuit (CDR) can be used to optimise the sampling instant

for the incoming data. The CDR can compensate for phase shifts between the

reference clock and the incoming data under the condition that there is at least

one zero-one transition in a 64 bit data stream. Since this cannot be ensured for

the output data of the ADC, the CDR is deactivated to prevent losing the PLL

lock. This requires a manual adjustment of the ideal sampling instant by means

of the transceiver configuration unit and the DRP port of the transceiver [38].

The Transceiver Configuration Unit

The block diagram of the transceiver configuration unit is shown in Figure 5.7.

The unit allows the ideal sampling instant of the RocketIO receivers to be ad-

justed. It is separated into the following three blocks: a PRBS generator unit,

an error tester unit and a DRP module.

Figure 5.7: Block diagram of the Configuration Module.

The PRBS generator unit generates a deterministic pseudo random bit sequence

(PRBS). The generated PRBS data can be applied to the RocketIO transmitters

to realise a multi-channel PRBS generator. The implemented test patterns are

the same as in commercially available test pattern generators [40].

The bit error rate of a RocketIO receiver channel can be measured by means of the

error tester unit if a PRBS input signal is applied at the input of this channel.

For estimation of the bit error rate, the unit uses an internal reference PRBS

generator to compare the received signal with the internal reference signal. The

reference generator is initialised automatically with an arbitrary data vector from
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the receiver channel.The bit errors are counted by means of a binary counter. If

the bit errors exceed a previously defined error rate, a new arbitrary data vector

is chosen. At least one correct data vector is necessary to obtain a reliable bit

error rate measurement. The incoming data vectors from the RocketIO interface

have a width of 32 bit, thus at least 32 correct bits must be received. The bit

error rate is defined as the number of erroneous bits divided by the number of

received bits, therefore the bit error rate must be below 1/32 [41].

The optimisation flow for the sampling instant of the RocketIO interface is im-

plemented in the DRP module. The DRP module has access to the DRP bus of

the optimised RocketIO receiver. The ideal parameters for the sampling instant

adjustment is estimated with the brute force method. The value with the lowest

bit error rate is automatically set after an optimisation flow is finished. The

start of the optimisation flow is initiated by a command from the PC. After an

optimisation flow is finished, the bit error rate can be read out from the error

tester unit to verify the reliability of the receiver channel. An optimisation flow

for an interface lasts up to one second.

5.1.2 Data Synchronisation and Evaluation

Synchronisation of the data channels in high-speed parallel data buses is manda-

tory for correct interpretation of the data. The synchronisation method depends

on the architecture and coding of the channels. When a common communica-

tion standard is used in the channel coding, such as Infiniband or PCI Express,

autonomous synchronisation with the interfaces on the Virtex4 FPGA is possi-

ble [38]. Since implementation of a communication standard requires a complex

logic in the transmitter, this cannot be realised in a full custom chip design within

a reasonable time. Thus, synchronisation of the received data must be realised

in a different way.

To understand the synchronisation problem, a retrospective view of the archi-

tecture of the receiver in Figure 5.6 is necessary. As shown in the figure, each

RocketIO receiver uses its own PLL as a clock source, with the consequence that

all receivers exhibit a different clock phase. The second issue is the length of the
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RF wires on the FPGA board, which is not the same for different receivers. This

also results in a phase difference between the channels.

Another issue that is caused by the architecture of the interfaces is the reset

procedure of a RocketIO interface. It is impossible to perform a synchronous reset

of all de-serialisers in the interfaces because the duration of the reset procedure,

which is defined by the vendor, is not deterministic. This results in a difference

of multiple bits between the channels.

The phase shift can be corrected by means of the sampling instant optimisation,

which is implemented in the transceiver configuration unit. The multi-bit delay

between the channels is synchronised off-line. The delay between the channels can

be calculated because the input signal that was applied during the measurement

at the input of the ADC is known.

For characterisation of the dynamic performance of an ADC, a sinusoidal input

signal is applied at the analogue input of the converter. Subsequently, the SNDR

of the digitised sinusoidal input signal is calculated by means of a discrete Fourier

transform (DFT), which is performed on a PC. The data synchronisation is re-

alised by shifting all data channels until the SNDR is maximised. The input

signal frequency must be chosen in a way that ensures coherent sampling, so that

the fundamental signal energy and its harmonics fall within a single frequency

bin of the DFT spectrum.

To ensure coherent sampling, the relation in (5.1) must be used to calculate the

input signal frequency, where Dl is the length of the DFT, S is the signal bin,

fs is the sampling frequency and fsg is the input signal frequency. S must be an

odd number, Dl must be a power of two and fs is the sampling frequency of the

ADC.

fsg = S ·
fs
Dl

(5.1)

The parameter S also reflects the number of signal periods in a data stream with

Dl samples. If S is even, the period of the DFT would be effectively reduced

from Dl time instants to Dl/S time instants. This results in a lower accuracy of

the SNDR measurement because the number of different input voltages in this



5 The Measurement Environment 69

case is also reduced to Dl/S. Errors which occur only for a certain input voltage,

such as bubble errors, might not occur if the number of input voltages is too low.

Thus, if the input signal is not sufficiently randomised by means of a long DFT

period, the result of the SNDR measurement might appear to be better than it

actually is. In order to obtain a sufficiently randomised input signal, Dl should be

larger or equal to (5.2), where n is the nominal resolution of the ADC in number

of bits [18, 42].

Dl = 4 · 2n (5.2)

5.2 FPGA Versus Real-Time Scope Measurements

The 3 bit ADC in this work requires 12 high-speed interfaces with a data trans-

mission rate of 9 Gbit/s for operation at 36 GS/s. As mentioned above, the data

transmission rate of a high-speed interface in the Virtex4 FPGA is limited to

about 6.5 Gbit/s. This limits the FPGA measurements to about 25 GS/s.

The limited speed of the FPGA interfaces requires a different approach for a

measurement of up to 36 GS/s. A 4-channel real-time scope with a sampling rate

of 40 GS/s and a bandwidth of 16 GHz has been chosen to overcome the speed

problem of the interfaces [43].

Due to the limited number of scope channels, the ADC channels are measured

in four subsequent measurements. Therefore, only the single channel effective

resolution can be measured with the scope. The drawback of this measurement

method is the loss of phase information that occurs when only one channel is

measured. As shown in Section 2.4, the sampling instants must be equidistant

to achieve a high effective resolution with the TIADC. However, the timing error

between the channels cannot be estimated from the single channel measurements

because the other channels are not traced.

In contrast to the timing error, the gain and offset error can be estimated from

the results of the DFT of the individual channels. The variation of the signal

amplitudes is found in the signal bin and the variation of the offsets is found in

the DC signal bin [44].
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5.3 The Measurement Setup

The measurement setup is depicted in Figure 5.8. It contains an ADC board,

a level shifter board, the FPGA board ML423, two sinusoidal signal generators

and a DC power supply board.
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Figure 5.8: Measurement setup.

The ADC board contains the ADC which is intended for measurement. It is

described in detail in the next subsection.

The level shifter board is required to adapt the output levels of the ADC to

the FPGA input levels. The FPGA requires input voltage levels of around 1.5 V

above the output voltage levels of the ADC. For this purpose, twelve level shifters

[45], which can operate up to 10 Gbit/s, are mounted on the board.
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The power supply board is used to block the power supply of the ADC board

and generate the bias voltages for the ADC. All bias voltages are derived from

the power supply voltage of the ADC, which is supplied from a single voltage

source [46]. Resistive voltage dividers are used to generate these bias voltages.

The advantage of the voltage divider compared to additional power supply regu-

lators is that all voltages ramp-up together with the power supply voltage. This

prevents incorrect bias voltages from damaging the chip.

The analogue input signal for the SNDR measurement is generated by a sinusoidal

signal generator [47] and balanced with a 180 ◦-hybrid [48]. The amplitude is kept

constant at the maximum input voltage range over the measured frequency range

by compensating the losses of the input transmission lines up to the chip. The

required DC offset is realised by means of bias-tees [49].

The clock signal for the ADC board is generated by another sinusoidal signal

generator [50]. The clock generator is synchronised to the input signal generator

via the 10 MHz reference ports. The clock signal for the FPGA is provided by an

external clock divider [51], which is fed by the clock output of the ADC. Thus,

the whole system is clock synchronous to the clock generator.

The real-time output data from the ADC is captured by the FPGA for measure-

ments up to 25 GS/s. The measurements up to 36 GS/s are performed with a

real-time scope and three of the digital outputs are connected to the real-time

scope for this purpose. The captured data is transferred to a PC, where the data

synchronisation and data evaluation is performed.

Figure 5.9 contains an example of an FPGA measurement. The time domain

signal and the corresponding frequency spectrum, which is calculated by means

of a 128-DFT, are shown. The figure contains the results of a single channel

measurement at 4.48 GS/s. The input signal frequency is 4.935 GHz. Since the

input signal is in the third Nyquist band, the signal bin is found in the calculated

frequency spectrum at 4935MHz− 4480MHz = 455MHz.
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Figure 5.9: Single channel measurement result: Sampled signal and frequency
spectrum of a sinusoidal input signal with a frequency of 4.935 GHz
at a sampling rate of 4.48 GS/s.

5.3.1 ADC Board

The ADC chip is mounted on a Taconic RF-60A substrate [52] and bonded to RF

transmission lines, which are routed in a star-like layout. The assembled ADC

board is shown in Figure 5.10.

The dimensions of the board are 140x140 mm2. The RF connectors are SMD-type

connectors called SMP [53]. A 26-pole pin socket is used to connect the supply

and bias voltage inputs to the power supply board. SMD blocking capacitors are

placed about 20 mm left of the chip. The analogue input is on the right-hand

side. A Peltier element [54] is placed below the ADC to improve cooling of the

chip. The Peltier element is fixed to an aluminium body which is mounted below

the PCB. The aluminium body has a thickness of about 10 mm, it is used so that

the assembly is able to withstand mechanical stress.

The Peltier element is necessary to improve thermal coupling. Although vias

are placed directly under the ADC chip, this is not sufficient for several reasons.
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Figure 5.10: The ADC board which is used in the measurements.

Figure 5.11 shows a cut-out from the layout of the ADC board where the ADC

chip is placed. In this figure, the substrate is transparent, thus the lower layer

metallisation is visible.

One issue is that the vias are not filled, thus only 15–20µm copper cladding

improves the thermal conductivity of the PCB. The PCB itself has a very low

thermal conductivity of 0.54 W/m/K compared to copper which has 401 W/m/K;

the chip glue, which is necessary for fixing the ADC to the PCB, further degrades

the thermal coupling.

The metallised area below the ADC is also used for the negative power supply,

which is connected from the back side of the PCB. For this purpose, there is a

cut-out in the ground layer below the bias voltages. On the top layer, the ring

around the ADC realises the ground connection to the ground plane on the back

side of the PCB. The interconnection of the PCB and the ADC chip is realized

with wire bonding (Figure 5.12 shows the bonded ADC chip).

The ground ring allows a pitch of 150µm to be realised for the digital output bus,
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Figure 5.11: Layout cut-out from the center of the ADC board.

Figure 5.12: The bonded ADC chip.
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which is also the minimum pitch the manufacturer is able to achieve on the PCB.

Since the output configuration of the data bus is GSSG, every third bond on

the digital outputs is bonded to the ground ring. The pitch on the ADC chip is

100µm, therefore, this is a solution in order to adapt to the larger PCB pitch.

Cable and Board Attenuation

A constant input amplitude over the input frequency range is important for ac-

curate characterisation of the ADC. An amplitude that is too low results in a

decrease of the effective resolution because the full input voltage range of the

ADC is not used. With half the input amplitude (-6 dB), for example, only

half of the comparators are used, thus the resolution decreases by one bit. If

the input amplitude is too high, additional harmonics lead to a decrease of the

effective resolution; this effect is called clipping. When clipping occurs, the si-

nusoidal input signal becomes a square-like signal, thus uneven signal harmonics

are generated.

To obtain a constant input amplitude over the input frequency range at the

input of the ADC, a flat frequency response of the PCB, measurement cable

and connectors should be maintained. Since it is impossible to maintain a flat

frequency response up to an input signal frequency of 20 GHz, the input power

must be adapted to the signal attenuation. For this purpose, the frequency

response of the cables and the PCB is measured with an S-parameter analyser.

In Figure 5.13, two measurement setups are shown. In the first setup, the S-

parameters of the microstrip lines [55] on the PCB are estimated. Fur this pur-

pose, a GSGSG RF probe is used with a pitch of 100µm. The inner ground pin

is not connected in this measurement because the pitch on the PCB is 150µm.

With the second measurement setup, transmission of the microstrip line, the

bond wire and a second microstrip line, which is realised on a CMOS test chip

in 90 nm CMOS, is estimated.

The transmission of the differential transmission line of the first setup is calculated

from the S-parameter measurement. The result of the measurement is shown in

Figure 5.14. The other curve is the result of a second measurement method. In

this approach, the ADC, which is mounted on the PCB, is used to estimate the
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input signal attenuation. For this purpose, the input amplitude of the sinusoidal

signal generator is adjusted until the maximum effective resolution is obtained.

The ADC must operate at a low sampling rate during this procedure; in this case,

12 GS/s is found to be sufficiently low. Since the 3-dB bandwidth of the ADC is

very large when the ADC operates at a low sampling rate, the ADC can be used

to obtain the attenuation of the attached cables and the transmission lines of the

ADC board.

1

SMP Connectors

GSGSG RF Probe

2

SMP Connectors

GSSG 
RF Probe

CMOS 
Testchip

Bond wires

Microstrip 
lines

Microstrip 
lines

Figure 5.13: Measurement setup for characterisation of the ADC board.
Setup 1 shows a microstrip line on an RF substrate which is con-
nected by means of an RF probe and SMP cables. In setup 2,
the microstrip line is connected to a test chip, which also contains
two microstrip lines. The interconnection is realised by means of
wire-bonds.

The offset of the curve is set to obtain a good matching of the two measurements.

When comparing both measurements in Figure 5.14, a very good matching is

achieved up to an input signal frequency of 10 GHz. For higher input signal

frequencies, the influence of the bond wire and the on-chip transmission line

increases. Thus, the second measurement setup with the CMOS test chip is

used. This measurement result is shown in Figure 5.15. The transmission shows

a matching of ±1 dB in the whole frequency range, which translates to an SNDR

accuracy of less than 1.5 dB for a full-scale input signal (see Appendix A).
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Figure 5.14: Transmission of the differential transmission line.
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Figure 5.15: Transmission of the differential transmission line, the bond wires
and the chip.
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6 Simulation and Measurement Results

6.1 Simulation Results

Transient simulations are performed for the circuit optimization starting with

the circuit level. After the circuit level optimisation is finished, a simulation

of the influence of the layout on the circuit is carried out. For this purpose,

the parasitic RC elements caused by the wiring, are extracted by means of an

extraction tool, which is provided by the CMOS technology vendor. Simulation

of the mismatch errors is not possible because data on the process variations and

mismatch behaviour is not provided by the technology vendor. Therefore, the

offset errors are estimated according to Section 4.2. Transient noise is deactivated

in the simulations since no significant influence is found.

An important factor during the circuit design is the duration of a simulation.

The circuit level simulation is finished within minutes. The simulation with

extracted parasitic elements can last up to one week with the available computing

power. Due to the long simulation time, parasitic extraction must be limited to

the circuit-blocks of interest. Since each circuit can be extracted separately,

successive optimisation of the ADC is carried out during the design phase.

The most critical part of the ADC is the sample and hold circuit. To achieve

an effective resolution of 2.5 bit at the Nyquist frequency, the 3-dB bandwidth

must be at least 20 GHz and the THD (linearity) of the input buffers must be

below -20 dB. It is shown with a simulation of the SNDR of the ADC that these

objectives are met. In addition to these simulations, timing simulations with the

complete ADC are performed to ensure that the setup time of the flip-flops is

met.
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6.1.1 The Sample and Hold Circuit

Schematic Level

The simulations of the sample and hold circuit at the schematic level are per-

formed at a sampling rate of 10 GS/s. This is sufficient to realise a 40 GS/s ADC

with fourfold time-interleaving. In this simulation, the comparator circuit is con-

nected to the output of the circuit, although its output is not evaluated. This

is done in order to include its parasitic input capacitance, which decreases the

bandwidth of the sample and hold circuit.

Figure 6.1 shows the result of the transient simulation of the transmission of

the sample and hold circuit. In this large signal analysis with a peak-to-peak

differential input amplitude of 800 mV, the resulting 3-dB bandwidth is above

20 GHz. This is sufficient to achieve an effective resolution of at least 2.5 bit at

the Nyquist frequency when operating at 40 GS/s.
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Figure 6.1: Results of the transient simulation of the transmission of the sample
and hold circuit at the schematic level. The supply voltage is 1.35 V
and the ambient temperature is set to 27 centigrade.
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Layout Level

In order to simulate the performance of the sample and hold circuit of the ADC

as accurately as possible, the parasitics of the sample and hold circuit and the

comparators including the appropriate clock drivers are extracted. The extraction

method is a worst case estimation of the RC-parasitics.

It is found, that the clock divider does not work under this condition. Two

reasons are identified: on the one hand, the RC parasitics increase the rise and

fall times of the clock divider; on the other hand, the parasitic resistance of the

wiring reduces the supply voltage of the circuits.

Therefore, simulation of the transmission in Figure 6.2 is performed at 5 GS/s

and the supply voltage is sustained at 1.35 V in order to obtain the worst case

performance. In this simulation, the 3 dB corner frequency is halved to 10 GHz,

compared to the result at the schematic level.
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Figure 6.2: Simulated transmission of the sample and hold circuit with RC lay-
out parasitics at 5 GS/s. The supply voltage is 1.35 V and the am-
bient temperature is 27 centigrade.

After the complete layout is finished, the effective resolution of the whole ADC

chip is simulated up to an input signal frequency of 15 GHz at a sampling rate

of 20 GS/s. The voltage drop across the power supply grid is found to be about

200 mV, although a chessboard-like power supply grid is used with two of the
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thickest metal layers available. This is basically a problem of this specific manu-

facturing run because thick low resistive metals are not available.

To compensate for the voltage drop, the power supply is increased to 1.55 V. Fig-

ure 6.3 shows the result of the simulation at ambient temperature. The effective

resolution is above 2.6 bit up to an input signal frequency of 15 GHz and the 3-dB

bandwidth is approximately 16 GHz. Simulation of the whole ADC chip is very

computationally intensive; approximately three weeks of simulation are necessary

to obtain the result in Figure 6.3, therefore a simulation at higher sampling rates

is not performed.
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Figure 6.3: Simulated effective resolution of the ADC at 20 GS/s. The RC lay-
out parasitics of the whole ADC chip are included in this simulation.
The supply voltage is 1.55 V and the ambient temperature is set to
27 centigrade.

6.1.2 Summary of the Simulation Results

The simulation results show that the wiring parasitics from the layout have an

enormous influence on the performance of the ADC. In the simulation with ex-

tracted parasitics, a 3-dB bandwidth of 10 GHz is achieved at 20 GS/s, compared

to 20 GHz at 40 GS/s at the schematic level. Compensation of the voltage drop

along the supply voltage grid results in a bandwidth of approximately 16 GHz at

a sampling rate of 20 GS/s.
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6.2 Measurement Results

The following measurement results are obtained using the measurement setup in

Section 5.3. First, the DC transfer curve of the ADC obtained by using the FPGA

measurement system is shown, as well as a PC-controlled DC power source, which

is used to sweep the ADC input voltage. In the FPGA-based dynamic measure-

ment, the results up to a sampling rate of 25.6 GS/s are shown. Subsequently, the

single channel, real-time scope measurements up to a sampling rate of 36 GS/s

are presented.

6.2.1 DC Characteristics

The measurement result of the static transfer curve of the ADC is shown in

Figure 6.4. The curve is increasing monotonically, which means that bubble

errors do not occur.
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Figure 6.4: The DC transfer curve of the ADC.

The INL and DNL are calculated from the DC characteristic. Figure 6.5 shows the

resulting INL plot. The maximum INL of channel 3 is 0.3 LSB and the maximum
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INL of the other channels is 0.4 LSB. This refers to a maximum comparator

offset of 30 mV and 40 mV, respectively. The maximum mismatch between the

four channels is 1.2 LSB.
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Figure 6.5: The estimated INL of the four ADC channels.

The DNL plot is shown in Figure 6.6. The maximum DNL of channels 1 to 4 is

0.4 LSB, 0.8 LSB, 0.6 LSB and 0.6 LSB, respectively.
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Figure 6.6: The estimated DNL of the four ADC channels.
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6.2.2 Dynamic Characteristics

FPGA Measurement Results

Figure 6.7 shows the single channel measurement results for the TIADC operating

at 12.8 GS/s. All channels exhibit an SNDR above 15 dB up to an input signal

frequency of 15 GHz. Due to mismatch between the channels, the results of the

individual channels differ by up to 3 dB. In Figure 6.8, the SNDR of the TIADC

is shown after multiplexing of the four data channels to a single data stream by

means of Matlab and subsequent calculation of the SNDR. The SNDR is about

15 dB up to an input signal frequency of 15 GHz. This corresponds to an effective

resolution of 2.2 bit.
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Figure 6.7: Signal-to-noise and distortion ratio versus the input signal frequency
of the four ADC channels; each channel is operating at 3.2 GS/s,
which corresponds to a sampling rate of 12.8 GS/s for the TIADC.
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Figure 6.8: The signal-to-noise and distortion ratio versus the input signal fre-
quency of the TIADC at 12.8 GS/s.

The single channel measurement result at a sampling rate of 25.6 GS/s is shown

in Figure 6.9. The channels exhibit an SNDR above 14 dB up to an input signal

frequency of 20 GHz. Due to mismatch between the channels, the results of the

individual channels differ by up to 3 dB. The SNDR of the TIADC is shown

in Figure 6.10. The SNDR is between 14 dB and 15 dB up to an input signal

frequency of 8 GHz. At 9 GHz, the SNDR drops to 13 dB, whereas the SNDR is

about 15 dB between 12 GHz and 18 GHz.

Real-Time Scope Measurement Results

Figure 6.11 shows the measurement results at a single channel sampling rate of

9 GS/s, which corresponds to a sampling rate of 36 GS/s for the TIADC. The

results are obtained using the real-time scope [43]. The increased sampling rate

reduced the SNDR by about 2 dB for input signal frequencies between 12 GHz

and 15 GHz compared to the FPGA-based measurements at 6.4 GS/s. In the

residual frequency spectrum up to 20 GHz, the SNDR is above 14 dB.
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Figure 6.9: Signal-to-noise and distortion ratio versus the input signal frequency
of the four ADC channels; each channel is operating at 6.4 GS/s,
which corresponds to a sampling rate of 25.6 GS/s for the TIADC.

Figure 6.10: The signal-to-noise and distortion ratio versus the input signal
frequency of the TIADC at 25.6 GS/s.
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Figure 6.11: The signal-to-noise and distortion ratio versus the input signal
frequency of the four ADC channels, each channel is operating at
9 GS/s. The measurement is performed with the real-time scope.

6.3 Analysis of the Results

The sample and hold circuit is the most critical part of the ADC. The following

analysis is used to obtain an understanding of the effects in the sample and hold

circuit that reduce the effective resolution. An equivalent circuit is developed for

this purpose. Figure 6.12 shows the equivalent circuit of the sample and hold

circuit in the TIADC. The resistors R50 are the 50 Ohm termination resistors of

the external driver and input termination, respectively. Lbond is the inductance

of the bond wire. Cin is the input capacitance of the analogue input, which

includes the parasitic capacitance of the pad, the bond wire, the termination

resistor and the wiring capacitance up to the input of the transfer gate. The

capacitors CS1 are the parasitic input and output capacitances of the first transfer

gate. The resistance RS1 is the on-resistance of the transfer-gate and CVi is the

input capacitance of the CML-buffer. The output resistance of the CML-buffer

is R200 and the output capacitance is CVo. CS2 is the parasitic input and output

capacitance of the second transfer-gate and the on-resistance is RS2. The parasitic

capacitance of the wiring structure and the input capacitance of the comparators

are accounted for by CWK and CK, respectively.
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Figure 6.12: Equivalent circuit of the sample and hold circuit.

The equivalent circuit can be split into two parts, which can be analysed sep-

arately. In the first part, the transmission of the input structure and the first

track and hold circuit is analysed. In the second part, the settling time of the

second track and hold circuit is calculated. This is the time span that the second

track and hold needs to follow the input voltage after it switches from the hold

mode in the tracking mode. Figure 6.13 shows the equivalent circuit of the first

track and hold circuit in the transparent state. In Table 6.1, the values for the

parasitic elements are given. The result in Figure 6.14 is obtained through simu-

lation of the transmission when the bond wire is neglected. The result shows a

3-dB bandwidth beyond 20 GHz.

RS1

CS1 CVi
CS1

R50

R50
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~

Lbond
Vout

Figure 6.13: Equivalent circuit for the simulation of the transmission of the first
track and hold circuit.

Table 6.1: Estimated parasitics of the first track and hold circuit.
R50 Lbond Cin + CS1 RS1 CS1 + CVi

Value 50 Ohm 1 nH 100 fF 100 Ohm 50 fF

In Figure 6.15, a bond wire inductance of 1 nH is assumed, which corresponds to

a bond wire length of about 1 mm [56]. This reduces the bandwidth to 13 GHz.

The bond wires in the measurement setup have the same approximate length.

For the measurements, this can be compensated with a larger input amplitude

at high input signal frequencies. In an application, the bond wire length should

be as short as possible (< 200µm) to achieve a large bandwidth.
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Figure 6.14: Simulated transmission of the first track and hold circuit without
bond wire.
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Figure 6.15: Simulated transmission of the first track and hold circuit with a
1 nH bond wire.

In the analysis of the first track and hold, it is found that the time constant

RS1CS1 is only dependent on the CMOS technology used. The reason is that the

on-resistance of the transfer transistor is inversely proportional and the parasitic

capacitance is proportional to the width of the transfer transistor. Hence, if the

input capacitance (cf. CVi in Figure 6.13) of the subsequent circuit is very low

(e.g. CVi < 1/10 · CS1) compared to the parasitic capacitance CS1 of the transfer

gate, the maximum bandwidth that can be realised with the CMOS technology

used is achieved.
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To simplify the calculation of the settling time of the second track and hold circuit,

the circuit is modified according to Figure 6.16. Compared to Figure 6.12, the

output capacitances CVo and CS2 are moved to the output of the circuit. As a

further simplification, it is assumed that the transfer gate immediately switches

on and off. In effect, this means that the rise and fall time of the clock drivers is

assumed to be zero.

The output voltage of the first track and hold circuit is constant while the sec-

ond track and hold circuit is transparent. Therefore, the capacitor discharging

equation for a differential amplifier in (6.1) is used according to [26] in order to

calculate the time span that the second track and hold needs to reach its final

value for a correct conversion of the input voltage. In the following calculations

this time span is expressed as the settling time tts.

~
CS2 CS2 CKCVo CWK

R200 RS2
Vout

Figure 6.16: Simplified equivalent circuit of the second track and hold circuit.

U(t) = IssRL(2e
−

t

τ − 1) (6.1)

For calculation of the settling time, it is assumed that the output voltage of the

second track and hold must be discharged from the maximum voltage (ISSRL) to

the voltage which corresponds to 1 LSB (IssRL(1/2
n−1 − 1)). By solving equation

(6.2) for tts, the settling time is obtained according to (6.3).

IssRL(
1

2n−1
− 1) = IssRL(2e

−
tts

τ − 1) (6.2)

tts = τ · n · ln 2 (6.3)

The actual available settling time of a track and hold, which is in fact the time

span that the track and hold is transparent (tt), corresponds to half the clock pe-

riod of the sampling clock. Therefore, the interleaving factor M and the sampling
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frequency fs or sampling period Ts must be considered. A higher interleaving fac-

tor permits a longer settling time tts of the sample and hold circuit and vice versa.

Equation 6.4 sets the time the transfer gate is transparent into relation with the

sampling frequency and the interleaving factor.

tt = M
Ts

2
=

M

2 · fs
(6.4)

To achieve the maximum effective resolution, the settling time tts must be smaller

than the time the transfer gate is transparent (tt) as expressed in (6.5).

tts < tt (6.5)

According to (6.4), tt is equal to 50 ps for four-fold time-interleaving and a sam-

pling rate of 40 GS/s. By means of (6.3) and the values in Table 6.2, the settling

time of the second track and hold circuit is calculated to 49.5 ps. This is very close

to the time the transfer gate is transparent. Depending on the shape of the clock

signal, this might not be sufficient to reach the full ADC resolution. With an

increasing sampling rate, the clock signal approaches a sinusoidal shape because

the bandwidth of the clock drivers is limited. In this case, the assumption that

the rise and fall time of the clock drivers can be neglected is no longer valid.

Table 6.2: Estimated parasitics of the second track and hold circuit.
R200 CV0 + CS2 RS2 CS2 + CWk + CK

Value 200 Ohm 25 fF 140 Ohm 45 fF

Several conclusions are derived from the results of the settling time analysis. The

available settling time of the second track and hold is long enough if the clock

drivers exhibit sufficient bandwidth. Otherwise, there are a few optimisation

methods that can be applied in redesigning the ADC. The first one is to increase

the bandwidth of the clock drivers, e.g. by means of inductive peaking of these

drivers. A second approach is to reduce the capacitive load of the comparator

circuit, which would decrease the settling time tts. This solution requires a cali-

bration circuit to compensate for the offset errors that become more severe when

the transistor widths in the comparators are reduced. Another possibility is to
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increase the interleaving factor, which has the drawback of having a higher circuit

complexity and higher power consumption.

6.4 Conclusion

In the simulation results at a sampling rate of 20 GS/s, the effective resolution

of the ADC is about 2.5 bit up to an input signal frequency of 16 GHz. These

results are confirmed in the single channel measurements at a sampling rate of

25.6 GS/s. In these measurements, an effective resolution of up to 2.7 bit at an

input signal frequency of 18 GHz is achieved. The effective resolution of the

TIADC, after multiplexing of the single channel data to a single output stream,

is approximately 2.2 bit up to an input signal frequency of 19 GHz. It is lowered

by offset and gain errors in the ADCs, as described in Section 2.4. This is also

evident from the INL measurements, which show a maximum mismatch of 1.2 LSB

between the channels. This is one of the main reasons for the reduction of the

effective resolution of the TIADC compared to the single channel results.

The FPGA measurement results also show that the sampling time error between

the channels is not an issue since the SNDR of the TIADC in Figure 6.9 is

nearly constant over the measured frequency range. Independent of the sampling

rate, due to a timing mismatch, a high frequency input signal exhibits a greater

amplitude error than a low frequency input signal. Since this is not the case

in the SNDR measurements, the timing error is not an issue in this ADC. In

contrast, as mentioned above, the gain and offset errors of the ADC channels

must be reduced to achieve a higher effective resolution.

The functionality of the ADC is shown for a sampling rate of up to 36 GS/s using

a real-time scope. At this sampling rate, the effective resolution of the single

channels drops to about 1.7 bit for input signal frequencies between 12 GHz and

15 GHz. From the analysis of the sample and hold circuit, it is found that the

parasitic capacitance at the output of the second track and hold is responsible

for the reduction of the effective resolution of the ADC at a sampling rate of

36 GS/s.
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7 Hybrid ADC Feasibility Evaluation

The high integration density of CMOS technologies and transit frequencies above

200 GHz allow the design of fast and complex analogue circuits with low power

consumption. However, bipolar technologies still offer the benefit of twice the

transit frequency. If CMOS is used for the highly complex lower-speed parts of a

system and a bipolar technology is used for the high-speed front-end, the advan-

tages of both technologies can be exploited. For the following circuits, the 1µm

emitter indium phosphide (InP) double heterojunction bipolar transistor (DHBT)

technology from Fraunhofer IAF [4] with a transit frequency ft of 300 GHz and a

maximum frequency fmax of 350 GHz is used.

In this chapter, a feasibility study for a hybrid ADC is presented. The objective

of the hybrid ADC is to show that a higher sampling rate, a larger bandwidth

and a higher effective resolution can be achieved compared to a state-of-the-art

CMOS ADC. In the first section, an overview of the InP technology used is given.

In the following section, the architecture and basic building blocks of the hybrid

ADC are explained. The simulation and measurement results of the analogue

demultiplexer are presented in the third section and compared with the state of

the art in the forth section of this chapter.

For application in an optical receiver system, low system complexity is an impor-

tant cost factor. A transimpedance amplifier (TIA) that can be integrated with

the demultiplexer on a single chip is designed for this purpose. The properties of

the TIA are summarised in the fifth section.

A summary of the results achieved is given in the last section of this chapter.
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7.1 Indium Phosphide Technology

The InP technology provides transistors with an emitter width of 1µm and an

emitter length of between 2µm and 16µm. Figure 7.1 shows the micrograph of

such a DHBT with an emitter length of 4µm.

Figure 7.1: Micrograph of a 4x1µm2 transistor [57].

The DHBTs exhibit a DC common-emitter current gain of approximately 90, a

turn-on offset voltage of 0.15 V and a breakdown voltage BVceo of approximately

5 V. Figure 7.2 shows the measured collector current IC over the collector-emitter

voltage VCE as a function of the base current IB.

Figure 7.3 shows the measured cut-off frequencies versus the collector current

density. The maximum cut-off frequencies fT/fmax of 300/350 GHz are achieved

at a collector current density of about 4.5 mA/µm2.

The technology also provides silicon nitride (SiNx) metal-insulator-metal (MIM)

capacitors, nickel chrome (NiCr) thin film resistors and three levels of gold-based

interconnect metals. Since the substrate is highly resistive, there is no parasitic

capacitance to the substrate. This is the major benefit of this technology (see

[4], for a more detailed description) compared to CMOS technologies.
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Figure 7.2: Measured collector current versus the collector-emitter voltage as a
function of the base current [57].
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Figure 7.3: Measured cut-off frequency versus the collector current density of
the DHBTs [57].
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7.2 System Architecture

Figure 7.4 shows the block diagram of the hybrid ADC. The analogue input

signal is fed to the input of a demultiplexer (DeMUX). The output signals of the

analogue demultiplexer are connected to two ADCs. The clock rate (clk1) of the

DeMUX is 25 GHz for a 50 GS/s hybrid ADC. The ADC clock rate (clk2) depends

on the architecture of the ADC. The phase shift between the ADCs must be 180

degrees.

ADC1

clk1

Digital 
output

ADC2

Vin

D
eM

ux

clk2 clk2

InP

Digital 
output

CMOS

Figure 7.4: Block diagram of the high-speed analogue-to-digital conversion sys-
tem.

The block diagram of the demultiplexer is shown in Figure 7.5. The input signal is

connected to two multiplexer circuits. One of the input ports of each multiplexer

is connected to its output port; in this configuration the multiplexer operates

as a track and hold circuit. The amplification of the multiplexer must be one,

otherwise the output signal does not remain constant in the hold phase.

The circuit of the analogue multiplexer is shown in Figure 7.6. The differential

pairs T1,T2 and T3,T4 are used as transconductance cells. They are connected to

four differential transistor pairs, which are used for switching either of the chan-

nels to the output load resistors RL, while the other channel is connected to the

dummy resistors Rx. The resistors RDG are used to linearise the transconductance

cells, which is necessary to achieve a large linearity.

The ideal DC input voltage for the multiplexer is -3 V, therefore an emitter fol-

lower with diode-connected transistors is used as an input driver to shift the

input signal down to this operating point. The clock signals for the switching

transistors are provided by four series-connected CML-amplifiers.
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Figure 7.5: Block diagram of the analogue 1:2 demultiplexer.
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Figure 7.6: The multiplexer circuit.

The micrograph of the demultiplexer chip is shown in Figure 7.7. The analogue

outputs are at the top and bottom of the chip, and the input is on the left-hand

side. The clock input is on the right-hand side. The inputs and outputs of the

chip are connected to coplanar transmission lines. The power supply is connected

to the outer pads next to the RF pads at the four edges of the chip. The large

metal areas adjacent to the transmission lines are used as blocking capacitors for

the supply voltage.
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Figure 7.7: Micrograph of the demultiplexer chip (1.5x1.5mm2).

7.3 Simulation and Measurement Results

7.3.1 S-Parameter Results

The measurement of the S-parameters is performed with the setup in Figure 7.8.

A two-port S-parameter analyser is connected to one of the differential input

ports and one of the differential output ports.
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Figure 7.8: Setup for measurement of the S-parameters.
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The simulated and measured phase response is shown in Figure 7.9. The progres-

sion of the curves is linear. The gradient of the phase is higher in the measurement

due to the delay of the transmission lines.
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Figure 7.9: Measured phase versus simulated phase.

The simulated and measured transmission are shown in Figure 7.10. The trans-

mission from input port 1 to output ports 2 (S21) and 4 (S41) is shown. The

input amplitude in the measurement is -2 dBm. The clock input is set to a DC

voltage to enable the measured output port. The measured 3-dB bandwidth is

16 GHz, but the attenuation of the input signal is below 4 dB up to an input

signal frequency of 35 GHz.

The simulation is at the schematic level, therefore the parasitics from the layout

are not considered. In Figure 7.11, another simulation is performed with a 60 fF

capacitance at the output port of each multiplexer. With this capacitance, the

simulation result is very close to the measurement result.

The parasitic wiring capacitance is estimated to about 30 fF. Therefore, the ad-

ditional parasitics must be caused by the transistors themselves. An explanation

for the deviation could be that the transistor model is not accurate, which is a

feasible explanation because the technology used is still in development.
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Figure 7.10: Measured and simulated transmission -6 dB is the reference level
for estimation of the bandwidth. This is due to the single-ended
measurement of the transmission.
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Figure 7.11: Re-simulation of the demultiplexer with a 60 fF capacitive load at
the output of each multiplexer circuit.
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If this is indeed the problem, then the parasitic capacitance is also increased in

the other transistors. Therefore, the simulation is repeated with the additional

capacitances, however the results do not show a significant reduction of the circuit

bandwidth. Therefore, it is concluded that the output is a critical node, in which

the parasitic capacitance causes a noticeable attenuation and the inaccuracy of

the models is a feasible explanation. Since three transistors are connected at

the critical node mentioned above, the inaccuracy of the model must be in the

range of 10 fF. Given that the thickness of the transistor layers is a critical value

with regard to the parasitic capacitance, this could also be caused by process

variations that are not considered in the model.

7.3.2 THD and SFDR Results

The setup for the measurement of the total harmonic distortion (THD) and the

spurious free dynamic range (SFDR) is shown in Figure 7.12. The input signal is

generated by a sinusoidal signal generator and balanced with an 180◦ hybrid. The

output of the hybrid is connected via DC blocks to the input of the demultiplexer.

One of the differential outputs of the demultiplexer is connected to a spectrum

analyser while the other output is terminated with 50Ω. In both signal paths,

DC blocks are used because a DC current could destroy the spectrum analyser

input port. The clock signal for the demultiplexer is generated by an additional

sinusoidal signal generator. Both generators are synchronised with a common

10 MHz reference signal.
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Figure 7.12: Setup for the THD and SFDR measurement.
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The spectrum analyser has a bandwidth of 40 GHz, which is sufficient to obtain

the SFDR and the THD in the first Nyquist band. The THD and SFDR are

calculated from the measured output spectrum of the demultiplexer.

The result of the measurement after correcting it for cable, probe and hybrid

losses, is shown in Figure 7.13. For a sinusoidal differential input signal with a

peak-to-peak voltage of 500 mV, a THD below -32 dB and an SFDR above 35 dBc

is measured up to an input signal frequency of 24 GHz at a clock frequency of

25 GHz. This corresponds to a system sampling rate of 50 GS/s.
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Figure 7.13: The magnitude of the THD and SFDR with a differential input
voltage of 500 mV-PP and a system sampling rate of 50 GS/s. The
outputs are measured single-ended.

7.3.3 SNDR Results

To obtain the characteristics of the demultiplexer in the intended application, a

fully differential measurement with a 2-channel 80 GS/s real-time scope is per-

formed. The setup is the same as in Figure 7.12, but the differential output of

one channel is now connected to the real-time scope.

The sampling clock of the scope is free running, which may decrease the measured

effective resolution slightly. Only one differential output signal can be measured

simultaneously. The SNDR is calculated by means of a 512-DFT. The input

signal is chosen in a way that ensures coherent sampling in order to concentrate
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the signal energy on a single frequency bin in the DFT. The resolution of the

scope is limited to about 5.5 bit with a full-scale input amplitude.

The measurement result for a differential input voltage of 500 mV from peak-

to-peak is shown in Figure 7.14. The graph contains the effective resolution of

both channels at a clock rate of 20 GHz, the effective resolution of channel 1

at a clock rate of 2 GHz and the linearity with a static clock signal. The input

signal is varied linearly from 2 GHz up to 20 GHz in 0.5 GHz steps. The measured

effective resolution is above 4.1 bit in the whole Nyquist band at a clock rate of

20 GHz. Thus, with the demultiplexer operating at a clock rate of 20 GHz, an

A/D-conversion system with a sampling rate of 40 GS/s and an effective resolution

above 4.1 bit can be realised. At 4 GS/s, the effective resolution is above 5 bit up

to an input signal frequency of 20 GHz.
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Figure 7.14: Effective resolution of the A/D conversion system measured with
a 80 GS/s real-time scope.

Further measurements at a demultiplexer clock rate of 10 GHz are shown in Figure

7.15. This clock rate corresponds to a sampling rate of 20 GS/s. The measured

effective resolution is above 4.9 bit up to an input signal frequency of about

15 GHz. In the residual frequency range up to 20 GHz, the effective resolution is

above 4.4 bit.

In Figure 7.16, a time domain measurement result is depicted at a clock rate of

10 GHz and an input signal frequency of 19.8 GHz, which is in the second Nyquist
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Figure 7.15: Effective resolution of the A/D conversion system measured with
a 80 GS/s real-time scope.

band. The track and hold phases can be clearly distinguished from each other.

Due to the undersampling, the resulting output frequency is 200 MHz, which can

be recognised as the envelope of the measured curve.

Figure 7.16: Screenshot of the real-time scope at a demultiplexer clock rate of
10 GHz and an input signal frequency of 19.8 GHz.



7 Hybrid ADC Feasibility Evaluation 105

7.4 Comparison with the State of the Art

Comparing the demultiplexer with a state-of-the-art circuit is difficult because,

as far as is known, this is the first bipolar analogue demultiplexer for application

in a hybrid ADC. Typically, only a track and hold circuit is realised in a fast

bipolar technology and the interleaving is done on the ADC chip itself.

Table 7.1 contains a comparison of the demultiplexer with state-of-the-art track

and hold circuits. The sampling rate of the circuits is between 40 GS/s and

50 GS/s. The SFDR and the THD are given for different input signal frequen-

cies, therefore it is difficult to compare the circuits directly with each other. The

track and hold circuit in [58] exhibits a large SFDR compared to the input sig-

nal frequency of 40 GHz. The track and hold circuit in [59] exhibits the same

performance at a much lower input signal frequency of 19 GHz. The track and

hold circuit in [60] exhibits an SFDR of 35 dBc at an input signal frequency of

13 GHz which, compared to the other circuits, is a relatively low input signal

frequency. The SFDR of the demultiplexer developed strongly depends on the

input signal frequency, in this case, the minimum is at an input signal frequency

of 12 GHz, therefore an SFDR of 35 dBc is achieved. In contrast, when the input

signal frequency is 24 GHz, an SFDR of 42 dBc is achieved.

Table 7.1: State-of-the-art sampling circuits.
[58] [59] [60] This work

Technology BiCMOS BiCMOS InP InP

Sampling rate 50 GS/s 40 GS/s 40 GS/s 4-50 GS/s

SFDR@Freq. [GHz] 30 dBc@40 30 dBc@19 35 dBc@13 35 dBc@12
42 dBc@24

THD@Freq. [GHz] - -27 dB@19 -30 dB@13 -32 dB@12
-38 dB@24

3 dB-Bandwidth 42 GHz 43 GHz 27 GHz 16 GHz

4 dB-Bandwidth 45 GHz 45 GHz - 35 GHz

Input Amplitude 0.63VPP 0.63VPP 0.5VPP 0.5VPP

Power 0.64 W 0.54 W 1.9 W 1.7 W

The 3-dB bandwidth of the track and hold circuits [58] and [59] is about 43 GHz,

the 3-dB bandwidth of the circuit in [60] is 27 GHz and the 3-dB bandwidth

of the demultiplexer is 16 GHz. However, compared to the other circuits, the

bandwidth of the demultiplexer does not decrease with a steep slope at this



7 Hybrid ADC Feasibility Evaluation 106

frequency. Instead, the attenuation is below 4 dB up to an input signal frequency

of 35 GHz.

An InP transistor requires a higher collector-emitter voltage VCE and a higher

current density as a transistor in BiCMOS technology to achieve its maximum

transit frequency. Therefore, the power supply voltage is lower in BiCMOS tech-

nology [61, 62].

In Table 7.2, a performance perspective is given when the 3 bit ADC in this work

is used to form a hybrid ADC with the demultiplexer. The table contains the

state-of-the-art high-speed ADCs presented in Section 1.3.

Table 7.2: State-of-the-art high-speed ADCs versus a hybrid solution.

[10] [11] [12] This work

Technology SiGe BiCMOS 65 nm CMOS 65 nm CMOS Hybrid

Publication 2010 2010 2010 2012

Sampling rate 40 GS/s 40 GS/s 56 GS/s 50 GS/s

Nom. Resolution 4 6 8 3

ENOB@15 GHz - 3.7 bit 6 bit 2.3 bit

Bandwidth - ≈6 GHz ≈16 GHz 16 (35) GHz

Total Power 4.5 W 1.5 W 2 W 8.3 W

The measurement result for the demultiplexer shows that an effective resolution

of about 4 bit is feasible up to an input signal frequency of 25 GHz. This requires

a CMOS ADC with an effective resolution of at least 4 bit, whereas the CMOS

ADC in this work limits the resolution of the hybrid ADC to 2.3 bit.

Although the values for the hybrid ADC must be verified by a measurement,

some facts can already be concluded. The benefit of a hybrid solution is that

a larger bandwidth and a higher sampling rate are feasible. The drawback is

that power consumption is more than twice as high compared to the pure CMOS

solutions in [11] and [12].



7 Hybrid ADC Feasibility Evaluation 107

7.5 DeMUX Integration with TIA

Transimpedance amplifiers (TIA) are used in the receivers of fibre optical trans-

mission systems, which are realised in a fast bipolar technology in order to

achieve the necessary bandwidth of at least 20 GHz for a data transmission rate

of 40 Gbit/s. Therefore, a feasible way to reduce the costs of the receiver is to

integrate the demultiplexer presented here together with a TIA on a single chip.

In this section, it is shown that the amplifier can be realised in InP technology

as follows: First, the block diagram of the TIA is presented, which is followed

by a description of the realised TIA circuit and chip. Finally, the S-parameter

measurements showing the achieved bandwidth and gain of the TIA chip are

given.

7.5.1 Block Diagram

The block diagram of the transimpedance amplifier chip is shown in Figure 7.17.

The output current of a photo diode is fed to the TIA input Iin. The second TIA

is used as a biasing circuit for the differential cascode amplifier (DCA), which is

used to balance the input signal. The input Io is used to adjust the offset voltage

of this cascode amplifier. The emitter followers (EF) are used as buffers and

peaking circuits. Another differential cascode amplifier is used as output driver.

The peaking effect of the emitter followers is described in [63].

EF

DCA

EF EF EF EF

EF EF EF

DCA

EF EF

TIA

TIA

Io

Iin

Vout

Vout

EF:     Emitter Follower 
TIA:    Transimpedance Amplifier
DCA:  Differential Cascode Amplifier

Figure 7.17: Block diagram of the transimpedance amplifier.
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7.5.2 Implementation

The actual transimpedance circuit is shown in Figure 7.18. The inverting am-

plifier in common emitter configuration is stabilised in its bias point by means

of the feedback resistor Rf . Due to the inverting function of the amplifier, a

positive excitation of the input current will cause a negative feedback current

via the resistor Rf . In turn, the feedback current enforces the output voltage

Vout = −Iin ·Rf . This implies that the value of the transimpedance is equal to

Rf .

VSS

D1 TS

RL

RS

Iin T1

D2

D3

D4

D5

Rf

Vout

T2

Vbias

Figure 7.18: The transimpedance circuit.

Figure 7.19 shows the micrograph of the TIA chip. The input is on the left-hand

side and the pad configuration is GSG, where G represents a ground pin and S

represents the signal pin. The RF output of the TIA chip is on the right-hand

side. The configuration of the output pads is GSGSG. The pads are connected

to the output driver by means of coplanar transmission lines. Two power supply

pads are placed above and below the RF output, respectively.

Additionally, twelve DC pads are placed at the top and bottom of the chip,
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Figure 7.19: Micrograph of the TIA chip (1.5x1.5mm2).

respectively. These pads provide additional power supply connections and biasing

inputs as follows: Three ground pads are placed on the left-hand side, which are

then followed by three power supply pads and six biasing pads. The biasing

circuits are located close to the pads and each biasing input is blocked with a

capacitor. The supply voltage is blocked with capacitors, which are located below

the large metal areas between the TIA input and the power supply pads.

7.5.3 Measurement Results

The voltage gain and bandwidth of the TIA is estimated from the S-parameter

measurements in Figure 7.20. Two curves are shown, which are obtained from

the measurement of the transmission between the input and the two outputs in

sequential order. A very good matching of the curves is achieved, which implies

that the output signal is well balanced by the cascode amplifiers. The voltage

gain is above 21 dB up to 43 GHz, the transimpedance is 70 dBOhm and the 3- dB

bandwidth is 45 GHz.
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Figure 7.20: The measured voltage gain of the TIA chip.

7.6 Conclusion

With the demultiplexer developed in this study, a hybrid ADC with an effective

resolution between 4 and 5 bit is feasible when operating at a sampling rate of

40 GS/s. The input signal attenuation of the demultiplexer is below 4 dB up to

an input signal frequency of 35 GHz. This allows to build a hybrid ADC with

a larger bandwidth compared to state-of-the-art high-speed ADCs. However,

this requires a higher power consumption and the integration with an ADC chip

results in higher costs.

In order to compensate for the higher costs in the application of an optical re-

ceiver, a transimpedance amplifier is developed which is suitable for integration

with the demultiplexer on a single chip. The TIA exhibits a transimpedance of

70 dB Ohm and a bandwidth of 45 GHz. With this solution, the system costs

are comparable to the costs of a system with a single ADC chip if the necessary

ADCs for the hybrid ADC are also integrated on a single chip.
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8 Summary and Outlook

8.1 Summary

The increasing data traffic in the installed 10 Gbit/s fiber optical networks re-

quires an update to 40 Gbit/s. To achieve this, the fiber dispersion must be com-

pensated by an electronic equaliser, such as a Viterbi equaliser. This equaliser

requires an ADC with a nominal resolution of 3 bit and a sampling rate of

40 GS/s.

In this work, a prototype of this ADC is designed in a 65 nm low power CMOS

technology. The architecture of the ADC is a fourfold time-interleaved flash ADC,

therefore each channel operates at a quarter of the sampling rate of the complete

ADC. Four sample and hold circuits are parallel connected to realise the time-

interleaving and the appropriate clock signals are generated by a four-phase clock

divider. A differential real-time interface provides the digital output data of each

sub-ADC, which results in an interface of 4x3 bit.

An FPGA-based measurement system is developed in order to facilitate the char-

acterization of the ADC. A Virtex4 FPGA-board is used, which provides up to

20 high-speed interfaces with a data rate of 6.5 Gbit/s each. This enabled a

characterisation of the ADC up to a sampling rate of about 26 GS/s.

The feasibility of a hybrid ADC is investigated with the intention of achieving

very high sampling rates. The idea is to combine an analogue demultiplexer in

indium phosphide technology with two CMOS ADCs to achieve twice the sam-

pling rate of a single ADC and a larger bandwidth, while retaining the effective

resolution of the single ADCs. To keep the costs of an optical receiver with a

hybrid ADC low, it is also investigated whether integration of the demultiplexer

and a transimpedance amplifier is feasible. Therefore, a suitable TIA chip is

developed for this purpose.
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8.1.1 Measurement Results

The ADC achieves a measured effective resolution of 2.2 bit in the whole Nyquist

range at a sampling rate of 25.6 GS/s. In contrast, in the single channel mea-

surements an effective resolution between 2.2 bit and 2.7 bit is achieved at this

sampling rate. The difference is caused by offset and gain errors in the sub-ADCs.

This is also shown in the INL measurements, where a maximum mismatch of

1.2 LSB is measured between the channels.

Besides the FPGA measurements up to 25.6 GS/s, the functionality of the ADC

is shown up to a sampling rate of 36 GS/s using a 4-channel real-time scope. At

this sampling rate, the effective resolution of the single channels drops to about

1.7 bit for input signal frequencies between 12 GHz and 15 GHz. It is found that

the effective resolution is limited by the settling time of the second track and

hold circuit.

With an input signal attenuation of below 4 dB up to an input signal frequency

of 35 GHz for the demultiplexer presented in Chapter 7, a hybrid ADC with an

effective resolution of 4 to 5 bit is feasible when operating at a sampling rate of

40 GS/s. The interface of the demultiplexer is compatible with the developed

TIA, therefore the circuits can be integrated on a single chip. The TIA exhibits

a transimpedance of 70 dBOhm and a bandwidth of 45 GHz.

8.1.2 Conclusion

The realised prototype of the 3 bit ADC shows that a 40 Gbit/s ADC is feasible

in CMOS technology. The size of the ADC is negligible compared to a Viterbi

equaliser [3], therefore it can be integrated nearly cost neutral with an equaliser

on a single chip.

The measurement system developed to characterise the ADC is, as far as known,

the first low-cost, high-speed multi channel data acquisition system capable of

handling a data rate beyond 100 GS/s in real-time. Comparable commercial

measurement systems are about one hundred times more expansive than the

FPGA solution.
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The results of the hybrid ADC study show that compared to state-of-the-art

ADCs, it is a feasible solution for achieving a higher sampling rate and a larger

bandwidth. In contrast to a single chip ADC solution, when used in a fibre optical

receiver, the costs of the system can be kept constant if the whole system design

is in line with this solution. This means that the demultiplexer is integrated with

the TIA on a single chip and the ADCs are also integrated on a single CMOS

chip with the appropriate equaliser.

8.2 Future Work

The results of the 3 bit ADCs can be improved in terms of power consumption,

sampling rate, bandwidth and effective resolution. The analysis in Chapter 6

examines all of these critical aspects of the circuit. The power consumption

can be reduced by resizing the CML circuits. This requires a calibration circuit

to compensate for the offset errors in the comparators and input amplifiers. A

reduction of the comparator size also reduces the parasitic load of the second track

and hold, which increases the bandwidth of the ADC. In Section 2.4, it is shown

that the gain errors also have a significant impact on the effective resolution of

a time-interleaved ADC. Therefore, a circuit that allows calibration of the gain

error of the input buffers in the sample and hold circuits has to be developed.

Another aspect is that, in terms of technology performance, great advances have

been made in CMOS technology in recent years. Therefore, transfer of the circuit

to a state-of-the-art CMOS technology, such as 28 nm technology, would increase

the performance of the ADC [64, 65].

The results from the study in Chapter 7 show that the demultiplexer-based hybrid

ADC is a feasible solution in order to achieve higher sampling rates and a larger

bandwidth compared to state-of-the-art ADCs. In order to obtain a hybrid ADC

system in a package, the next step is to design a thin film substrate containing

the demultiplexer and ADCs.

Porting of the FPGA-based measurement system to the latest FPGA generation,

which provides a data rate of up to 28 Gbit/s on each of its 16 interfaces, would

make four times faster measurements possible compared to the FPGAs used in

this work [66].
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A Clipping in an Ideal ADC

For the dynamic ADC measurements a sinusoidal input signal is applied to the

input of the measured ADC. Clipping occurs if the input signal amplitude is

above the specified input voltage range. This generates uneven signal harmonics,

which reduce the signal-to-noise and distortion ratio (SNDR) of an ADC because

the energy of the harmonics cannot be distinguished from the noise and distortion

energy.

Besides clipping, input signal attenuation also reduces the SNDR of an ADC.

The magnitude of the signal bin decreases in the calculated DFT spectrum, if

the input signal amplitude is below the specified input voltage range. This in

turn also reduces the SNDR.

Figure A.1 shows the impact of a mismatch of the input signal amplitude for an

ideal 3 bit ADC. The results are obtained from a Matlab simulation.
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Figure A.1: Reduction of the SNDR of an ideal 3 bit ADC caused by clipping
or input signal attenuation.
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Figure A.2 shows the impact of a mismatch of the input signal amplitude for an

ideal 6 bit ADC. Compared to the 3 bit ADC, clipping has a much larger impact

on the SNDR than the input signal attenuation. The input signal attenuation

reduces the SNDR of a 6 bit ADC only by the magnitude of the input signal

attenuation.
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Figure A.2: Reduction of the SNDR of an ideal 6 bit ADC caused by clipping
or input signal attenuation.
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