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Abstract

People use social networks, with increasing frequency, to communicate and publish status information. Twitter and Facebook are prominent examples. This status information contains useful, disaster related data together with an overwhelming amount of noise. For this reason, there are dedicated tools that filter this information to aid in disaster discovery, management and relief. Their development requires a lot of time and effort, which results in high costs. Generic visual analytics tools are relatively well known, supported and continuously developed by large companies. They may be a valid alternative to specifically developed tools that require specific, non-transferable training.

The primary aim of this study is to evaluate generic visual analytics tools with respect to their ability to handle disaster management scenarios. This includes, specifically, their ability to visualise and analyse the geospatial meta information provided by social media.
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1 Introduction

1.1 Current Situation

People use social networks, with increasing frequency, to communicate with each other and publish information, for example about their current situation and environment. This includes information on any disasters that might currently be occurring in their geographical or social vicinity. Among the most prominent of these social networks are Twitter[11] and Facebook[3].

Social networks produce large amounts of data on a daily basis, which can be used to discover events in real-time [17, 20, 23, 27, 30]. This data contains a lot of information about the users’ current status, as well as their geographical location and the time the information was produced. As a result, part of the data is about any disasters, natural or otherwise, the users and their social milieu might currently be affected by.

The geographical meta information provided with this data allows data analysts to determine the location of such disasters. This is based on the assumption that there is a relatively large concentration of social media messages in the geographical vicinity of such a disaster. Judging from the results of our study, this assumption seems valid. We can therefore assume, that the information provided by social media contains the information necessary to find disasters and coordinate disaster relief efforts.

One problem with this kind of data is the amount of noise contained within it. This noise presents itself as an overwhelming amount of unrelated messages, which need to be removed from the data set. Since the manual removal of millions of data records is infeasible for humans, software is needed to perform this task.

Due to this fact, there is dedicated software that uses data provided by social media to extract and visually present data about current events in real-time. These tools are usually developed for a specific purpose, like monitoring the occurrence of health disasters. They tend to be rather expensive, as the time and effort that have to be invested in their development are relatively high, while the target audience is relatively small. On the other hand, they allow analysts to discover information in an intuitive and visually pleasing manner, while providing extra features like setting up alerts or integrating coordination functionality.

As these specialised tools are hard to develop and have a small target audience, there is the idea of using generic visual analytics tools to supplant them. These tools usually already have a large user base, which means that they are under constant development and fairly well known. This has the advantage that any problems using them can quickly be researched on the internet and that full-time support is offered by their owners.
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Another advantage is their generality, since they do not only offer a small amount of tools targeted at a specific application. This allows analysts to configure visualisations and analyses to provide different, and potentially more useful, results, as well as allowing them to use visualisations and analyses not provided by specialised tools.

1.2 Purpose of this Fachstudie

The purpose of this study is to analyse generic visual analytics tools regarding their ability to deal with disaster management scenarios.

This means that disaster events need to be discovered quickly and analysts need to be supported in making far-reaching decisions to direct and coordinate disaster relief efforts. To determine how useful the tools are in this context, their ability to analyse and visually represent the information provided by social networks is evaluated. We particularly focus on the analysis and visual representation of geospatial meta information. The data provided by social networks is also evaluated to determine its suitability for use in disaster management.

This study also focuses on how generic visual analytics tools handle the kind of data typically supplied by social networks. In order to achieve this, we use a relatively small sample data set of roughly 1.26 million tweets\(^1\) in our experiments. This data set is representative for a small one-day disaster with several typical small-scale problems like tremors in Japan or shootings in northern America.

These generic visual analytics tools should be usable without much specific training. For this reason, one large focus of our evaluation is ease of use.

1.3 Structure

We will first list the kind of information a first responder in the field of disaster management would need to successfully execute their job, with a special focus on what subset of this information can be provided by social networks. Next, we discuss some specific generic visual analytics tools, explaining why and how they were chosen, how well they are suited for disaster management and which features make them stand out as either particularly suitable or unsuitable for this task. Finally, we will introduce some generic open source toolkits that can be used to create new visual analytics tools.

---

\(^1\)Expected data sets are in the hundreds of millions to billions of tweets.
1.4 Related Work

There are a few studies currently available that compare and evaluate the capabilities of generic visual analytics tools.

Zhang et al. [31] compare some commercial business intelligence tools and provide suggestions on how to improve them. They conclude, amongst other things, that real-time analysis of data generated on the internet and by modern equipment will likely play a big role in the future development of commercial business intelligence tools. Predictive analysis is another underrepresented field, which is seeing a rise in demand and will probably see development.

Harger and Crossno [19] compare a number of open source toolkits, which can be used in visual analytics, according to their functionality. They conclude that only very few toolkits provide comprehensive implementations of many visualisation and analysis techniques. Most toolkits focus on either visualisation or analysis and have a narrow target platform definition. Depending on the user’s needs, most toolkits have their individual advantages and disadvantages, which prevents the declaration of any clearly superior software.

To the best of our knowledge, however, there are no studies on how suitable these tools are for disaster management.

Other related studies evaluate specially developed tools. These studies focus on a specific tool, developed for a specific task like identifying news events (TwitterReporter [22]), analysing disaster events in retrospect (TwitInfo [21]) or analysing only real-time data (SensePlace2 [20], Twitcident [15]). None of the tools support both the analysis of past event information and real-time event discovery as well as tracking. The aforementioned tools also have the weakness that they only support one source of information – Twitter.

Finally, there are studies about fundamental concepts, for instance identifying methods to extract important information from extremely large data sets. These concepts allow the collection, discovery and visual representation of data from social media sources. Using this as input, we created a questionnaire of information needs necessary in disaster management scenarios. This information needs to be both provided by the data source and extracted the visualisation tool. The following studies provide an important basis for understanding the current state of development of software support for disaster management. They also allow us to compare the generic tools we inspected to the capabilities of specially developed tools:

- “Microblogging During Two Natural Hazards Events: What Twitter May Contribute to Situational Awareness” [29] analyses how Twitter was used by people within natural disaster areas to communicate status information and coordinate themselves. It “identifies features of information generated during emergencies, and leads to the development of a working framework to inform the design and implementation of software systems that employ information extraction strategies”[29, p. 1087].

- “Emerging Topic Detection on Twitter Based on Temporal and Social Terms Evaluation” [17] explores how to identify emerging topics in Twitter by detecting spikes in the usage of keywords. This paper presents a topic detection method that uses this information to find topics in real-time.
• “Event Detection in Twitter” [30] uses wavelet analysis to efficiently discover events in the data volumes supplied by Twitter. It uses this method to extract real-life events from sample Twitter data and verifies that the retrieved events actually took place in the identified time frame.

• “Spatiotemporal Anomaly Detection Through Visual Analysis of Geolocated Twitter Messages” [27] extracts up-to-date information on important events such as natural disasters using spatiotemporal anomalies to improve the result of generic event detection. The anomalies in focus are geographically and temporally dense occurrences of event-related topics.

• “Spatiotemporal Social Media Analytics for Abnormal Event Detection and Examination using Seasonal-Trend Decomposition” [18] employs anomaly detection techniques to extract small-volume rare events buried among large-volume frequent events.

• “Characterizing Microblogs with Topic Models” [25] demonstrates how to use topic models to measure the similarity between Twitter feeds and then use this information for relevance assessments of other feeds for a particular user. This information is used to create a recommendation of new Twitter feeds for a user to follow, based on their relevance to the currently followed feeds.

• “A Model for Mining Public Health Topics from Twitter” [23] takes a generalised approach to detecting public health information from Twitter messages based on keyword analysis. It demonstrates that and how this information can be extracted from social media and labels approximately 5,000 Twitter messages according to their relevance to health topics.
2 Social Networks as a Source of Information

2.1 The need for information in critical situations

Information in critical situations is not only needed for people directly under the effect of the circumstances, but also for those who want or have to get involved, for friends and relatives, for others who just want to offer the victims their help, sympathy or relief. Their need for information, its urgency as well as the specific types of information vary based on which roles they take in the process. In this study we composed a list of questions that might be asked by those people and try to answer them with available visualization tools by analysing messages from social networks.

The need for information, as mentioned above, differentiate depending on the subjects in question. In order to identify them, the subjects have first to be determined. People under direct effect of the situation have the utmost need of information as their well-being or even their lives could rely on it. The rescue teams could use the information to locate and help the victims. People who manage disaster situations would need a clear look at the big picture to make their decisions more appropriately and effectively. They also could use these modern media as an information channel to get warnings, instructions and suggestions reach their destination, which undoubtedly could be very valuable should they arrive timely. Friends and relatives, who need to ensure their loved ones are safe, could also notify the authorities and responsibilities about missing people. Analysts and scientists could use the data to assess the magnitude and latitude of the events, predict the consequences or other similar events that could happen in the future or record these information into history archives. Last but not least, people who are not directly involved with these persons might want to get informed to offer their spiritual relief or assistant from afar should it be needed.

If a critical situation arises, information on its kind, intensity, geographical whereabouts and impact range, initiation and termination time as well as its development over time is the most fundamental and thus is interested by many, if not all people. The condition on the spot, the cause and reasons, the possible outcomes and consequences, number of victims, casualties, involved persons and amount of infrastructure damage, etc. are also very often of interest. Base on those information, people could decide which actions are appropriate to take to get out of the situation. Sometimes these information comes as instructions, for example in case of need for evacuation. If the victims or situation are in the position where they cannot recover without help, the aid teams and crisis control teams will be needed along with information related to them. A mutual information channel could also be established to ease the rescuing process.
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2.2 Questionnaire

The section reveals the full questionnaire we composed for the study. It certainly couldn’t cover every extent of information necessities in every crisis, but it is our best attempt and thus is used as a guideline for this study.

A short explanation or simple questions and answers are given to further clarify the questions.

- Is there any interesting or noteworthy event happening right now?
  Abnormal event detection.
  Two forest fires in north America and Africa.

- What kind of event is of interest?
  The event classification, e.g. earthquake, fire, flood, storm, etc.

- Where does the event take place?
  The location of the event.

- How widespread is the event?
  The actual geographical range of the event.

- When does the event start?
  Initiation time of the event

- Did the event finish or when will it expectedly end?
  Termination time of the event

- Which phrases has the even go through?
  Current and past statuses of the event. Warning, impact, recovery? [29]

- What is the intensity of the event?
  The grade of an event base on a specific scale for its type.
  Earthquake richter, hurricane category, flood water level, tornado Fujita-scale, etc. [28]

- Is an event foreseeable?

- How many people are directly involved?
  Estimated and accurate number of affected people, deaths, casualties, missing, etc.

- What are adequate reactions? Evacuation, seek for shelter, stay alert, warn other people, store food and supplies, etc.

- How are the conditions where the event takes place and surroundings?
  Weather, people, animal, building, etc...
  Is there any closed roads, structural unsafe buildings to avoid?
  Should power plans be shut down?
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- Is there any protocol or instruction to follow in order to get out of the situation safely or with minimal damage?
  Update on evacuation route, information on roads with heavy traffic, do not use elevators, wrap wet blanket to protect body in case of fire, wear gas mask or hazmat suit, escape to higher ground, etc.

- Would there be consequences of the event?
  A biohazard in an industrial factory could lead to chemical poisoning, radioactive environment, fire or explosion, etc.
  Earthquake could activate volcanoes, which could release volcanic ash cloud, which forces closure of airports.

- Which supporting organizations are already on site?
  Police, fire-fighter, military, first aider, voluntary

- Which state of mind are the people on site and surroundings?
  Calm, panic, grieving, waiting for help, etc.

- How is the health care conditions for people on site?
  Is food and clean water, medication, shelter, etc. available?

- Which communication channels are still functioning? Does mobile phones, landlines, internet, radio, TV, warning systems (sound, light) work?
  How could information, warning and instruction be delivered to the victims?
  How can rescue teams communicate with each other?

- Is information on location of victims and rescue teams available?

- Where to seek for official or trustful information?

2.3 Concrete tasks for the study

Although there is a wide range of real information need in these special situations, the big question is that, if useful relevant information could be extracted from social networks and more importantly, how visualisation software could assist in this process; what a tool can and cannot do and which information can be discovered. At the moment, computer software cannot completely replace the human mind in many complex tasks, especially when semantic analysis is involved in such tasks. Therefore, within the limited scope of this study, we decided on a number of realistic, tangible, short-listed tasks that we might be able to solve with the assistance of visualisation tools. These tasks are the base on which we construct and execute our tests.

**Data source** Which data sources does the tool support?

- Does it support database connection, plain text file, live data stream or internet protocols and formats e.g. REST, RSS, JSON, etc.?
Data format Can the software recognise the proper data type, format and interpret the data’s meaning correctly?

- How are date and time formats handled? Are numbers and geographic coordinates correctly interpreted?

Data redundancy Can the tool detect duplicates and eliminate redundancies?

- Removal of identical data records, re-posts of messages, etc.

Filtering Can the tool filter data according to its content?

- Does the tool support inclusive and exclusive filtering?
- Can it filter text data using single or multiple keywords?
- Can it filter value ranges (numbers, coordinates, time period) and value lists?

Content analysis

- Can the tool identify relevant content of a specific topic through similar or misspelled keywords (earthquake, earth quakes, earth-quake, quake, erathquak), semantic similarity (storm, hurricane, wind, rain, lightning) or related topics (earthquake, volcano eruption, ash cloud, airport closure, economic downtime)?

Anomaly detection

- Can the tool detect unusual events by the amount of data records in a time period or by the abnormal geographical density of messages?
- Can the tool detect atypical keywords?
- Can the tool expose a small yet significant event buried in the information stream of other larger events?

Data grouping Can data with similar properties be grouped?

- Group messages which contain a specific keyword and were written in the same country.
- Group records within a one mile radius.
- Group records that were written within a period of 15 minutes.
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**Quantity visualisation**

- Can the quantity and density of records be visualised on a map?
- Can the quantity of data be visualised in a period of time or in comparison of different time periods?
- Can the quantity of data be visualised in a comparison between geographic regions, e.g. on a heat map?

**Time detection**

- Can the first and last records of an event be detected? What about disruptions and duration of the event?

**General visualisation feature**

- Can a short list of properties or the whole original data record be retrieved quickly through its graphical representation in the visualisation?
- For example per mouse over, mouse click or context menu.
3 Analysis Tools in Disaster Management

The vast amount of data freely available in social media is too much for a human to process in a time frame that allows adequate responses and measures to be taken in a crisis situation. Therefore, software tools are needed to aid with information retrieval about and detection of disasters.

3.1 Specially Developed Tools

SensePlace2, TwitInfo, TwitterReporter and Twitcident are software that was implemented to fill a void in this market segment. They connect directly to Twitter or use, even temporary, mirror database systems as a source of information to find and show the most relevant tweets. The representation on a map allows the user to mentally associate the tweets with a location and detect abnormal accumulations. Temporal, spatial and content filtering help users to locate possible disasters and any other information in general. In another step, details on demand provide data that has been gathered by people on site and shared via the Twitter network.

3.2 Existing Visual Analytics Tools

Unfortunately, the specialised tools are tailored to specific networks or until now don’t provide sufficient customisation options. On top of that, they are too restrictive or make assumptions like SensePlace2’s that the user is already searching for a specific crisis or event. This makes it more difficult to find a crisis that was previously unknown. General visual analytics (GVA) tools have been around for quite some time now and are highly adaptable. If they could be used for the same tasks as the specialised tools, users would have the best of both worlds.

3.2.1 Tool Selection

To assess how suitable GVA tools are in the context of disaster management they have to be tested with some sample data. We chose a pre-recorded set of 1.26 million Twitter messages, sent during the entire day of 23rd August, 2011. This coincided with the 2011 Virginia Earthquake[12]. This earthquake occurred at 17:51 UTC and had a magnitude of 5.8. It could be felt all over the American east coast and eastern parts of Canada. It caused no reported deaths and only minor injuries, but caused widespread minor damage to buildings.
The data was saved in a tab-separated format inside a text file in the UTF-8 encoding and without quoting. The following columns were included but had no header with their names:

**Message ID** An 18 digit integer assigned by Twitter to identify the message.

**User ID** An integer assigned by Twitter to identify the message author. In our sample it had between 2 and 9 digits.

**Timestamp** The date and time at which the message was written, in UTC. This is formatted as a concatenation of numbers, starting with the year and ending with minutes. Example: 23rd August, 2011 20:54 ⇒ 201108232054.

**Latitude** A floating point number representing the Latitude of the author’s position at the time of writing.

**Longitude** A floating point number representing the Longitude of the author’s position at the time of writing.

**Geotag** A human readable description of the author’s position at the time of writing. This information can be arbitrarily exact or omitted completely. Examples: “South Carolina, US”, “Brasil”

**Text** The message content as text.

The Latitude and Longitude columns were sometimes set to “0” when there were messages with missing columns.

Since this is a study without financial resources, we are not able to check tools that require payment of any kind. This leaves programs that are completely free or provide a free version that might have reduced functionality.

Based on the work of Zhang et al. [31] four popular tools with an established user base have been selected for analysis. An important aspect was their ability to perform various analyses and render many different visualisations.

- Spotfire
- QlikView
- Tableau
- JMP

An additional tool caught our attention by promising the ability to correlate documents through the extraction and comparison of contained entities: Jigsaw.

The content of this section presents these tools in general, before they are analysed in more detail in section 3.3. To be able to get comparable results from our tests, we used a reference machine with the following configuration:

- An Intel Core i7 980X processor operating with 6 cores, simultaneous multi-threading and 3300 MHz.
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- An nVIDIA Geforce GTX 580 graphics processing unit with a core clock of 772 MHz.
- 12 GiB of random access memory in a triple channel configuration of 6 equal double data rate synchronous dynamic (DDR3-SDRAM) dual inline modules operating at 1333 MHz with a column address strobe latency of 7 cycles.
- Microsoft Windows 7 Professional in the 64 bit variant with all updates available at the time of the tests applied.
- Microsoft Internet Explorer 9 with all updates available at the time of the tests applied.

3.2.2 Spotfire

![Spotfire Image]

**Figure 3.1:** Spotfire displaying a map of the sample data with a thumbnail illustrating the data exploration capabilities.

TIBCO’s Spotfire [10] is a commercial visual analytics tool, developed by TIBCO Software Inc. We chose it for further study because, according to Zhang et al. [31], it knows a number of relevant visualisations and should be able to handle our data set without problems.

**General Impressions**

Spotfire is available with several licenses, including a free evaluation license, which we chose for financial reasons. There seems to be no listing of the differences between the individual licenses or simply a site that lists the differences between the free trial license and the “professional”
licenses. The free license is time-limited and loses the ability of doing more than trivial analyses or opening trivial save files after thirty days. In order to be able to enforce this time limit, Spotfire forces the user to log in every five days.

As a result of this constraint, the user needs to update Spotfire no later than five days after any update is published. The update process is rather time-consuming and takes at least 10 minutes on a 2.4 GHz computer with a fast internet connection. This means that the user both doesn’t have the option of running a slightly outdated version which works better on their system and cannot refuse to upgrade, even if they need to do a time critical analysis.

Spotfire offers a lot of different visualisation options, see Zhang et al. [31] for more in-depth information. It feels slow with our a data set of 1.26 million Twitter messages. The program is only shipped as a 32 bit version, which means that it cannot keep large data sets in memory. As a result, it needs to use on-disk swap files to deal with such data sets.

The GUI looks nice and is quite intuitive. We were able to find several disasters, both natural and otherwise, using a simple keyword search.

Spotfire cannot read data from a stream. It can, however, update its data set from different data sources, including several databases and CSV files. This update takes between 10 and 30 seconds.

Loading and importing data from either a previously created project or an external data file takes some time, depending on the size of the data set and the available memory. The speed deficiency on low-memory systems is due to the data needing to be organised in such a way that Spotfire can keep summary data it deems important in memory, while maintaining more detailed information in an on-disk swap file.

Spotfire has one advantage over other tools, which is not a deciding factor in disaster management: it can be installed in a local directory without admin privileges. This means that users can handle their own installation on an as-needed basis, without the presence of system administrators.

The analysis tool has some minor problems when used with the newly published Windows 8, which illustrates that its target audience is business users which do not upgrade to new operating systems immediately. In the case of Spotfire, this limitation is mildly surprising, since it has a relatively quick release cycle with two new releases within five months.

Extensibility

Spotfire is based on a plugin architecture, which allows its functionality to be extended. For this purpose, there is an SDK which can be used to write new plugins. We were, however, unable to evaluate this functionality because it is only available for professional licenses. An internet search turned up a few plugins, none of which were offered by TIBCO. It is unfortunate that for this reason, we could not use more specific analyses better suited to disaster management scenarios.
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Suitability for Disaster Management

Spotfire makes a nice first impression. It is able to load the sample Twitter data within five minutes, and displaying the data in a graphical map took only about 30 minutes for a first-time user. However, the amount of time it takes to update its graphical information, combined with the fact that the data cannot be read from a stream, makes disaster discovery with Spotfire a monotonous and time-consuming task.

In a disaster situation, 15 minutes is a long time. Spotfire takes this amount of time to read in new data, present it visually and let the user discover any changes that occurred since the last update. This shows the advantages of more specifically developed tools that can update and graphically represent these changes in real-time. A preprocessing step where the data is filtered according to disaster-specific criteria might help with this situation.

The lack of proper analysis tools and Spotfire’s lack of extensibility further decrease its usefulness for disaster management. It does provide necessary filtering capability. Since these filters are barely configurable and every column has exactly one filter, using them can be difficult and time consuming. This fact is somewhat alleviated by the availability of “Calculated Columns”, which allow the user to analyse the data using custom expressions. However, they are little better than crutches in disaster management scenarios as using them is time consuming.

In conclusion, while Spotfire is great for an after-the-fact analysis of a disaster, it is somewhat lacking in an ongoing disaster management scenario. An analyst using it will greatly profit from some specific training, as some configuration options are hidden away and some limitations are not intuitive.

3.2.3 QlikView

QlikTech’s QlikView [2] is another general visual analytics tools with emphasis on business intelligence. QlikTech has provided a platform for users to share knowledge and extensions. The community that has evolved around this and other platforms is active and willing to help when someone has questions or problems.

Unfortunately, the effectiveness of this helpful community is often counteracted by the restrictions imposed on QlikView by the license used for this study. QlikTech provides a free version for individual use, called “personal edition”, along with paid licensing between 1,350 and 15,000 U.S. dollars. With the personal edition, there is no need to log into any account or connect to activation servers. However, the user is limited to only viewing their own files. This makes it very difficult to collaborate with other users who, for instance, might upload a document with the solution to one’s problem, because it cannot be opened.

To at least allow the user to open their own files after a reinstallation or transfer to another machine, there is a recovery feature that can be used up to four times. QlikTech provides the possibility to change the file’s author four times for every installation. This registers
the author’s key in the file that is being opened as belonging to the current user. After the recovery, all files from the same author can be opened.

A problem not related to licensing arises because QlikView does not support data to be displayed on maps out of the box. One either has to define shapes that represent the areas on the map oneself or use third party extensions that provide dynamic background images. Therefore, the initial tests conducted for this study were limited to a map with a static background image that neither supports zooming nor provides location information beyond the user’s knowledge (Figure 3.2).

![Figure 3.2: A scatter plot with a static background as map in QlikView.](image)

QlikView always works on dedicated documents in its own format. However, the data can be retrieved from many other files or databases. While many different formats are supported, only MS Excel files are selectable when a new document is created. The other formats can be chosen when an existing document is to be opened. If the existing document is not in a QlikView format, a new one is generated and the data is imported.

Extensibility

QlikView supports custom extensions written in Javascript. To enable them the user has to switch to the web view, which uses Microsoft’s Internet Explorer to host all visual content. However, the current implementation is not compatible to the newest browser version 10 used in Windows 8 and Windows 7 with the platform update. The number of available data records in this so called “web view” is limited to 10,000.
3.2 Existing Visual Analytics Tools

3.2.4 Tableau

Tableau Software is an American company seated in Seattle, Washington, USA. They provide four main data visualisation products focusing on business intelligence [14]: Tableau Desktop for individual use on a personal computer; Tableau Server, which is accessible through a web browser; Tableau Public, which can create interactive web-page-embedded visualisations, but limits the amount of data records to 100,000 and only allows saving on Tableau’s public sever; and finally Tableau Reader which can only read tableau package files. The latter two are provided free of charge, while the other two have different pricing policies, but time limited trial versions are also offered. All products require a 32 or 64 bit Windows platform. Additional mobile applications are also available for Apple’s iOS and Google’s Android.

Other than the mentioned limitations, Tableau Public, Tableau Desktop Professional and Personal versions differentiate themselves from each other mainly by the number of data sources they support. In this study, we use the Professional license kindly provided by the software company.

Figure 3.3: Tableau’s “Show Me” visualisation type choosing toolbar (left) and dialog for creating a calculated field with field name and function completion assistance (right)
General Impressions

Tableau supports various types of visualisations through an intuitive, professional-looking, mouse-friendly user interface (Figure 3.3). Visualisations can be created by dragging and dropping. The type of visualisation can be automatically chosen based on the data types, for example, by dragging and dropping “Dimensions” and “Measures” into the “Columns” and “Rows” fields (Figure 3.4). Details and customisations can also be selected by mouse. More advanced functions, such as calculated fields or parameter definitions, are accessible through dialogs and can only be fully utilised with manual text input, although mouse assistance is offered (Figure 3.3).

![Figure 3.4: Tableau's data source, dimensions and measures toolbar (left) – Customisation, optimisation detail toolbar and main visualisation (right)](image)

Tableau, using the familiar concept of most of the widely-used spreadsheet applications, organises visualisations in a project file called “workbook”, which contains one visualisation or a side-by-side comparison of multiple visualisations in each “sheet”. A “dashboard” is a special sheet, in which other visualisations in the workbook can be placed freely to provide an overlook of the whole project’s data. A presentation mode is also available.

Even though real-time visualisation from a live data stream is not possible, Tableau supports numerous popular databases and file formats and can update the data at any time with a single click.

Extensibility

Unlike Spotfire and QlikView, Tableau is not extensible through plug-ins or extensions of any kind.
3.2 Existing Visual Analytics Tools

The only exception to this is that it allows the import of custom geocoding to further enhance its ability to work with maps.

It does, however, offer some filtering conditions and scripting functionality for advanced users, limited to the definition of calculated fields, which are mostly modifications of original data. Although very limited, it can be used creatively to solve some problems, for instance the problem of filtering for multiple keywords.

Suitability for Disaster Management

Tableau is supposed to “work with 100’s of million of rows of data right on your own computer and get answers in seconds” [26], which sounds very promising for our task of analysing 1.26 million Twitter messages. The software works relatively fast and responds quickly to user interactions. Most of the time-consuming operations can be aborted, should changes need to be made. Execution time and/or progress are also shown for such tasks, which could be taken as a responsiveness indicator in case of program malfunctions, so that the user can take appropriate actions to avoid wasting their time.

More importantly, Tableau offers good support for, among many others, visualisation with geographical maps, which is extremely useful for geospatial data analysis.

Advanced and quick filtering are also featured. Tableau’s flexible paging functionality, which mimics motion pictures by incrementally showing overlapping results for specific periods, is visually well-suited for observing and perceiving data changes over time.

Apart from those auspicious features of a generic visualisation tool, Tableau seems to offer next to no advanced data mining tools, especially none that could compare to dedicated solutions like Twitcident.

Nevertheless, we were able to find some encouraging results from our tests with Tableau.

3.2.5 JMP

SAS’s JMP software [7] is a general visual analytics tool with emphasis on business intelligence.

Licensing

SAS provides a fully-featured trial version that will work for 30 days. Commercial licenses start at 1,200 Euros for a single user but their academic program provides licenses for periods of 6 to 12 months at much lower costs.
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Suitability for Disaster Management

JMP was not able to load the timestamps in our data sets out of the box but required a user defined script to parse them. Grouping or clustering was only possible on a level known from various database systems. It only checked for exact data matches and did not support geographical distances. Once the data was loaded it could only be updated if it was provided by a database. Experiments to use a CSV file with ODBC drivers failed with error messages from the operating system.

Because of these critical failures early in the analysis, we decided that the program was not suitable for the tasks at hand. No further experiments were carried out with JMP.

3.2.6 Jigsaw

![Jigsaw's main screen after the completed import.](image)

**Figure 3.5:** Jigsaw’s main screen after the completed import.

Georgia Tech Information Interfaces Research Lab’s Jigsaw [6] allows the visualisation of relationships between documents by detecting entities within them. Using Twitter messages as documents would be a challenging task, since they are very short and differ wildly in grammatical and semantical quality. We chose to evaluate Jigsaw to determine its applicability to microblogs like Twitter and thus its ability to help in disaster management scenarios by finding relationships between social networking messages.
General Impressions

As opposed to the other tools evaluated in this study, Jigsaw runs natively on all three major operating systems. This is due to the fact that it is implemented in Java. There is also no license necessary for its use, which makes running it less tedious as there is no need to keep the license up-to-date or to worry about having the license run out. The installation process consists of extracting a ZIP file, which makes it quite effortless on modern systems.

Data Import

Upon reading the introduction document, the first of Jigsaw’s shortcomings becomes apparent: it is designed to handle 5,000 to 10,000 short documents, not few large documents. This is problematic when combined with the fact that a collection of Twitter messages can be viewed as either one large document with many small data records or as a collection of millions of small documents. Both interpretations are outside the scope of Jigsaw’s design, which becomes apparent after importing our sample data set: Figure 3.5 and Figure 3.6 both show that a large portion of the original data mysteriously went missing during the import. While Figure 3.6 shows that about 600,000 messages were ignored while processing the import, in the end only 3,176 of the original 1.26 million records survived the import process.

![Image of Jigsaw processing the import with approximately 600,000 records missing.]

**Figure 3.6:** Jigsaw processing the import with approximately 600,000 records missing.

One possible way to combat this problem could be to preprocess the initial data set to include only relevant data records and regard all messages by an individual user as one document. Since the resulting data set would still contain several thousand messages and Jigsaw’s entity detection doesn’t work on Twitter messages, this would also be unlikely to result in a successful import. Due to time constraints, we were unable to explore this any further.

During the course of the evaluation, a document was found that appeared to contain multiple data records. This might explain the missing 600,000 messages in Figure 3.6. Since there was no message from Jigsaw to explain why it would join several data records into one document, we can only speculate that it assumed some sort of quoting. Since some Twitter messages probably contained odd numbers of quotation marks, these messages were likely joined with the subsequent data records, until another odd number of quotation marks was encountered. This theory does not, however, succeed in explaining the further reduction to 3,176 documents.

Apart from this critical import problem, which was not reported by Jigsaw, the import went smoothly. The file selection dialog (Figure 3.7) allows the selection of multiple documents, which – in the case of CSV files – need to have their columns mapped to data types. Surprisingly, however, these data types are not classical data types like “integer” or “string”. They are
freely definable strings, which makes the “data type mapping” a column name assignment (Figure 3.8).

![Figure 3.7: Jigsaw’s file import dialog, showing the supported data formats.](image)

![Figure 3.8: Jigsaw’s type mapping dialog.](image)

Some of the predefined “types” – like “Document ID” and “Document Text” – are later interpreted by Jigsaw in a hardcoded fashion. Figure 3.10, for example, uses the contents of the “Document Text” column to populate the tooltips. It is implied that the “Document ID” column is used to identify individual documents throughout.

### Data Analysis

Jigsaw provides several analysis tools (see Figure 3.9). To evaluate them, we ran them through the handy “Compute All” menu entry. This caused Jigsaw to launch all tools sequentially on the imported data and with default parameters. The run time of all analysis tools combined was more than five hours on a 2.1 GHz computer. Jigsaw, like all evaluated visual analytics tools, only used one thread to run all four analyses, despite the inherent independence of the algorithms. After the analyses completed, there were no obvious changes in the user interface.
and no obvious way to access the calculation results. As shown in “Visualisation”, the analysis results can be used in at least one View.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tablet</td>
<td>Connect to server</td>
</tr>
<tr>
<td>Customize Sentiment Dictionary</td>
<td>Disconnect from server</td>
</tr>
<tr>
<td>Compute Summaries</td>
<td>Compute Clusters</td>
</tr>
<tr>
<td>Compute Sentiments</td>
<td>Compute All</td>
</tr>
</tbody>
</table>

**Figure 3.9:** Jigsaw: Available Analysis Tools

Visualisations

Visualising the imported data proved to be somewhat difficult. Most “Views” – Jigsaw’s term for visualisations – failed to open with an Exception that was only visible on the console Jigsaw was launched from. Of the Views that did open successfully, most were empty or failed to provide useful information due to the amount of missing data. The only View that did open and provide useful information was the “Document Grid” View (Figure 3.10). This particular view allows the user to view the results of the analysis tools. To demonstrate, Figure 3.10 contains some clustering results, sorted by the amount of documents in the cluster and coloured using the result of the sentiment analysis.

Extensibility

Jigsaw contains a plugin architecture, as evidenced by the “plugins” directory in its toplevel directory and the fact that one plugin is used for code obfuscation. There are no plugins available on the project website [6], and plugin support is not mentioned. An internet search for plugins – after first yielding ambiguous results due to jigsaw puzzle plugins for software like Photoshop and the GIMP – did not turn up any results. This suggests that the plugin architecture is currently either under development or simply for internal use. Combined with the fact that the used plugin is manually added to Jigsaw in the startup file, the only logical conclusion seems to be that plugins are currently not usable to extend Jigsaw.
Suitability for Disaster Management

While the “Document Grid” View yielded promising results, there were severe import problems and the fact that design decisions make Jigsaw’s usability for the analysis of microblogs doubtful. Due to these results, Jigsaw currently isn’t a viable candidate for use in disaster management scenarios.

If Jigsaw was to be amended to properly detect entities in a microblogging context, it could serve as a valuable addition to disaster management by highlighting relationships between individual documents and therefore find details relevant to current areas of interest. To be truly great at this, the analysis tools provided by Jigsaw need to be optimised since they currently cannot exploit parallelism in hardware and are generally very slow with the amount of data provided by social networks.

Because of Jigsaw’s general unfitness to the task at hand, we have decided not to include it in our tool comparison.
3.3 Tool Comparison

Our in-depth analysis of the selected tools shows how well they fare in the realm of disaster management scenarios. To obtain comparable results, the same input data and set of tasks were used. This allows us to rank the tools according to their suitability for disaster management.

3.3.1 Data Import

At the beginning of any workflow lies the import of data into the program. All tools can load data in the “character separated format” (CSV). However, not all treat the text they read in a semantically correct way.

The format of the timestamps in our source data was \texttt{YYYYMMDDhhmm}. This way, “long integers” yielded a valid temporal sequence. Since every tool would have required substantial manual labour to load these strings as temporal data, we decided to leave the long integer interpretation.

A tool would ideally know the semantics of geographical coordinates, but their treatment as decimal numbers is still adequate. JMP supports coordinates with degrees, minutes and seconds and handles them as a separate data type. However, since the data isn’t supplied in this format, this doesn’t provide an additional advantage with our data set.

As Table 3.1 shows, all programs support at least one database system as input. JMP even needs such a system to be able to reload the data and was therefore excluded from further testing. Otherwise, the user is stuck with the data that was previously imported. Live data streams could also be helpful in discovering disasters and other information in real time, but none of the tools support them.

Every program handles the data import in its own way. We will therefore look at each tool individually to be able to properly reproduce the advantages and disadvantages offered by each tool. JMP and Jigsaw both proved to have some fatal flaws, which is why we chose to exclude them from further analysis.

<table>
<thead>
<tr>
<th>Data import from DB</th>
<th>Spotfire</th>
<th>QlikView</th>
<th>Tableau</th>
<th>JMP</th>
<th>Jigsaw</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>False</td>
</tr>
<tr>
<td>Data import from CSV</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
<td>True</td>
</tr>
<tr>
<td>Live data streams</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
<td>False</td>
</tr>
<tr>
<td>Duplicate elimination</td>
<td>True</td>
<td>True</td>
<td>False</td>
<td>True</td>
<td>False</td>
</tr>
</tbody>
</table>

*Table 3.1: Data sources that are supported by the evaluated programs.*

*a partial import*
Spotfire

When creating a new project, the user has the option to create a blank project, to import an existing one or to start with a data import. Since we had a predefined data set of Twitter messages, we chose the import option.

The CSV file was properly detected as tab-separated and the assigned data types were chosen appropriately. There were only three problems with the automatic configuration. Spotfire was not able to handle the timestamp format. As discussed above, we chose to interpret them as integers. The second issue was with the document encoding detection. Spotfire assumed a “Western European” encoding – which probably means ISO-8859-1 – instead of the UTF-8 encoding the document was actually in. Lastly, Spotfire assumed that there was quoting within the data records and enabled the corresponding option in the import configuration. Since any quoting in the data set was purely coincidental, this option had to be disabled. As a final step to completing the configuration, we named the individual columns according to their contents. The resulting import configuration is shown in Figure 3.11.

![Spotfire's import settings dialog.](image)

After these parameters were determined, the actual data import was triggered. The import took roughly 15 minutes, and included a duplicate elimination step where duplicate rows were eliminated. There were no problems during the import: errors in the expected data format were ignored and reported after the import, but didn’t cause any failures.

Spotfire has the option of saving the imported data within the project file or simply keeping a link to the source file. Saving the data as part of the project has the advantage of not having
to repeat the import every time it is loaded. This means that saving the project takes a little longer, though. In case of a link to the source, the re-import on load happens automatically, so no user interaction is required, but it does increase the load time.

Since Spotfire cannot read from a stream, the data sometimes needs to be refreshed. This refresh operation is realised as a new import with an immediate join of the imported and existing data tables.

Overall, the data import step was easy and intuitive, albeit a bit lengthy due to internal optimisations and restructuring of the data.

QlikView

Like many other functions of QlikView, the data import is based on a script (Figure 3.12). However, the user does not have to write it himself. A wizard is used to gather information about the source file’s format. Here, the tab-separation and the UTF-8 encoding were detected automatically, but the quoting had to be turned off manually. After the different data columns were named, the script was generated and displayed. At this point, the user could specify different options for the representation of numbers, currencies, dates and timestamps, while having the default values as templates. This allowed the correct handling of the different data types.

QlikView reads all data, duplicate or not. Built-in visualisations only show distinct records, but the duplicates still appear in evaluations, such as aggregations. Thus the user has to keep redundant data in mind while editing the import script and include the word “DISTINCT” to cause QlikView to eliminate duplicates.

Once the data is loaded, it has to be stored in QlikView’s project file. When a new document is created instead of opened, its data can only be saved in Microsoft’s various spreadsheet formats for Excel.

QlikView lacks a concept of live data streams. However, it can synchronise with a data server or reload the source files, which took only seconds with our sample data set. This is fast enough not to disturb the user’s workflow and is therefore not considered a major downside compared to having live streams.

Tableau

Tableau supports more than 30 sources of data, from static files like Microsoft® Excel or CSV to widely used relational database systems, even from clipboard. Furthermore, unsupported data sources could be indirectly accessed through the standard ODBC connection, which leaves the door open for the widespread Web 2.0 data exchange formats, such as XML (RSS, Atom) or JSON.

Data can be read entirely or partially at connection time, incrementally only when needed, directly from the sources or stored locally in a separate file as an extract of data. The software
can work with the data extract as well as with a “real” data source. This extract, however, offers a significant performance improvement, especially when working with networked data sources. It sometimes offers features that don’t exist in the original data sources, for instance the \textit{count distinct} or a median calculating function for Excel files [16]. These data extracts can be included in a packaged workbook and seamlessly opened on another computer.

Tableau can visualise from different data sources simultaneously. It also supports referential constraints across multiple tables as known from relational databases, for example the “inner join”.

when “Connect to Data” is chosen and a CSV file is selected, Tableau asks the user for the \textit{delimited text file’s} field\footnote{In Tableau, “columns” are called “fields”.} separator and encoding – which is correctly detected as UTF-8. The user can choose whether the first row of the file contains field names. Single or multiple table importing is allowed, but the multiple table feature only works for files in the same folder in
this dialog. Tableau provides a second dialog to help the user join multiple tables by identifying the primary and foreign key fields. Inner, left and right joins are supported. There’s an option in the file import dialog to allow a custom importing SQL expression to be edited. Aliases for tables and fields can be named as well. Figure 3.13 illustrates some of these features.

Figure 3.13: Tableau import dialogs.

The user then has the option to connect to the data live, import all or just some of it. If one of the latter two options is chosen, Tableau reads the data from the source, creates an extract, stores it locally in a special format which allows the software to work with the it independently of the data source’s speed. This data extract, just like the data from a live connection, can be updated at any time in the workflow. Tableau also allows updating data extracts incrementally by appointing a field to indicate new data records, which usually is the primary key (Figure 3.14). This feature only works with integer values, which is unfortunate, because Tableau interprets the message IDs in our data sample as double precision floating point due to their big values and thus can’t make use of the feature in our test scenarios.

Tableau provides no option for eliminating duplicate data.

Tableau automatically recognises some primitive data types like numbers, text, etc. It can even assign appropriate geographical roles to fields if their names are provided. The geographical role or the data type of fields can be chosen manually.

More complex data formats can be specified by choosing common predefined data formats or by creating fully customisable so-called “calculated fields” based on the original data with the aid of scripts and a wide variety of predefined mathematical, statistical, text manipulating, etc. functions.
We did, however, encounter a problem with the data type interpretation of Tableau. It doesn’t have an option to specify the decimal separator and uses the system’s number format, instead of the interface language’s default. This caused a misinterpretation of the geographic coordinates in the sample data and thus lead to a critical performance problem, which will be described more accurately in the detailed performance evaluation (3.3.6 Performance, Tableau).

After the problem had been identified, we found two solutions without having to change the original data: changing the operating system’s default number format or creating a calculated field, which is much more complex because of the data’s format. For example, a latitude value of 40.233483 (40° 14’ 1” N) was interpreted as an integer with the value of 40233483. The calculated latitude field could be given by the formula: \[
\text{New Latitude} = \frac{\text{Original Latitude}}{10^6}.
\]
However, in the sample data, the latitude does not always have six numbers after the decimal separator, which makes this solution much more complicated than it already is.

Like the other tools, Tableau doesn’t interpret the data sample’s timestamp format correctly. A calculated field can solve this problem.
3.3 Tool Comparison

<table>
<thead>
<tr>
<th>Feature</th>
<th>Spotfire</th>
<th>QlikView</th>
<th>Tableau</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date &amp; Time (i/mi/r/mr)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/✓</td>
</tr>
<tr>
<td>Numerical (i/mi/r/mr)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/✓</td>
</tr>
<tr>
<td>Text (s/w/f)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>✓/✓/✓/–</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/–</td>
</tr>
<tr>
<td>Coordinates (s/r/gr/cs)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/✓</td>
<td>✓/✓/✓/–</td>
</tr>
<tr>
<td>Invert filters</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Selection history</td>
<td>✓</td>
<td>✓</td>
<td>–</td>
</tr>
<tr>
<td>Persistent selections</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Custom expressions</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Intuitive quality measurement</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Intuitive distance measurement</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Intuitive density measurement</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.2: A comparison of processing and filtering capabilities.

<sup>a</sup>i = item filter; mi = multiple items filter; r = range filter; mr = multiple range filters

<sup>b</sup>s = substring; w = wildcards; f = fuzzy

<sup>c</sup>s = single point; r = range; gr = geographical area; cs = custom shape

<sup>d</sup>Functionality is provided by extensions.

3.3.2 Processing and Filtering Data

Once the data has been imported, it has to be processed and filtered to extract and find relevant information. Processing is necessary to be able to link individual Twitter messages to events. Filtering discards irrelevant data to make it more manageable. All tools support this in one way or another, but differ in the details of their execution.

Spotfire

There is no easy interface for summarising data. Spotfire does, however, offer a proprietary expression language that can be used for manipulating data in the internal tables. Figure 3.15 shows the metadata of the sample data’s table and the interface for adding new “Calculated Columns”. These “Calculated Columns” contain an expression which is evaluated to summarise data from other columns. The evaluated data is cached in the project file, which increases the saving and loading time, but allows Spotfire to use the results without having to constantly re-evaluate the expressions. For our sample Twitter data, this resulted in a significant overall speed up.

To test this functionality, we created a summary column called “IsOriginCoordinates”, which used an expression that evaluated to true for data records with coordinates in the geographical centre of the map. On the surface, the expression language was quite intuitive, with advanced functionality available but subtly hidden from the inexperienced user. The expression editor contains a graphical drag-and-drop interface which allows it to be used without prior training.
For any problems that occur, the help files are readily accessible and contain descriptions of most syntactical elements.

To facilitate filtering, Spotfire uses six filter types:

**Range Filter** This filter type provides a slider which allows the selection of a range of data. In Figure 3.16 (a), we use this filter type for the “Latitude” column.

**Item Filter** The *Item* filter is similar in appearance to the *Range* filter, but only allows one data record to be chosen. The far right and left hand sides of this filter type have special meanings: the far left contains the “(All)” filter, which matches all data records, while the far right contains the “(None)” filter, which deselects all records. This filter type can be seen in Figure 3.16 (b), used for the “Message-ID” column.
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**Check Box Filter** This filter type is used for columns containing discrete data like “boolean” values. It allows the selection of one or more of these discrete values. An example of this type can be seen in Figure 3.16 (c) for the “IsOriginCoordinates” column.

**Radio Button Filter** This type is similar to the *Check Box* type, with two exceptions. On the one hand, it only allows the selection of one value. On the other hand, it adds the options “(All)” and “(None)”, which work like their counterparts in the *Item* filter type. The “IsOriginCoordinates2” column in Figure 3.16 (d) demonstrates this filter type.

**Text Filter** The *Text* filter allows matching of column contents to freely definable strings with wildcards. To search our sample data set for any messages containing a reference to an earthquake, one needs to use this filter type on the “Message” column, as demonstrated in Figure 3.16 (e). One would then enter the search term “*quake” to match all messages containing a word ending in “quake”. The *Text* filter is case-insensitive.

**List Box Filter** Figure 3.16 (f) contains an example of this filter type used for the “GeoTag” column. It allows the selection of any combination of values found in a column. Like the *Item* and *Radio Button* filters, it also contains an entry named “(All)”, which matches all values. It does not contain a “(None)” entry.

![Figure 3.16: Filter types supported by Spotfire.](image)
Some of these filter types are data type specific. As an example, the Check Box and Radio Button filters cannot be chosen for text or integer data, but are applicable to boolean values.

Spotfire does not support any other filters, and the supported filters cannot be configured other than through their visible elements. This means that any advanced filtering needs to be done using “Calculated Columns”. It has the advantage that the default filter chosen by Spotfire is usually suitable for the column’s data type. Using advanced methods, the user can implement inverse filters, which are one of the more serious omissions of the filtering system.

An example of how to do more advanced filtering can be found in the previously created “Calculated Column” named “IsOriginCoordinates”. The contents of this column depended on the contents of both the “Latitude” and “Longitude” columns; if both were 0, this column contained true. One special case occurred in cases where the import resulted in one of the values being empty. In this case, “IsOriginCoordinates” contained the value “(Empty)”. If only the rows containing false were selected by, for example, a Radio Button filter, only those messages not in the geographical centre of the map were displayed.

Spotfire only allows the user to configure exactly one filter per column. This means that both multiple filters for one column are not supported and each column always has a filter. These filters are always joined with a logical AND operation. It would have been nice to be able to configure a join expression, so that filters could be joined with at least OR and possibly more complex operators. This would have provided the user with more flexibility and the ability to, e.g. explore multiple disasters in parallel, somewhat alleviating Spotfire’s lack of speed.

QlikView

QlikView allows selecting individual messages for display. The user can enter text into a searchbox and select all messages that contain this text. Selecting messages that were written at a certain point in time is best done by using a slider. Sliders can be configured to select ranges so that a period of time can be selected. There is no native functionality to select only messages inside a certain geographical area, but the user can select a rectangular area on a scatter plot to limit the selection. A user defined function can check the coordinates and perform a selection, too. This even allows an arbitrary shape for the selection, as long as the user implements a test to see whether a message was written within that area.

QlikView’s project files contain all applied filters and selections, thus allowing the user to continue at the last saving point. Furthermore, the program provides data type independent functionality for inverting existing selections, as well as allowing the user to move forward and backwards through their history.

While the user can use generic search fields to restrict the displayed data, this process can be optimised by moving it into the load script. This is realised by performing a substring search and saving the result in a new, calculated column. These new columns can then be used to, for instance, quickly select different disaster types, as if the user had check boxes at their disposal.
The messages’ timestamps can be bound to a slider control to allow the selection of single values or ranges. The user can then manipulate it with the mouse or keyboard. If the number of selected messages is not too large, this can lead to a real time update of the visual representation. QlikView also provides built-in support for animations. They can be used to control the selected time range and therefore view an animated map where new messages appear and older ones disappear. This effect can be used to create time lapse videos of tweets all over the map.

Finding the first occurrence of a keyword is not a feature that is explicitly advertised. This can be achieved by displaying the data in a table, filtering it by keyword and sorting the data by timestamps.

Tableau

Tableau provides many options for data filtering, either intuitive with drag and drop, on an intermediate level with simple conditions or more advanced by scripting.

Data can be filtered completely out of the working project at the time of import, which like the extract, can be changed at any time.

Tableau supports filtering of single or multiple exact values. It also accepts values from a list, wildcard searches, a specific number of rows on top or advanced conditions involving multiple data fields and their aggregations (SUM, AVERAGE, MIN, MAX, etc.) (Figure 3.17).

For numerical, date and time fields, a custom range of values can be defined for filtering. Tableau doesn’t support multiple keywords filtering. This, however, can be bypassed by combining the power of the calculated fields and a parameter. For instance, to create a second filter for a user input keyword at run time, a parameter “keyword 2” could be created. A calculated field “contains keyword 2” which checks if the to-be-filtered field contains this keyword and returns a simple value like a boolean or an integer. The filter can finally be constructed on the “contains keyword 2” field, effectively selecting data records which fulfil the condition. This task is computationally intensive and would decrease the tool’s performance, especially when multiple keywords are involved. For our study, we created two extra parameters functioning as keyword filters for the text message in the sample data. Another parameter called “Number of keywords”, which has integer values from zero to two, indicates how many of the keywords a specific message contains.

Data can be selected directly on the visualisation and chosen to be included or excluded from the visual representation or even from the internal data set. This also works for other filtering methods.

Quick filter panels (Figure 3.17) are available right beside the visualisation, which makes quick changes much more convenient.
3.3.3 Visualisations

After a tool has filtered and summarised data, it still has to be understood by humans. Visualisations facilitate this process by presenting it in a more comprehensible way. Geographical meta information is very important to disaster management. This means that it needs to be visualised appropriately, for example on a map chart. There are two general approaches to realising this visualisation:

1. Draw a scatter plot with an appropriately stretched image of the relevant geographical area as background.
3.3 Tool Comparison

<table>
<thead>
<tr>
<th></th>
<th>Spotfire</th>
<th>QlikView</th>
<th>Tableau</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scatter plot</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Map chart</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Heat map</td>
<td>–</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Table</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Custom info in tooltips</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3.3: A comparison of visualisation capabilities.

*Functionality is provided by extensions.

2. Use a second set of data, which contains the outline(s) of the relevant area(s), draw the area accordingly and plot the messages in the appropriate locations.

The second option has the advantage of being able to zoom and pan freely and select natural geographical areas.

The evaluated tools offer many different and configurable visualisations. Due to time constraints, we chose not to focus on every single one of them, but instead focused on those that appeared most relevant to disaster management. These consist of “scatter plot”, “heat map” and “map chart”. For completeness’ sake, we also made sure there was a proper tabular visualisation, which could be used to browse the internal data set and check for import problems.

Spotfire

The data table (Figure 3.18) is trivial to create and use in Spotfire. It was also fast compared to the other visualisations, even when displaying the complete data set.

![Figure 3.18: Table visualisation rendered by Spotfire.](image)

A scatter plot of latitude by longitude like Figure 3.19 allows for a quick overview of the geographical distribution of the data, without having to spend time setting up a map chart. This permits a cursory analysis of the data, as clusters like those in Figure 3.27 will still stand
out. It has the disadvantage of needing a very complete knowledge of the depicted area, as otherwise, one can just tell whether something is happening, not where. This visualisation is rather slow, with load times in the minutes for data sets like ours. Filtering the data to more manageable sizes like tens of thousands of messages makes this visualisation much more responsive.

Figure 3.19: Spotfire’s scatter plot of earthquake data - not very useful without a map.

Figure 3.20: Configuring a map chart in Spotfire.

The best visualisation for finding events and determining their geographical location and extent is the map chart (Figure 3.1). Since Spotfire supports both options of realising a map chart, we decided on using the second one. Figure 3.20 demonstrates how to set up this kind
of map chart in Spotfire. The map data table “World_Countries” was imported from the “World (Countries)” map chart example that was distributed as part of the default Spotfire installation.

The map chart has an option to make the size of the markers relative to the amount of data at the same geographical coordinates. For our data set that meant that there was a large marker at the geographical centre of the map. This is due to the relatively large amount of people who have set their coordinates to 0. This kind of geographical information was useless, so we removed it from the map chart.

Spotfire can also colour the markers on the map according to the value of a freely definable column. This feature can be used to visualise the timeline of an event, especially its spread. Markers can, however, obscure each other. This is problematic in disaster events, where new messages are constantly published in the affected area and older and newer messages obscure each other, contaminating the timeline.

This feature can be used to simulate a heat map by setting the colour of the markers according to the amount of data at the same geographical coordinates. This suffers from the same problem as the simulated timeline: since the markers obscure each other, a “hot” area can be obscured by many “cold” markers, and vice versa.

To make the displayed information more useful, Spotfire has the option of individually configuring the markers’ thumbnails. To demonstrate this, we added the following information to the thumbnails, as seen in Figure 3.1 (b):

- The amount of messages represented by each marker, represented by the “(Row Count)” line.
- The latitude and longitude for precise geographical location information.
- The “GeoTag” provided by the Twitter data.
- The actual message.

Exploring the map in detail is difficult, since the only way to manipulate the view is to use the controls between the chart and the legend, as shown in Figure 3.1 (a). Here, direct mouse interaction with the map instead of just the buttons, like the one offered by Google Maps [5], would improve the usability.

We hoped that the visualisation offered by Spotfire as “heat map” would be a map representation of the data, in which individual areas are coloured according to a parameter. One such parameter might be the amount of messages in each area. It turned out to be a two-dimensional chart representing matrix information as described in Wikipedia’s “Heat map” article [13]. Since we could not see a disaster management application for this chart, we did not explore it further.
QlikView

To show the tweets and their location on a map, QlikView can render a scatter plot using the latitude and longitude as coordinates and the message text as value. However, this is quite slow. Performance is better when something different, like the message ID, is selected as value and the text is only shown as a “popup” (QlikView’s name for tooltips). The locations of the messages formed an outline of the continents when the amount of messages was high enough. To add a map underneath the scatter plot, a static or dynamic image can be selected. The use of a static image is sufficient if the user is only interested in a certain geographical region and does not need to zoom dynamically.

However, for this study, a more flexible visualisation on a map was needed. Therefore the extension “CloudMade Web Maps” [9] (CWM) was installed. It allows to visualise the messages on a map that can be zoomed and panned, while selecting sensible default viewports (Figure 3.21). A very good feature of this extension is the automatic clustering that combines nearby messages into circles. The amount of messages in the clusters is then used to select a size and colour for each circle. Unfortunately, there is one caveat to using extensions in general: QlikView limits the number of rendered data records to 10,000.

The “Another Google Maps” [8] (AGM) extension also allows showing data points on a map. Like CWM, it only loads up to 10,000 messages and clusters them. Unlike CWM, it does mandatory clustering: the user can not opt out. While CWM automatically centres the map

![Figure 3.21: A map generated with QlikView and the CloudMade Web Maps extension.](image)
to fit all data points, AGM reverts to a default start position and zoom level every time the selection changes. This problem makes AGM unusable.

There is no built-in way of creating heat maps in QlikView. However, the background color of a graph’s dimension can be set by an expression that returns a color. This allows the user to implement a quasi-heat map with custom preferences and parameters.

There also is an extension that has been developed for geographical information systems: GeoQlik [4]. It shows the data on a map and can also overlay it with heat maps (Figure 3.22). However, this extension is not available in an unlimited, free version and did not work properly in our tests. While it worked flawlessly on the developer’s demo website [1], it suffered from reproducible freezes on the reference machine. The freezes always occurred while the extension object was being configured and we therefore never saw a rendering of our data.

Figure 3.22: A heat map of fire-related disasters rendered with GeoQlik inside a web browser.

Tableau

Tableau supports visualizations of geographical data natively. Fields can be assigned geographic roles, not only longitude and latitude but other regional location indicating values as well, for example country/region, state/province, state, area code, etc. With the appropriate geocoding data, the software can present a value at the proper position on a map based on only this simple geographical information. The map data (e.g., graphics) are stored on the web.
Figure 3.23 shows the Twitter messages that contain either the keyword “earth” (orange), “quake” (red) or both (green) between 18:00 and 19:00 UTC from our sample data.

Tableau’s “filled map” visualises data with geographical regional information by colour-coding regions on a map. This kind of visualisation is well-suited for inspecting, for instance, the density differences of Twitter messages that contains the keyword “earthquake” in each ZIP code zone of the USA.

In the Desktop version, Tableau only has detailed geocoding data (e.g. ZIP code) for the USA and the United Kingdom. The data is limited and it is different for other countries, for instance the highest granularity of regional geocoding data provided for Germany is on the state level. However, Popper [24] has successfully imported and published the German “Postleitzahl” (ZIP code equivalent) data. The same technique can be used for other countries.

For the USA, there are also further integrated data layers (e.g. Population statistics etc.). Tableau automatically chooses the type of visualisation based on the selected fields’ data types. The result is usually very appropriate. If it is to be changed, the “Show Me!” panel provides great advice on which kinds of data are appropriate for the desired type of visualisation.

Visualisations are easily customisable, from the shape, size, colour and labels of the representational icons, to which information is to be shown when the mouse hovers over it. Actions can be set to execute when an icon is clicked, for example to open a URL within the data record, activate a filter or highlight some records.
Other visualisation types are also helpful for our scenarios, for example trend lines or the mentioned “animation” might help detect abnormal amounts of messages over time (3.2.4 Tableau’s Suitability for Disaster Management).

Figure 3.24: Tableau’s paging feature.

Figure 3.24 shows the Twitter messages that contain either the keyword “earth” (orange), “quake” (red) or both (green) between 23:00 and 24:00 from our sample data on the east coast of the USA. Messages from the prior five hours are also shown, but are faded out gradually according to their age. The time period after which the visualisation changes can be set to short, normal or long, which controls the animation speed.
3.3.4 Data Analysis

Some data relationships cannot be determined by simply using visualisation techniques. This is why the tools offer additional analysis functionality, which allows the user to extract further information from the data.

Spotfire

Spotfire supports advanced data analysis through the “Tools” menu. It has six data analysis tools, of which we tried all except for the Line Similarity and Regression Modeling tools, as the sample data seemed unsuitable:

**Data Relationships** This tool allows the determination of how closely different columns are related. It does not allow the user to easily visualise relationships between individual messages, as they are contained in a single column.

**K-means Clustering** This implementation of K-means needs a line chart to run. As this limitation is quite severe and not intuitive, we chose to ignore this analysis tool. It is rather difficult to create a useful line chart of messages or geographical coordinates, which means the most important use cases – clustering messages by content and geographical coordinates – are infeasible.

**Line Similarity** This analysis needs a line chart like K-means Clustering. Since there are no apparent disaster management applications for this type of analysis, we chose to not pursue it any further.

**Hierarchical Clustering** This clustering method allows Spotfire’s “heat maps” to be clustered. Since this does not meet our expectations, we did not investigate this analysis tool any further.

**Regression Modeling** Regression analysis is a predictive method. Since we focused on disaster management applications, for which we needed primarily descriptive data mining methods and experts have superior predictive models for disaster spread, we did not look into this tool.

**Classification Modeling** This analysis tool allows the creation of classification trees, which are another predictive data mining method. As before, we chose not to further investigate this tool since it does not seem applicable to disaster management scenarios.

<table>
<thead>
<tr>
<th>Clustering</th>
<th>Spotfire</th>
<th>QlikView</th>
<th>Tableau</th>
</tr>
</thead>
<tbody>
<tr>
<td>User relationships</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Message relationships</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Table 3.4: A comparison of data analysis capabilities.

*Functionality is provided by extensions.*
As it turns out, none of the available analysis tools have any immediately apparent application in disaster management. Coupled with the general lack of user friendliness of the tools’ interfaces, we found Spotfire severely lacking in data analysis. This is definitely an area in which a little improvement to user-friendliness would make a remarkable difference.

QlikView

The program supports grouping data. The groups can be hierarchical or cyclic. However, there is no built-in functionality to cluster data based on textual content and geographical distance. As mentioned above, the CWM extension could combine nearby data into clusters. Unfortunately, unlike single data points, the clusters have no details on demand in their tooltips.

Since QlikView is a general visualisation tool, it only knows semantics in the way a database does: data types and relationships between columns. Therefore no further analysis of the quality or importance of the tweets was possible with native functionality. The user has to implement it himself, if necessary.

Tableau

Tableau also supports grouping data. Applying this feature to the tasks of our study, it could be used, for example, to combine multiple keywords that have identical or similar meaning into a category and examine as a whole (the “Earthquake” category has “earth quake”, “earthquake”; the Consequence category could contain “power plant”, “road block”, etc).

Tableau doesn’t have any semantic analysis tools.

The detection of relationships between messages (answering messages, repostings of messages or so-called “retweets”) is possible. To answer a message, people usually have to include the recipient’s username in the message, prefixing by an “@” sign. Thanks to this specific format, a calculated field can be created to extract the username. A separate table containing information about user ID and username must be used to detect which message a user is answering to and therefore create a link between the two messages. The same technique could be used to detect “retweets” and eliminate them to improve data quality.

Tableau is able to visualise such “trails” between records over time. A sample workbook included with the Tableau Desktop installation offers this visualisation of a storm’s progresses: Figure 3.25 shows the storm’s tracks for the for Atlantic basin. The colour indicates the category of the storm. The lines’ thickness indicates the total energy of the storm.

Unfortunately, the visualisation of this kind would look very complicated for a large amount of data and in our case, the sample data is insufficient for the task. For those reasons, we decided to continue to evaluate the tool in other aspects.
3.3.5 Exploring the Earthquake

As mentioned above (3.2.1 Tool Selection), our sample data set contains messages regarding an earthquake. This disaster serves as a benchmark to help us evaluate how easy and intuitive the disaster discovery process is with a specific tool.

Spotfire

To find the earthquake, all we had to do was to use the Text Filter to search for the term “*quake”. This concentrates the search on the English speaking regions of the world, which isn’t problematic in our scenario, since the disaster mainly impacted Americans. Using this method
had the disadvantage that misspellings and related messages not containing the search term were ignored. Since the result set was still sufficient to comfortably explore the earthquake given Spotfire’s limitations, we decided to proceed.

After a lengthy initial rendering, we used the Range Filter on the “Timestamp” column to display a time span of several hours. We moved this window across the time axis until we found a high concentration of messages posted in North America. To get a step-by-step visualisation of the spread of the earthquake-related messages, we first narrowed our Range Filter down to ten minutes. Secondly, we moved the time range so that the first earthquake-related message was visible, as shown in Figure 3.26. As Spotfire was able to render this amount of data in real-time, we then stepped through the data, shifting the time window minute by minute. Figures 3.27 through 3.33 illustrate the spread of messages over the whole world.

**Figure 3.26:** Spotfire’s map of tweets about an earthquake (17:41 - 17:51 UTC)

**Figure 3.27:** Spotfire’s map of tweets about an earthquake (17:44 - 17:54 UTC)

One useful Spotfire feature is apparent in these figures: the highlighting of the currently visible data range. Figures 3.26, 3.26 and 3.28 demonstrate this in the “Latitude” and “Longitude” columns. The light grey area represents the data that is included by the particular filter, but
Figure 3.28: Spotfire’s map of tweets about an earthquake (17:50 - 18:00 UTC)

Figure 3.29: Spotfire’s map of tweets about an earthquake (18:00 - 18:10 UTC)

Figure 3.30: Spotfire’s map of tweets about an earthquake (18:30 - 18:40 UTC)
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Figure 3.31: Spotfire’s map of tweets about an earthquake (19:30 - 19:40 UTC)

Figure 3.32: Spotfire’s map of tweets about an earthquake (20:10 - 20:20 UTC)

Figure 3.33: Spotfire’s map of tweets about an earthquake (21:50 - 22:00 UTC)
excluded by another one. The dark grey area represents the currently visible data and white areas are excluded by the filter.

Figure 3.27 illustrates how many Twitter users reacted to the event within the first four minutes. This obvious spike in the use of keywords ending in “quake” demonstrates how event detection in Twitter [17, 30, 27, 18] works. After 22:00, the spread and amount of new messages posted stayed relatively constant to the end of the data set’s time frame. This illustrates how Twitter users kept discussing the event even after its end. Since the completion of events does not coincide with the end of their discussion, social networks are useful for event discovery and the observation of their development. They cannot be used to discover the time an event ends.

QlikView

QlikView allowed exploring the earthquake, too. After the messages were constrained to those including the text “quake”, a range filter was used on the timestamp to try and find the first record. For this the range was repeatedly decreased from the high and the low end. This allowed for the discovery of an approximate time at which users started to write massively about an earthquake. The search was then continued by selecting ever smaller ranges and finally resulted in a single record at 17:51 (Figure 3.34).

After the start time of the event was identified, we proceeded with the analysis of the spread of the news by selecting a time range of several minutes and moving it forward (Figure 3.35 - 3.38).

After finding the first message and viewing the spread of the news on the map, we created a stacked mountain chart to see the progression over time (Figure 3.39).
Figure 3.34: QlikView showing the map at the beginning of the earthquake (17:51).

Figure 3.35: QlikView’s map with Twitter messages of the earthquake (17:52).
Figure 3.36: QlikView’s map with Twitter messages of the earthquake (17:53 - 18:00).

Figure 3.37: QlikView’s map with Twitter messages of the earthquake (18:16 - 19:00).
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**Figure 3.38:** QlikView’s map with Twitter messages of the earthquake (22:01 - 23:59).

**Figure 3.39:** QlikView’s stacked mountain chart (red - earthquake, blue - other messages).
Tableau

We were able to explore the earthquake data with Tableau in the same way as with the other applications. The tooltip provides quick information about an individual data record. Multiple graphical representations of records can be selected by mouse and their underlying data can be shown, either summarised or in their original form.

Theoretically, if a parameter field could be created containing every important keyword in a message (which are, in case of Twitter, called “hashtags” and usually prefixed by a “#” sign), it could be use as the label for a data point. This would be a great visual assistance to possibly discover other important information related to the crisis. This technique is undoubtedly not suitable for a large region or regions with high message density.

![Figure 3.40: Using hashtag as labels (first hashtag only) - USA’s east coast between 20:00 and 21:00.](image)

Another theory on the topic of hashtag discovery is formed at the end of our study. Using a calculated field to extract the first and usually the most important hashtag, a visualisation could be created to show how often a hashtag is used in a specific time period. As a result, anomalies can be identified if they are popular enough. This method has one upside: if an important event has a significantly smaller amount of messages than other topics, it could possibly be located.

Even though creating additional calculated fields for the secondary hashtags is achievable, the attempt to extract all hashtags in a message is, on the other hand, another problem.

Since the COUNT function of SQL and Tableau only accepts one field as data source, if a keyword exists in two hashtag columns (calculated fields), the function cannot register its appearance correctly. The problem has to be approached from another angle.
3.3 Tool Comparison

Figure 3.41: Number of messages and distinct hashtags over the hours (first hashtag only).

Obviously, another table containing only the hashtags in one single column is desired. This is when the data import and export features of Tableau shine. The table with two hashtag columns, to choose a simplistic example, can be exported to a data file (Tableau supports exporting to Microsoft Access or a CSV file through the clipboard). A new table can then be created by importing the exported data, but initially only the first hashtag column should be imported. The same data is imported again to that newly created table, this time with only the second hashtag column. After the table with all the hashtags’ appearances is constructed, visualising it is within Tableau’s ability.

This method is certainly not the great, since it requires difficult manual work, which other software tools could do much quicker and easier. Nevertheless, theory shows that Tableau, or more generally, generic visualisation tools could be used in an out-of-the-box manner to overcome the posed difficulties.

3.3.6 Performance

During our evaluation, we often registered performance related problems. This motivated us to look more closely at this issue.
Figure 3.42: Number of messages that contain a hashtag (first hashtag only).
### 3.3 Tool Comparison

<table>
<thead>
<tr>
<th>Number of records</th>
<th>Spotfire</th>
<th>QlikView</th>
<th>Tableau</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>&lt;1</td>
<td>&lt;1</td>
<td>&lt;1</td>
</tr>
<tr>
<td>10000</td>
<td>2</td>
<td>&lt;1</td>
<td>3</td>
</tr>
<tr>
<td>25000</td>
<td>5</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>50000</td>
<td>10</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>100000</td>
<td>22</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>1000000</td>
<td>240</td>
<td>20</td>
<td>150</td>
</tr>
</tbody>
</table>

**Table 3.5:** Combined filtering and rendering times in seconds.

One major issue that all evaluated tools shared, was the inability to use more than one thread for their calculations. This has the effect that on modern multi-core and multi-processor computers, only one processor core is used. As a result, a lot of potential processing power is wasted. QlikView is able to use one thread per visualisation, which somewhat alleviates this when working on multiple large visualisations in parallel.

**Spotfire**

Spotfire was very fast with simple rendering tasks like changing the shapes of all the markers on a map chart, even when the whole data set was displayed. Doing calculations like filtering was very slow, as it seemingly iterated over the whole displayed data set. As a result, filtering to a very small amount of displayed data points resulted in a massive speed up. As can be seen in Table 3.5, Spotfire’s performance was linearly related to the amount of data displayed.

While this is quite good for business intelligence scenarios, social media produces hundreds of millions of data points. Using the data from Table 3.5 to project the time it would take Spotfire to filter and render 100 million messages results in an estimated 6h 40m on the reference machine. This kind of time frame is prohibitive in disaster management scenarios and makes preprocessing a necessary step to make this program a viable alternative to specific disaster management tools.

**QlikView**

Since QlikView’s extensions run inside Microsoft’s Internet Explorer, we did not use them in our performance test, because it would not reflect the work QlikTech has done on their product. In the subsequent tests two data representations were used QlikView was quite fast with the application of filters and the subsequent rendering (see Table 3.5). However, the memory consumption was very high: out of the 12 GiB of memory on the reference machine, 7.6 GiB were allocated during the interactions that caused the rendering processes. The amount then gradually decreased while the program was idle. At those levels of memory usage, the program itself or the operating system would sometimes warn about the lack of memory. While Windows’ warning did not disturb the work on the project, the map would not render any more after QlikView’s warning and thus required an application restart.
Another issue was the locked up user interface. When there were big data sets – e.g. $10^6$ Twitter messages – the user interface became unresponsive when the mouse hovered over the map chart. This indicates an inefficient representation of the drawn shapes that causes excessive calculations in response to mouse move events. The issue probably could have been avoided easily, if the hit test was only performed after the mouse hovered over the same spot for a configurable amount of time.

Tableau

Tableau’s performance is good in general. The program functions with a high level of responsiveness most of the time, since the progress of time consuming tasks such as loading or filtering data is always shown. Such tasks are also interruptible.

Other jobs, such as zooming, panning or changing the graphical appearance of objects, execute much faster.

The only performance problem we encountered is caused by the misinterpreted coordinate values as long integers, which are significantly greater or less than the normal longitude and latitude values. It took Tableau an unusually long time of more than twenty minutes to visualise the data on a map.

The operation, which employed approximately only twenty percent of the CPU power, a normal amount of RAM and very little hard disk activities, had to be manually aborted after the twenty minutes mark. With a smaller data sample, Tableau was able to create a graphical visualisation, where all the invalid coordinate values were placed on the borders of the map.

Tableau normally doesn’t fully utilise the computer’s resources. The CPU and RAM usage is acceptable. Visualising data stored on a solid state disk didn’t make a big difference in performance compared to conventional hard drive.

Similar tasks, such as filtering 25,000 data records, don’t always execute in the same amount of time, although the differences are not big. The performance test (Table 3.5) is provided as a reference. The performance of Tableau seems to increase linearly.
4 Toolkits for Individual Development

Harger and Crossno [19] examine a number of open source visualisation toolkits. These toolkits can be used to visualise arbitrary data, in accordance with their specific capabilities. One potential use of these toolkits is to implement new, individual solutions to visualisation problems like disaster management. For this reason, we will give a quick overview of the toolkits’ abilities and a quick impression of their quality.

Axiis  Axiis\(^1\) supports basic visualisation and no analysis techniques. It is developed in ActionScript and based on Flash.

birdeye  birdeye\(^2\) has comprehensive visualisation technique and very basic analysis support. It is developed in ActionScript and based on Flash.

ESTAT  ESTAT\(^3\) supports very basic visualisation and no analysis techniques. It is developed in Java and based on Swing. Starting it proved difficult as the supplied Java WebStart application was missing resources.

GeoVista Studio  GeoVista Studio\(^4\) supports basic visualisation and no analysis techniques. It is developed in Java and based on Swing.

Gephi  Gephi\(^5\) supports basic visualisation and basic analysis techniques. It is developed in Java and based on Swing.

Google Visualization API  Google Visualization API\(^6\) supports basic visualisation and no analysis techniques. It is web-based and developed in JavaScript.

GraphViz  GraphViz\(^7\) is used to create graphs and not display them. Is developed in C and doesn’t have a graphical interface. It does not support any relevant visualisation and analysis techniques.

Improvise  Improvise\(^8\) supports basic visualisation and no analysis techniques. It is developed in Java and based on Swing.

\(^1\)http://www.axiis.org/
\(^2\)http://code.google.com/p/birdeye/
\(^3\)http://www.geovista.psu.edu/ESTAT/
\(^4\)http://www.geovistastudio.psu.edu/jsp/index.jsp
\(^5\)http://gephi.org/
\(^6\)http://code.google.com/apis/charttools/index.html
\(^7\)http://www.graphviz.org/
\(^8\)http://www.cs.ou.edu/~weaver/improvise/index.html
infovis Toolkit  The *infovis Toolkit*’s\(^9\) latest stable release is from 2006, with the latest alpha release being from 2010. This leads me to conclude that it is not actively developed. It supports most basic visualisation techniques, notably excluding map-based visualisations, and almost no analysis techniques. The *infovis Toolkit* is developed in Java and based on Swing. Attempting to execute the supplied JARs leads to many exceptions being thrown, and the sample data wasn’t loaded due to a loading error that was not further elaborated on.

**JIT** \(^{10}\) is web-based and developed in JavaScript. It does not include any analysis techniques, but incorporates most basic visualisation techniques. It is missing map-based visualisations. **JIT** provides some interactive example visualisations, which can be used as templates for individual implementations. It does not have the capability to load external data and relies on the user to load and prepare the data for its use.

**JFreeChart** \(^{11}\) is actively developed and widely used. It is developed in Java and based on Swing. It includes some very basic graph implementations and no analysis techniques at all. A user manual is available for a “donation”. This user manual is well-written and includes a lot of useful examples.

**JGraphX** \(^{12}\) is not officially released as a separate component and thus only available by cloning the GIT repository. It is developed in Java and based on Swing. It includes some basic visualisation and analysis techniques.

**JUNG** The latest release of **JUNG**\(^{13}\) is from 2010, leading to the conclusion that it is not actively developed. It is developed in Java and based on Swing and SWT. Attempting to start the supplied example application leads to a crash due to a segmentation violation. Whether this crash is located in the toolkit, the example application or SWT is unclear. **JUNG** supports very basic graph implementations and several analysis techniques, among them clustering.

**Mondrian** \(^{14}\) contains a sample executable that is able to load our sample data set. It cannot handle its size well and takes a very long time to display any visualisations. It is developed in Java and based on Swing. Despite the rather conservative Java default settings, **Mondrian** did not experience problems due to a lack of RAM with our data set. It supports basic visualisation techniques as well as one map visualisation, and no analysis techniques.

**NetworkX** \(^{15}\) is implemented in Python and uses matplotlib as graphical frontend. It is distributed as a Python Egg. It supports almost no visualisation techniques and several basic analysis techniques,

\(^9\)[http://ivtk.sourceforge.net/]
\(^{10}\)[http://thejit.org/]
\(^{11}\)[http://www.jfree.org/jfreechart/]
\(^{12}\)[http://www.jgraph.com/]
\(^{13}\)[http://jung.sourceforge.net/]
\(^{14}\)[http://rosuda.org/software/Mondrian/]
\(^{15}\)[http://networkx.lanl.gov/]
Prefuse The latest release of Prefuse\textsuperscript{16} is a beta release from 2007. This leads to the conclusion that it is not actively developed. It is developed in Java and based on Swing. Prefuse supports some basic and advanced visualisation and almost no analysis techniques.

Flare Prefuse Flare’s\textsuperscript{17} latest release is an alpha release from 2009, indicating stalled development. It is developed in ActionScript and based on Flash. It supports basic visualisation techniques and some analysis techniques, including clustering.

Protovis Protovis\textsuperscript{18} is not developed anymore – it has been succeeded by d3js. It is web-based and developed in JavaScript. It has comprehensive visualisation capabilities and knows no analysis techniques.

R R\textsuperscript{19} is designed around a programming language and extensible. It supports basic visualisation and advanced analysis techniques.

Titan Titan\textsuperscript{20} has comprehensive support for visualisation and analysis techniques. It can be used with C, Java, Python and TCL and uses Qt and TK as graphical interface.

Tulip Tulip\textsuperscript{21} has comprehensive support for visualisation and and basic support for analysis techniques. It is developed in C++ and based on Qt.

VisAD VisAD\textsuperscript{22} supports basic visualisation and no analysis techniques. It is developed in Java and based on Swing.

WilmaScope WilmaScope\textsuperscript{23} supports almost no relevant visualisation or analysis techniques. It is developed in Java and based on Swing.

Zest Zest\textsuperscript{24} supports basic visualisation and no analysis techniques. It is developed in Java and based on Eclipse.

Most of these toolkits do not contain comprehensive implementations of visualisation or analysis techniques. It may therefore be necessary to combine several or extend one of them to create a comprehensive visualisation tool.

To give a better overview of the analysis and visualisation technique support, we have included Table 4.1.

\textsuperscript{16}http://prefuse.org/
\textsuperscript{17}http://flare.prefuse.org/
\textsuperscript{18}http://mbostock.github.com/protovis/
\textsuperscript{19}http://www.r-project.org/
\textsuperscript{20}http://titan.sandia.gov
\textsuperscript{21}http://tulip.labri.fr/TulipDrupal/
\textsuperscript{22}http://www.ssec.wisc.edu/~billh/visad.html
\textsuperscript{23}http://wilma.sourceforge.net/
\textsuperscript{24}http://www.eclipse.org/gef/zest/
<table>
<thead>
<tr>
<th>Toolkit</th>
<th>Visualisation Support</th>
<th>Analysis Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axiis</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>birdeye</td>
<td>comprehensive</td>
<td>very basic</td>
</tr>
<tr>
<td>ESTAT</td>
<td>very basic</td>
<td>none</td>
</tr>
<tr>
<td>GeoVista Studio</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>Gephi</td>
<td>very basic</td>
<td>basic</td>
</tr>
<tr>
<td>Google Visualization API</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>GraphViz</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>Improvise</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>infovis Toolkit</td>
<td>basic</td>
<td>very basic</td>
</tr>
<tr>
<td>JIT</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>JGraphX</td>
<td>basic</td>
<td>basic</td>
</tr>
<tr>
<td>JFreeChart</td>
<td>very basic</td>
<td>none</td>
</tr>
<tr>
<td>JUNG</td>
<td>very basic</td>
<td>some advanced</td>
</tr>
<tr>
<td>Mondrian</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>NetworkX</td>
<td>very basic</td>
<td>some advanced</td>
</tr>
<tr>
<td>Prefuse</td>
<td>advanced</td>
<td>very basic</td>
</tr>
<tr>
<td>Flare</td>
<td>basic</td>
<td>basic</td>
</tr>
<tr>
<td>Protovis</td>
<td>comprehensive</td>
<td>none</td>
</tr>
<tr>
<td>R</td>
<td>basic</td>
<td>advanced</td>
</tr>
<tr>
<td>Titan</td>
<td>comprehensive</td>
<td>comprehensive</td>
</tr>
<tr>
<td>Tulip</td>
<td>comprehensive</td>
<td>basic</td>
</tr>
<tr>
<td>VisAD</td>
<td>basic</td>
<td>none</td>
</tr>
<tr>
<td>WilmaScope</td>
<td>none</td>
<td>none</td>
</tr>
<tr>
<td>Zest</td>
<td>basic</td>
<td>none</td>
</tr>
</tbody>
</table>

*Table 4.1: Functionality of visualisation toolkits.*
5 Conclusion

In this study, we explored the information needs of disaster analysts during an ongoing event and evaluated some generic visual analytics tools in regard to their ability to provide this information. We consistently found that these tools have their strengths in after-the-fact analyses, while they lack real-time analysis capabilities. This makes them unsuitable for disaster management scenarios. While Zhang et al. [31] speculate that these capabilities will see development in the near future, the current deficiencies make specific disaster management tools necessary for the foreseeable future.

The only way to make the evaluated tools usable with a data set of hundreds of millions to billions of tweets is to reduce its size with preprocessing. This preprocessing step has to be executed independently of the tools and may still yield large volumes of data for generic disaster discovery. The ability to use multiple processor cores for visualisations would somewhat alleviate this issue, but so far isn’t available.

Of the evaluated tools, no clear winner can be chosen. The feature completion is measured by the features needed by disaster analysts as presented in the tables in chapter 3.3 Tool Comparison. The feature completion of the three main programs in this study is very close without considering extensions. With them, QlikView scores best in this regard, while Spotfire is slightly ahead of Tableau. QlikView’s extensions have the disadvantage of only being able to visualise data sets of up to 10,000 records, which renders them less useful to disaster management.

While Spotfire is the most user-friendly, it is also the slowest. QlikView is fastest, albeit less user friendly. Tableau scores between the other two programs both in user-friendliness and speed.

All tools handled the visual representation of geographical information well. While QlikView needed extensions to perform well at this task, both Spotfire and Tableau managed with integrated functionality. The disaster discovery process was the same in all the programs: none of them offered any intuitively available hint when and where an event might be found. They all managed to quickly find a known disaster using a simple keyword search and visually present it in a suitable fashion.

Both QlikView and Spotfire are extensible, but only QlikView has an active community that makes use of this. QlikView’s use of Internet Explorer as an extension engine has its advantages and disadvantages. The main advantage is the ease with which an extension can be created – the main disadvantage is the performance of JavaScript, which causes the limit of 10,000 usable data records. Overall, better and native plugin support would benefit all evaluated programs.
As a result, our overall ranking of the evaluated tools is:

1. QlikView
2. Tableau
3. Spotfire

The main influence on this ranking is speed. While feature completion is very relevant, the differences in the programs’ available features is small enough to not impact this ranking at all.

In conclusion, generic visual analytics tools are currently not fit to replace specifically developed tools like SensePlace2, TwitInfo, TwitterReporter or Twitcident. They may, however, become suitable replacements in the future, as they absorb modern and more specialised visualisation and analysis techniques (see Zhang et al. [31]).
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