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Abstract

In real-time systems the correctness of a system depends not only on the logical correctness of the running program but also on the time at which the logically correct output is produced. Therefore, in such a system it is necessary to provide the right computational result within a strict time limit called the deadline of a task. In hard real-time systems the deadline of a task must not be missed, whereas in soft real-time systems it can be missed occasionally. In recent years the trend has been observed which shows a shift from single-core to multi-core architectures for real-time systems. The main point of this thesis is to study a few promising multicore scheduling algorithms both from the partitioned and the global approaches to multi-core scheduling and implement some of them into the existing simulation software. To represent the partitioned approach, Partitioned EDF has been implemented with the capability of specification of a resource access protocol for each core. The partitioned approach requires heuristics for task partitioning, the problem known to be NP-hard in the strong sense. For this reason, the implementation of Partitioned EDF requires manual task partitioning of the system in order to be able to utilize the maximum processing power. Proportionate Fair abbreviated as Pfair is the only known optimal way to schedule a set of periodic tasks on multi-core systems that falls into the global approach of multi-core scheduling. Therefore, to represent the global approach, several variants of Pfair scheduling algorithm have been selected for the implementation into the existing system. To be truly useful in practice, a real-time multi-core scheduling algorithm should support access to shared resources using some resource access protocol. For this reason, the Flexible Multiprocessor Locking Protocol abbreviated as FMLP has been studied and implemented to simulate shared resource access on multi-core systems. This resource access protocol can be used by scheduling algorithms representing both the partitioned and global approaches, but it only supports such variants of those algorithms which allow non-preemptive execution. A variant of Global EDF termed Global Suspending Non-preemptive EDF was implemented prior to implementing FMLP. The existing simulator provided a set of single-core and some basic multi-core scheduling algorithms for scheduling real-time task sets. No schedulability analysis was implemented in the previous work. So, as part of this thesis, the schedulability analysis for single core scheduling algorithms has been implemented. A schedulability analysis for the partitioned approach of multi-core scheduling has also been provided for systems where a single-core scheduling algorithm runs on each partition. The updated simulation software also supports self-suspension of tasks for a specified duration.
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1 | Introduction

A real-time system is a system where the correctness of the system not only depends on the logical correctness of the output but also on the time when the correct output is produced. Thus, a real-time system has two concepts of correctness: logical and temporal [55]. The logical correctness means that the produced output is correct and the temporal correctness means that the system meets the timing constraint, in other words the output is produced at the right time [55].

Nowadays, the computational complexity of real-time applications is on the increase. Thus, computational requirements for systems using them grow very fast. Examples of such complex systems are automated tracking systems, teleconference systems, etc. These applications have to follow some timing constraints in order to ensure performance, responsiveness and safety. The processing requirements of these systems may exceed the capacity of a single processor and thus the necessity for multi-core processors has come to the front. Additionally, multiprocessors are more cost-effective than a single processor of the same processing speed [57].

The main goal of this thesis work is to extend the existing simulator by Munk [41] to provide a few additional multiprocessor scheduling policies. This thesis work also deals with the schedulability analysis of single core scheduling policies and also of multi-core partitioned policies where single core scheduling algorithms are used for each core. A task may suspend itself while accessing resources or wait for an event to occur. A task may need to execute non-preemptively in the preemptive scheduling algorithms where a higher priority task is in ready state. This thesis also discusses task self-suspension and non-preemptive execution where a task may contain non-preemptive sections for execution.

1.1 Motivation

In May 2004, Intel canceled the next version of the Pentium P4 processor named as Tejas because of excessive power consumption and started to move towards multi-processor systems [22]. Therefore, to solve the problem of high power consumption by single core processors and to increase the processing speed, research has been started to move away from increasing the computational speed of a single processor and increase the number of cores on a single chip. A noticeable trend was started
in 2009 to use multi-core processors in hard real-time embedded systems [22].

The invention of multiprocessors on a single chip has improved the availability of high processing speed in a cost effective manner. The hardware for high processing speed has been developed by introducing multi-core systems but the theory necessary for the software architecture of such systems has not been fully developed [13]. In order to run software on multi-core systems, the most important issue is to schedule the task set on each of the cores in an effective and efficient manner. The scheduler for multi-core systems has to dispatch the task on each and every core in such a manner that it can extract the maximum level of parallelism out of the processor architecture, without affecting the correct functionality of the software and the system. Therefore, appropriate multiprocessor scheduling algorithms are necessary to utilize the expensive processing power.

1.2 Previous Work

In the previous work [41], a simulation software has been developed to simulate and visualize task sets for real-time embedded systems. The input parameters for the simulator are file based and the output is visual. The simulator simulates and visualizes simultaneously in such a manner that it can be thought of as real time simulation and visualization system. [41].

The simulator provides the required functionality so that it can be paused and resumed at any time. The simulator also analyzes the internal events and notifies the visualization thread accordingly, e.g. a deadline miss of a hard real-time task, a task changing its priority, etc. The visualization runs in a separate thread and updates the visualization context according to the triggered event from the simulation thread. The user can configure the event notifications of the simulator in order to customize the type of notifications they wants to see [41].

The software supports well known single core scheduling algorithms with various resource access protocols. From the category of multi-core scheduling algorithms partitioned deadline monotonic scheduler (P-DMS) and global earliest deadline first (G-EDF) scheduling have been implemented.

1.3 Contributions

In the beginning of this chapter, the contribution of this thesis work has been briefly described. In this section, the contribution is discussed in greater detail.

The target of this thesis is to study some promising multi-core real-time scheduling approaches and extend the existing simulator to support several multi-core scheduling algorithms considering the use of shared resources and the impact of resource blocking.
The new version of the existing simulator has to be improved by extending it with the following features:

- The existing software does not support schedulability analysis for single-core scheduling policies. The software should support the schedulability analysis for single core scheduling algorithms as well as partitioned scheduling algorithms where single core scheduling algorithms are used to schedule task sets.

- A task may self-suspend, so this feature should be implemented in the simulation software.

- The following multi-core scheduling policies must be supported for multi-core scheduling:
  - Scheduling Algorithms
    - Partitioned Earliest Deadline First (P-EDF)
    - Proportionate Fairness (Pfair)
  - Resource Access Protocol
    - Flexible Multi-processor Locking Protocol

- Interrupt handling should be supported by multi-core scheduling algorithms

- Clusters and grouped of tasks should also be supported.

As a part of this thesis work the existing visualization of the software should be enhanced as necessary for the specified features. Graphical library provided by Eclipse is used for the existing software and the same library should be used for the improvement of the graphical part and the visualization. As the existing software is written in Java in order to support multiple platforms [41], Java is selected as a programming language to develop the new features.

### 1.4 Organization

The rest of this thesis is organized as follows. Chapter 2 introduces and defines the terms related to real-time embedded systems in order to establish a common notation. Chapter 3 presents the project management and software engineering methods, applied for this thesis. In chapter 4, the design of the existing software is presented along with the changes done as part of this thesis work. Chapter 5 discusses the necessary theories related to the schedulability analysis of single core scheduling policies and chapter 6 deals with the general concepts of self-suspension, non-preemptive execution and interrupt handling. In chapter 7 and chapter 8, the general scheduling techniques for multiprocessor systems and some selected multiprocessor scheduling algorithms are discussed. Chapter 9 deals with the implementation details of the new features. The validation and testing of the newly implemented features is dis-
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cussed in chapter 10 along with the results. Chapter 11 concludes with a discussion of the further work.
2 | Definitions

There are some common terms related to real-time embedded systems, which will be used throughout this thesis. This chapter defines those terms so that they are understood before they are used.

2.1 An Embedded System

An embedded system is an information processing or computer system enclosed in a fixed context which is not a general-purpose workstation like desktop or laptop computer, dedicated to predefined functionality, not directly visible to the user [41]. According to Barr [8],

“an embedded system is a combination of computer hardware and software, and perhaps additional mechanical or other parts, designed to perform a dedicated function.”

The noticeable term is dedicated function, that contrasts to the general purpose computer which can be used to program and execute any kind of application. An embedded system ranges from portable devices like digital watches or GPS devices to large complex systems like modern cars, trains, aircraft, MRI etc.

2.2 A Real-Time System

Nowadays many embedded systems must meet real-time constraints. They have to finish a task execution within a predefined fixed time limit, which is defined as deadline of the task. Such a system is referred to as real-time system. According to Burns and Wellings [17], a real time system is defined as

“any information processing activity or system which has to respond to externally generated input stimuli within a finite and specified delay”

The correctness of a real-time system not only depends on the correctness of the functionality, provided by the system, it also depends on the time at which the correct results are available. Real-time systems are divided into three categories:
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**Hard Real-Time Systems:** In a *hard real-time system*, a task is not allowed to miss its deadline. The violation of hard real-time constraint can cause massive disaster such as loss of life or property [42]. Typical examples of hard real-time systems are industrial process control systems, medical implants such as pacemakers, robots, controllers for automotive systems, air-traffic controllers, etc.

**Soft Real-Time Systems:** In a *soft real-time system*, a task is allowed to miss its deadline occasionally but meet it on average, which is the opposite of a hard real-time system. As soft real-time constraints are less critical, they can be violated. The violation of soft real-time constraints does not directly impact system safety and the system can keep running. However, this violation of deadlines is not desirable because it may degrade the quality of service of the system [42].

**Firm Real-Time Systems:** A firm *real-time system* can be placed somewhere between hard and soft real-time system. It is neither soft nor hard real-time system. A task can miss its deadline until an upper bound has been reached. It is supposed to keep a certain level of quality of service to the end user [42].

2.3 Classification of Multiprocessor Systems

Multiprocessor systems can be classified into three different categories from the scheduling perspective [22].

**Homogeneous Multiprocessor Systems:** In this category of multiprocessor systems, the processors are identical. The rate of execution for all tasks on each processor is the same.

**Heterogeneous Multiprocessor Systems:** In this category of multiprocessor systems, the processors are not identical. The rate of execution of tasks depends on both the processor and the task. Furthermore, all tasks might not be able to execute on all processors.

**Uniform Multiprocessor Systems:** In this category of multiprocessor systems the task execution rate only depends on the speed of the processor. A processor of speed 2 will execute a task exactly at the double speed of what was executed on a processor of speed 1.

2.4 Tasks

In a real-time system, there are several processes with timing constraints; each of these processes is referred to as a task. The functionality of a real-time system is provided by the execution of these processes or tasks. A task can be invoked any number of times either finite or infinite. Each new invocation of a task is known as a *job* [31].
2.4. Tasks

In other words, “a task is a software entity or program intended to process some specific input or to respond in a specific manner to events conveyed to it” [44], quoted by Munk [41]

A real-time task has a sequence of commands which includes execution that can be preemptive or non-preemptive, feature resource use and suspension delay. A real-time system may contain arbitrary \( n \) tasks \( T_i \) and the task set denoted as \( \tau \) is a set of all tasks in the system where \( \tau = \{ T_1, T_2, \ldots, T_n \} \). Each task has arbitrarily many attributes, the main three attributes are worst-case execution time, \( C_i \), period or minimum inter-arrival time, \( P_i \) and deadline, \( D_i \).

The release time of a task denoted as \( r_i \) is the time when the first job of a task is released. A periodic task set can be classified in two different categories based on the arrival time of the tasks. A task set is termed synchronous if there are some points where all tasks arrive simultaneously [22]. A task set is termed asynchronous if task arrival times are separated by fixed offsets and there is no simultaneous arrival time of all tasks [22]. Another way of defining it is: “a periodic task set is said to be synchronous if all the tasks release their first jobs at the same time otherwise asynchronous”[25].

### 2.4.1 Periodicity

A period is an important parameter of a task by which the task releases its jobs. Real-time tasks are categorized in three different classes based on the frequency of releasing jobs by a task.

**Periodic:** A periodic task arrives repeatedly with a certain regular interval, this interval is known as task period. A periodic task must be executed periodically. This means, a periodic task \( T_i \) with a period \( P_i \), releases a new job at every \( P_i \) time units. A periodic task \( T_i \) therefore generates an infinite sequence of jobs at every \( P_i \) time units.

**Sporadic:** A sporadic task arrives irregularly with each arrival separated by at least a predefined time unit, this predefined time unit is called minimum inter-arrival time. A sporadic task \( T_i \) with minimum inter-arrival time \( P_i \), generates two successive jobs by a delay of at least \( P_i \) time units. A sporadic task \( T_i \) therefore also generates an infinite sequence of jobs at least every \( P_i \) time units.

**Aperiodic:** An aperiodic task does not have any period or minimal inter-arrival time constraint. It can release a job at any time without caring about the delays between two successive job releases. This is the most difficult type of tasks that needs to be scheduled in a real-time system.
2. Definitions

2.4.2 Deadlines

A deadline is another important parameter of a real-time tasks. The deadline $D_i$ of a task $T_i$ specifies the time when the job of this task must finish its execution. Therefore, $D_i$ is the deadline of a task that defines the real-time behavior of that task. There are two types of deadlines to mention.

Relative Deadlines: A real-time job, one invocation of a task, needs to finish its execution by a predefined time interval after its invocation, the duration of this time interval is called relative deadline and denoted $D_i$.

Absolute Deadlines: The absolute deadline is the time by which the job must complete its execution. The absolute deadline is denoted $d_i$ and defined as $d_i = r_i + D_i$ where $r_i$ and $D_i$ are the release time and relative deadline respectively.

There are three different types of tasks depending on the relation between deadline and period or minimum inter-arrival time.

Implicit Deadlines: A task has an implicit deadline if the deadline of the task is equal to its period or minimum inter-arrival time. A task $T_i$ with a period $P_i$ and deadline $D_i$ is an implicit deadline task if $D_i = P_i$.

Constrained Deadlines: A task has a constrained deadline if the deadline of the task is equal to or less than its period or minimum inter-arrival time. A task $T_i$ with a period $P_i$ and deadline $D_i$ is a constrained deadline task if $D_i \leq P_i$.

Arbitrary Deadlines: There is no constraint on a deadline for arbitrary deadline tasks, deadlines can be less than, equal to or greater than the period of the task. A task $T_i$ with a period $P_i$ and deadline $D_i$ is an arbitrary deadline task if $D_i \leq P_i$ or $D_i > P_i$.

2.4.3 State Transitions

A task may be in any of the six states, non-existing, created, ready, running, blocked or terminated. The transition from one state to another state has been discussed in [41, section 2.3] using the state transition diagram. In this section, the state transition diagram is given, the solid arrow represents a valid state transition, and dashed arrow represents a state transition in case of any exception.
2.5 Schedulability Tests

A schedulability test or analysis checks whether all the real-time tasks in a real-time system can meet their deadlines or not. There are three different schedulability tests:

**Sufficient:** A schedulability test is termed *sufficient* if all the tasks in the task set are considered to be schedulable by the test are in fact schedulable [23]. If the test is passed then the task set is schedulable. If the test is failed, then the task set may be schedulable or not, but not necessarily.

**Necessary:** A schedulability test is referred to as *necessary* if all tasks in the task set are considered to be unschedulable by the test are in fact not schedulable [23]. If the test is failed, then the task set will not be schedulable. If the test is passed then the task set may be schedulable but not necessarily.

**Exact:** A schedulability test which is both necessary and sufficient is referred to as an *exact* schedulability test [23]. The task set is schedulable if it passes the exact test; task set is unschedulable if the test is failed.
3 | Project Management and Software Engineering

In this thesis work, along with theoretical work a previous version of simulation software had to be understood and was to be improved by developing some predefined new features. Therefore, as a part of this master thesis a piece software was going to be developed. In order to have quality software in time, the development of the software was done using project management with some software engineering steps.

Software development gives structure to the development of software products. Among the recent software development methodologies, agile methodologies are considered to be more fast and highly adaptable to the changes. The important aspect of agile methodologies contrasting them to the classical software development methodologies is that they do not focus on the long development cycle but rather do the work in short iterative light weight cycles. Agile methodologies are developed to be used in small software projects where the number of team members is limited [53]. As the development team comprises only one developer, a light weight software development methodology is appropriate, thus the agile software development methodology has been selected for the development of this project.

3.1 Project Management

Agile project management methods provide less time consuming procedures which can be used to manage agile software development. In order to manage the software development a well known agile project management method called Scrum is selected for the project. Scrum is a framework for managing an iterative and incremental development of a software project. There are three core roles in Scrum: Product Owner, Development Team and Scrum Master. The product owner represents the stakeholder, in this project the supervisor gets this responsibility. The development team contains only one member thus the other two roles go to that member. There are three phases of Scrum: planning and design, sprint cycle and project closure [53].

The product owner is responsible to create a feature list and prioritize the features,
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this list is known as product backlog. A specification is given by the product owner, i.e. supervisor, which contains all tasks that have to be done. A number of meetings have been scheduled with the supervisor to discuss the requirements and to plan and design accordingly. From these meetings the product backlog was created for the next phase known as sprint cycles.

Scrum provides an innovative feature which is the middle phase, the sprint cycle. The sprint is a short time period where a list of tasks will be taken to be completed by the specified time period. For this project the sprint duration was set to four weeks, a set of tasks was taken from the product backlog in order to complete a specific functionality and deliver it to the customer, i.e. the supervisor. If the developed product meets the requirements then it is marked as a completed task, otherwise the modification goes to the next sprint.

The final phase of Scrum is known as project closure where the project finishes by wrapping all the completed tasks into a single deliverable software unit that is delivered to the stakeholder, i.e. the supervisor.

3.2 Software Engineering

Incremental software development consists of development of the initial software, its delivery to the customers for their observation and comments, and its improvement by going through several versions until a complete fully functional system has been developed. Incremental software development is a fundamental part of agile methodologies which is considered to be better than the waterfall model [53]. In this approach specification, development, validation and verification are combined into one activity rather than separated.

The specification document of this thesis only listed some topics related to real-time scheduling problems which had to be understood properly by studying the available literature and implemented into the existing simulator. In the beginning, the implementation algorithms were not well defined and came from the literature study. In order to cope with these changing requirements incremental approach was selected as a software development methodology.

3.2.1 System Prototyping

System prototyping is the process of developing an initial version of the software, generally a part of the software. Rapid software development is used to develop a system prototype in order to check the requirements specified by the customer and the feasibility decisions of the software design. Then the software prototype is presented to the customer in order to show the functionality they desire and to collect their feedback. The customer satisfaction or changes of the prototype are therefore necessary to avoid frequent changes when the system gets bigger. Thus,
the change requirements by the customer after the system delivery are reduced by noticeable amount[53].

The customer may get new ideas from the demonstration of the prototype and should be able to understand the effectiveness and efficiency of the software. Therefore, they can propose to substitute some old requirements with valuable new requirements.

The software prototypes are developed by using several Scrum sprints, and the results are presented to the customer in order to collaborate and gather customer feedback.

### 3.2.2 Incremental Delivery

Incremental delivery is the process where predefined tasks have been completed in one increment and delivered to the customer. This allows to have collaboration with the customer; they can test the software to see whether it meets their needs, if not they can place a change request for incremental delivery which can be incorporated into the system in the next increment at a relatively low cost[53].

In this project work, the Scrum sprints are considered as an increment and at the end of each sprint the output is delivered to the customer, i.e. the supervisor. The tasks are selected in each sprint in such a way that independent functionality is developed in every sprint that can be presented to the customer. The good thing about incremental delivery is that this presentable functionality is available after a certain time duration, i.e. sprint duration that satisfies the customer.

### 3.2.3 Continuous Integration

As a part of software development using the agile approach, during the development continuous integration has to be carried out. The continuous integration involves building the whole software frequently even though a negligible code segment has been changed. Software testing and documentation generation are included in this build process [53].
Design

In the previous work, Munk [41, chapter-6] has presented a system model for the simulation software. This thesis is based on the previous work so the previous system design is being used with some extensions and modifications. In this chapter, the previous software design will be presented in brief along with the modifications in detail.

Figure 4.1: An overview of the system, software design [41]
4. Design

Figure 4.1 shows an overview of the simulation software where classes are represented by boxes, references are represented by solid arrows and notifications are represented by dotted arrows [41]. The basic software design is the same as the previous design; no main block is added to the system design. There are some enhancements in the existing software blocks in order to support new features. The software components that are blue colored in the design diagram have been changed by adding new features to support schedulability analysis, task self suspension, non-preemptive execution and finally for multi-core scheduling simulation. As mentioned in [41], this diagram is a coarse overview so the UML standard has not been followed. In the following sections, the modified parts of the architecture will be discussed to clarify the improvements that have been done to the existing system.

4.1 System Model

Munk [41] quoted from Shannon [52], a simulation is “the process of designing a model of a real system and conducting experiments with this model for the purpose of understanding the behavior of the system and / or evaluating various strategies for the operation of the system.” Thus, a simulation model is a necessary part of the simulation. The system model has to contain all necessary information in order to generate a schedule. The system needs to be designed in such a way that it is neither oversimplified nor too detailed whereas the quality of simulation result depends on the abstraction result of the system model [52].

In the previous work [41], a meta-model has been developed that tells how to describe the system model and its elements. This meta-model is named system model. The root element of the system model is the class systemModel that has a name and a description of String type. A system model consists of multiple Tasks, Cores and Resources [41].
Figure 4.2: An overview of the system model

Figure 4.2 shows the UML representation of the system model. The system model contains all the model classes from the previous work that were added or modified as...
a part of this thesis work. The model classes colored yellow in the diagram are from
the previous work without any modification. The model classes colored green, are
newly added, and those colored blue are from the previous work with some necessary
modification. The system model is designed and defined in the EMF framework,
therefore the source code is generated by its framework [41].

The systemModel class is modified by adding two new attributes to it. A system
model may also contain multiple instances of ResourceGroup and Cluster. The
attribute ResourceGroup is necessary for flexible multiprocessor locking protocol,
which is a resource access protocol for multiprocessor scheduling and the Cluster
attribute is used to specify the clusters to group the task sets into $m$ clusters where
each cluster will be scheduled under a specified scheduling algorithm.

4.1.1 Tasks

A task should have some properties like periodicity, deadline type, deadline, execution
time etc. All these basic properties have been included in the Task model of
the previous work.

The execution time of a job, i.e one invocation of a task is not specified in an
attribute. The total execution of a task is split into multiple commands [41]. Therefore,
in order to get the total execution time of a task, every time one needs to go
through a loop to sum up the execution time of all Execution commands. The
total execution time of a task is necessary to perform the schedulability analysis.
For this purpose an attribute named executionTime has been added to the Task
model. This attribute stores the total execution time of the task.

In order to perform schedulability analysis, a response time analysis is done which
calculates the response time of each task. Once the response time of a task is cal-
culated, it is stored for future use, e.g. to check that the response time calculation
conforms to the simulation output. For this purpose an attribute named responseTime
has been added to the Task model. The calculated response time of a task
will be stored in this attribute.

Response time analysis using blocking time requires to calculate the blocking time,
which is different for various resource access protocols. In order to calculate blocking
time for simple priority inheritance or priority ceiling protocol, the resource usage
information is necessary. A task should keep the information of all resources whether
it uses them or not. For this purpose an attribute named resourceUsage has been
added that may contain multiple instances of ResourceUsage model class. Table 4.1
lists all the attributes of Task model with a brief description of each attribute, for
more information see [41, sec 6.1.1]. A horizontal line is placed to separate the
existing attributes and newly added attributes, the notation which will also be used
for other tables where the attributes of a model class are listed.
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<table>
<thead>
<tr>
<th>Properties</th>
<th>Default Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>deadlineType</td>
<td>NONE</td>
<td>The deadline of a task can be NONE, SOFT or HARD</td>
</tr>
<tr>
<td>deadline</td>
<td>0</td>
<td>The relative deadline of the task</td>
</tr>
<tr>
<td>priority</td>
<td>0</td>
<td>The priority of the task</td>
</tr>
<tr>
<td>offset</td>
<td>0</td>
<td>The release offset of the first creation of the task</td>
</tr>
<tr>
<td>periodicity</td>
<td>PERIODIC</td>
<td>A task can be PERIODIC or SPORADIC</td>
</tr>
<tr>
<td>period</td>
<td>0</td>
<td>The time of the task’s period or minimum inter-arrival time for sporadic task</td>
</tr>
<tr>
<td>jitter</td>
<td>0</td>
<td>The maximum variation of a task release time, earlier or later</td>
</tr>
<tr>
<td>completion</td>
<td>0</td>
<td>Duration of the completion phase, for future use</td>
</tr>
<tr>
<td>initialization</td>
<td>0</td>
<td>Duration of the initialization phase for future use</td>
</tr>
<tr>
<td>repetitions</td>
<td>-1</td>
<td>The number, how many times a task will repeat its creation; -1 represents infinite repetitions</td>
</tr>
<tr>
<td>lambda</td>
<td>0</td>
<td>The lambda parameter of the Poisson distribution, used for sporadic tasks</td>
</tr>
<tr>
<td>contextSwitching-Time</td>
<td>0</td>
<td>The time necessary for context switching before the task starts executing</td>
</tr>
<tr>
<td>executionTime</td>
<td>0</td>
<td>The execution time, i.e WCET of the task, it has to execute for each invocation</td>
</tr>
<tr>
<td>responseTime</td>
<td>0</td>
<td>The time necessary for a job, to complete its execution</td>
</tr>
<tr>
<td>resourceUsage</td>
<td>0</td>
<td>The list of resources a task uses</td>
</tr>
</tbody>
</table>

Table 4.1: The attributes of the task model with a default value and short description

4.1.1.1 Commands

A task may contain arbitrary sequences of Commands. A command is an abstract class inherited by its subclasses RequestResource, ReleaseResource, and Execution. The execution command has an attribute named duration that the task needs to execute which is known as WCET. The execution time of a task needs to be split for only execution and execution while using a resource. The previous work only supports these three commands. As a part of FMLP implementation, nested resource access should be understood by the simulator. A new enumeration model class has been created for this purpose named ResourceNestedType which contains L_OUTER, L_INNER, S_OUTER, S_INNER. A RequestResource or ReleaseResource should be marked as of the nested type. For this purpose a new attribute is added to these models named resource NestedType which contains any value from the
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enumeration model accordingly.

The previous work does not support self suspension and non-preemptive execution. In order to enable the system to support these two features, some new commands have been introduced.

**Self Suspension:** three new commands have been introduced to support self suspension, `InitiateSelfSuspension`, `TerminateSelfSuspension`, and `Suspension`. All these three commands inherit the `Command` abstract class. These three commands work as execution with resource lock. When a task wants to suspend itself then these three commands come in the following sequence: `InitiateSelfSuspension`, `Suspension`, `TerminateSelfSuspension`. The suspension command has an attribute name `suspension`, that stores the time duration for which the task needs to be in suspension mode.

**Non-Preemptive Execution:** two new commands have been introduced to support a task executing its non-preemptive section, so that a higher priority task cannot preempt the task while it is executing its non-preemptive section. `InitiateNonPreemptive` and `TerminateNonPreemptive` are the two new commands inheriting the `Command` abstract class. When a task starts its non-preemptive execution it sets a `InitiateNonPreemptive` in the command sequence and a `TerminateNonPreemptive` command when it finishes non-preemptive execution. There will be an `Execution` command placed between these two commands which specifies the time duration of non-preemptive execution. This feature is necessary to implement FMLP, a resource access protocol for multiprocessor scheduling.

4.1.1.2 Resource Usage

A `ResourceUsage` model class has two attributes, one is `resource` of type `Resource` class and another is `usage` of type integer. The value of this usage attribute can be either 0 or 1. A task has the `resourceUsage` of all resources that are necessary to calculate blocking time and thus response time.

4.1.2 Cores

A `Core` is a part of the processor. A processor i.e. a processing chip may have multiple cores which is known as multi-core system. A system model prepared for single core scheduling will have one core and for multi-core scheduling a system model will have more than one core, thus a system model may contain arbitrary number of cores.

In the existing system model the `Core` model has two attributes `active` and `contextSwitchCorrectionFactor`. The short description will be given in the attributes overview table, for more information see [41, sec-6.1.2]
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In partitioned scheduling approach of multi-core scheduling, a different resource access protocol can be specified for each core, i.e one core can run using one resource access protocol, whereas another core may use different resource access protocol. In order to support this feature, an attribute named resourceAccessProtocol is added to the Core model. The use of this attribute will be discussed in 9.4 on page 80.

The attributes of the Core model are listed in table-4.2 along with short description of each attribute and their default values.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Default Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>active</td>
<td>false</td>
<td>Option to deactivate a core, for future use</td>
</tr>
<tr>
<td>contextSwitch-CorrectionFactor</td>
<td>0</td>
<td>A correction factor of task context switch timings</td>
</tr>
<tr>
<td>resourceAccess-Protocol</td>
<td>NULL</td>
<td>The resource access protocol that will be used for this core with the specified scheduling algorithm for partitioned multi-core scheduling algorithm</td>
</tr>
</tbody>
</table>

Table 4.2: The attributes of the core model with default value and short description

4.1.3 Resources

A unit of a resource can only be exclusively accessed by one task at a time as defined in [41, sec-2.5].

In the existing system model the Resource model has two attributes priority and units. Some resource access protocols need to specify a ceiling priority, for this reason a resource has this priority attribute. There may be some resource with multiple units, the resource model has the units attribute to specify how many units of that resource there are. More about these two attributes is found in [41, sec-6.1.1]

In order to perform the response time analysis, blocking time is necessary for calculation. The accessTime attribute of a resource is needed to calculate the blocking time. The accessTime of a resource is the maximum access time among all tasks using this resource. For FMLP, it is necessary to mark a resource as short or long. The resourceType attribute tells whether a resource is short or long.

The attributes of the Resource model are listed in table-4.3 along with short description of each attribute and their default values.
### 4.1.4 Events

There are arbitrarily many Events generated during the simulation related to tasks, resources and cores. The examples of such events are: a task is created, a task is scheduled on a specific core, the priority of a task changes during the simulation, a task is blocked to access a resource etc. The visualization of the simulation is event based, when an event occurs in the simulation, it triggers the simulation event and the visualization updates accordingly, thus the events work as an interface between the simulation and visualization [41]. Every model class contains an attribute of event class to allow a different visualization kind depending on the event type [41].

A new event type can be created without modifying the model as the type attribute of Event class is a string. Existing simulator triggers a CORE_USE_EVENT when a task is scheduled on a core in order to update the visualization. In the implementation of GSN-EDF, it requires to update the visualization when a task is linked to a core in addition with the task scheduled on a core, for this reason a new event is created as TASK_LINKED_EVENT in order to update the visualization when a task is linked to a processor. The system introduces two different running types RUNNING and NON_PREEMPTIVE_RUNNING for execution to update the visualization correctly for preemptive and non-preemptive execution accordingly.

### 4.2 Simulation Parameters

The simulation model is loaded from an XML file along with some other information for the simulator to run. The class SimulationParameters is modeled with the Eclipse EMF which is not a part of the system model. This class has some important attributes: those will be taken from the user, the scheduler name that will do the task scheduling as schedulerName, simulation speed as simulationSpeed and the time scale for the visualization as timeScale [41]. As a part of this thesis work nothing has been changed in this class.
4.3 Simulator

The simulator is the central element of the simulation software and the simulation kernel is necessary to access from other classes like scheduler, visualization etc. In order to support this, the class Simulator is designed to develop according to the singleton design pattern. Therefore, the number of instances of this class is restricted to one which allows to access this class from other places without creating an instance [41].

The simulation and visualization need to run separately in order to keep them independent. The simulator class contains an inner class SimulationThread by extending the Java Thread class which is responsible for the simulation. The simulator class contains the methods start(), play(), pause(), and stop() to control the SimulationThread and thus, simulation [41].

The class TimeAxis holds a map between integral points of time $t$ and a list of events at that time. The list of events represented by the abstract class Job. Thus, the events are generally generated by the Jobs. In general, the Jobs are the implementation of the Command model and some other events like deadline check, to block a task etc. Each implementation of a Job has to implement executeJob(), where the code segment is placed to do the necessary work for this Job and isDispatchNecessary() to tell the simulator whether a dispatch is necessary or not. Therefore, the unnecessary calls to dispatch method are avoided [41].

A job can be added to the time axis by calling its addJob(final long time, final IJob job) function. The simulation thread calls the function executeJobs(final long now) to execute all the jobs at that point and returns the boolean value stating whether a dispatch is necessary or not. If a dispatch is necessary then the scheduler gets a dispatch call and thus executes the dispatch() method of the respective scheduler to schedule the task set at that point of time. Thereafter, the simulator gets the next time where there are some jobs to process by the function getNextTimeStep() of TimeAxis class.

A scheduler interface IScheduler is presented in [41, figure 6.4]. Any combination of scheduling policy and resource access protocol must implement this interface. The initialize() method is to initialize the variables. In order to request and release a resource requestResource() and releaseResource() methods will be used respectively. The scheduling decision is done inside the dispatch() method. Whenever a scheduling decision is necessary, the dispatch method of the scheduler is called. The stateChangeRequest() method is used to receive the notification when the state of a task is changed.
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4.4 Task Monitor

The responsibility of `dispatch()` method of a scheduler is not only taking the scheduling decision but also starting the task execution, preempting a task if necessary etc. In order to provide this functionality, necessary methods are provided by the `TaskMonitor` class. A task is linked to a task monitor where necessary attributes are defined to maintain the life cycle of a task via the `TaskManager` class. The `TaskManager` is a singleton class that maintains a map between the tasks and their monitors [41].

Task Monitor provides functions to change the state of a task, create the jobs to the time axis, etc. The important thing is done here, it creates the events accordingly which is necessary for the visualization thread to update the view part[41].

The newly implemented features, e.g. self-suspension, non-preemptive execution, FMLP requires to add some attributes and functions in the `TaskMonitor` class. The details of these attributes and functions will be discussed in detail in their respective implementation sections.

4.5 Resource Monitor

Like `TaskMonitor`, a resource is linked to a `ResourceMonitor` via the `ResourceManager` class, which is also a singleton class that keeps track of resources with its associated resource monitor. `ResourceMonitor` class provides necessary methods to have functionality of locking a resource when necessary, and releasing a resource when its use is complete. The necessary events are generated from this class required for the visualization of resource events[41].

In order to implement FMLP, resources need to be grouped, one group may contain one or more resources. In FMLP, a lock needs to be granted on a resource group rather than a lock on a single resource. As a resource monitor only keeps the information for one resource, the locking is not possible inside this class. `ResourceManager` keeps the mapping between a resource and a resource monitor for all resources, thus the information for all resources can be obtained in this class by adding new attributes and the necessary functions are placed here to lock and unlock a group required by the FMLP. This will be discussed in detail in the section on FMLP implementation.

4.6 Exception Handling

The advantages of using Java and Eclipse RCP include the availability of built-in feature for exception handling. A view which is called “Error Log”, lists all the status messages. The class `StatusManager` can be used to add new status
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messages in the above list. It supports different severity levels, i.e., information, warning and error. The exceptions that are caught in the main simulation loop called SimulationThread, that is simulation exceptions, that arise during simulation are reported by the StatusManager class [41].

The class SimulationException is introduced in order to differentiate between the Java exceptions and exceptions that are provided by the simulation. The simulation exceptions may be an illegal state transition, resource release for more than available units etc. The SimulationException inherits from the java.lang.Exception to serving as Java exception. The main simulation exceptions come from the TaskMonitor or ResourceMonitor classes as they serve the purpose of changing the state of a task and requesting or releasing a resource [41]. Simulation exceptions may be thrown from some other places like newly developed Pfair schedulers when a task violates its lag constraint.

As a part of this thesis work, all new implementations use the existing exception handling introduced by the previous work by Munk [41].
Many safety-critical hard real-time systems involve several distinct functionalities where each functionality has a hard real-time constraint that must not be violated [17]. It is quite challenging to develop such a system where no critical task misses its deadline. In preemptive scheduling algorithms the order of task execution changes dynamically so it is very difficult to predict in advance whether all tasks will meet their deadline or not.

In multitasking real-time systems, schedulability analysis is formally employed to prove in advance that a task set that will be scheduled on a system will conform to its deadlines. In this chapter, the necessary theory for schedulability analysis of single-processor algorithms implemented by Munk [41] will be discussed. The implementation will be discussed in chapter 9.

A schedulability analysis can be either direct or indirect. An indirect schedulability test does not calculate the delay between arrival time and completion time known as response time, but determine the schedulability of a given task set for the given system parameters. Direct schedulability test will explicitly calculate the worst-case response time of the tasks to determine the schedulability. Direct schedulability analysis is more accurate than indirect schedulability analysis but results in high computing costs [58].

**Schedulability Analysis for Fixed Priority Preemptive Scheduling:** As discussed above, there are two different approaches for schedulability analysis [28]. The earlier schedulability analysis which calculates the total processor utilization i.e. the percentage of processor used by all the tasks is known as utilization based schedulability test. The later work on schedulability analysis focuses on response time analysis, i.e. the time duration by which a task completes its execution [35, 5]. These two approaches will be used for fixed priority preemptive scheduling schedulability analysis.

**Schedulability Analysis for Dynamic Priority Preemptive Scheduling:** The most common dynamic priority scheduling algorithm, earliest deadline first which was introduced by Liu and Layland [38]. Dertouzos [24] proves that earliest deadline first is optimal among all other uni-processor scheduling algorithms. The schedulability analysis for implicit task set scheduling under EDF scheduler can be done using utilization based schedulability analysis mentioned in [38]. Demand bound analysis will be done for constrained deadline task sets.
5. Schedulability Analysis

5.1 Utilization Based Schedulability Analysis

The utilization based schedulability test is the most common and less costly approach in terms of computing cost [58]. In this analysis a task set can only be scheduled if the total utilization of all tasks is lower than a predefined bound [58]. This utilization bound differs for different algorithms used to schedule the task set [38].

5.1.1 Rate Monotonic Scheduling

Rate monotonic scheduler is a fixed priority preemptive scheduling algorithm. A static priority is assigned to each task according to the rule “The shorter the period, the higher the priority”. [38]

In order to perform the utilization based schedulability test for RMS the processor load needs to be measured i.e. the processor utilization [38]

\[ U = \sum_{i=1}^{n} \frac{C_i}{P_i} \]  

A necessary but not sufficient condition for RMS schedulability test is that the total processor utilization is not more than one, i.e. \( U \leq 1 \). A simple utilization based sufficient schedulability test for RMS with the following conditions:

- all tasks are independent, there is no communication or synchronization between the tasks, if it does exist this test does not consider that.
- every task in the task set should have implicit deadline i.e. deadline is equal to period \( D_i = P_i \).
- the task set should be synchronous.

A real-time system is schedulable under RMS if the total utilization of the task set does not exceed the utilization bound according to Liu and Layland [38].

\[ U = \sum_{i=1}^{n} \frac{C_i}{P_i} \leq n(2^{1/n} - 1) \]  

This is a sufficient test but not necessary [4].

5.1.2 Deadline Monotonic Scheduling

For a task set, deadline equaling period is not always realistic, sometimes a task set may have tasks with deadlines being less than or equal to period. Deadline monotonic scheduler is also a fixed priority preemptive scheduling algorithm. The priority assignment differs from RMS in such a way “The shorter the relative deadline, the higher the priority”, called deadline monotonic priority assignment.
5.2. Response Time Analysis

Audsley et al. [4] observe that a task may experience worst case interference $I_i$ from the higher priority tasks in the same task set while scheduling using DMS.

$$I_i = \sum_{j=1}^{i-1} \left\lfloor \frac{D_i}{P_j} \right\rfloor C_j$$  \hspace{1cm} (5.3)

The entire task set will be scheduled using DMS, if [4]

$$\text{for all task } i, \frac{C_i}{D_i} + \frac{I_i}{D_i} \leq 1$$  \hspace{1cm} (5.4)

where $C_i/D_i$ is the processor utilization by task $i$, until its deadline $D_i$ and $I_i/D_i$ is the maximum degree of interference (utilization) it experiences from higher priority tasks until deadline $D_i$. This test checks that the processor utilization of any task $T_i$ plus the degree of interference it experienced from higher priority tasks before the deadline of the task $T_i$ is not more than 1. This is also a sufficient test but not necessary [4].

5.1.3 Earliest Deadline First

A task set is schedulable under earliest deadline first scheduling algorithm if the total processor utilization by all the tasks in this task set does not exceed 100% [38]. Thus, a set of periodic tasks is schedulable under EDF if the following conditions hold

- all tasks in the task set are independent.
- deadline is equal to period i.e. $D_i = P_i$ for all tasks.
- the task set is synchronous.
- and utilization:

$$U = \sum_{i=1}^{n} \frac{C_i}{P_i} \leq 1$$  \hspace{1cm} (5.5)

which is an exact schedulability test for EDF without considering the synchronization and communication between tasks.

5.2 Response Time Analysis

This analysis finds out the worst-case response time of each task and compares it to its deadline to determine whether a task can meet its deadline or not. The response time analysis can test the schedulability of a task set with arbitrary deadline tasks [56]. This section describes the schedulability analysis for an arbitrary deadline task set.
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5.2.1 Exact Schedulability Test

In this section, the response time analysis considers each task to be independent, only accounts for the execution time, does not care about the blocking time while accessing shared resources. Therefore, this test is both necessary and sufficient schedulability test. The response time analysis for \(i^{th}\) process is given by the following equation

\[
R_i = C_i + \sum_{j \in hp(i)} \left\lceil \frac{R_i}{P_j} \right\rceil \times C_j
\]  
(5.6)

where \(\sum_{j \in hp(i)} \left\lceil \frac{R_i}{P_j} \right\rceil \times C_j\) is the worst-case interference by the higher priority tasks.

In equation 5.6, the worst-case response time \(R_i\) comes in both left and right hand sides. Note that, the right hand side of equation 5.6 is a monotonically non-decreasing function of \(R_i\) [23]. This equation is a fixed point iteration where the iteration starts with an initial value of \(R_i\) which is \(R_i^0 = C_i\). From this equation the smallest \(R_i\) needs to be found satisfying the equation which can be solved by a recurrence relation

\[
W_{i}^{n+1} = C_i + \sum_{j \in hp(i)} \left\lceil \frac{W_i}{P_j} \right\rceil \times C_j
\]  
(5.7)

starts from the initial value and continues until \(W_i\) stabilize, meaning \(W_i^n = W_i^{n+1}\) or \(W_i > D_i\) where \(D_i\) is the relative deadline of \(i^{th}\) task [23].

5.2.2 Sufficient Schedulability Test

In the previous section on the exact schedulability test by response time analysis, it is assumed that all tasks are independent, no synchronization or communication between tasks is present. Synchronization and communication add another factor that may increase the response time for some tasks i.e. a task may be blocked to access shared resources. Therefore, equation-5.6 can be rewritten as follows by adding blocking time \(B_i\)

\[
R_i = B_i + C_i + \sum_{j \in hp(i)} \left\lceil \frac{R_i}{P_j} \right\rceil \times C_j
\]  
(5.8)

where \(B_i\) is the blocking time i.e. a task is blocked on accessing some shared resources that need to be calculated. The worst case blocking time \(B_i\) needs to be calculated which is different for different resource access protocols. In order to calculate blocking time for default protocol and simple priority inheritance protocol for resource access, the worst-case blocking time can be calculated by the following equation

\[
B_i = \sum_{k=1}^{K} usages(k, i) \times CS(k)
\]  
(5.9)
5.3 Demand Bound Analysis

The worst-case blocking time calculation is different for *Priority Ceiling Protocol* which can be calculated by the following equation

\[ B_i = \max(\text{usages}(k, i) \times CS(k)) \] (5.10)

In the above two equations (equation 5.9 and 5.10), \( K \) is the number of resources and \( CS(k) \) is the worst-case access time of resource \( k \). The usage of a resource \( k \) is defined as, \( \text{usage}(k, i) = 1 \) if resource \( k \) is used by a higher priority task including the task itself and a lower priority task, otherwise \( \text{usage}(k, i) = 0 \).

Like equation 5.6, equation 5.8 is also a fixed point iteration where the iteration starts with a different initial value which is \( R_i^0 = B_i + C_i \) and continue until it stabilizes.

A scheduler requires to switch between jobs while scheduling a set of tasks, which is known as *context switching* [30]. Context switching overhead refers to the overhead when there is preemption. The processor needs to save the context of the current job, load the context of the next job and resume it [30]. Thus, the cost for context switching may lengthen the response time. The following equation calculates response time by also considering context switching time.

\[ R_i = CS1 + B_i + C_i + \sum_{j \in \text{hp}(i)} \left( \frac{R_i}{P_j} \right) \times (CS1 + CS2 + C_j) \] (5.11)

where \( CS1 \) is the WCET cost of context switch to the process and \( CS2 \) is the WCET cost of context switch away from the process.

5.3 Demand Bound Analysis

A utilization based necessary and sufficient schedulability analysis is presented by Liu and Layland [38] where all the tasks have implicit deadlines, i.e. the relative deadlines are equal to their period, which has been presented in section 5.1.3. In real-time systems, the assumption that all task deadlines will be equal to their period is not always realistic. For such a system where the deadline of a task is not implicit, the schedulability analysis is not possible by the utilization based schedulability analysis.

The earlier research on exact schedulability analysis for the EDF scheduling algorithm with arbitrary deadlines was described by Leung and Merrill [36]. They showed that a periodic task set will be schedulable using the EDF algorithm if and only if the absolute deadlines of all the tasks in the period \([ 0, \max\{s_i + 2H\} ]\) has been meet. Where \( s_i \) is the start time of a task \( T_i \) and \( \min\{s_i\} = 0, H \) is the least common multiple of the periods of the tasks. Baruah et al. [9] improved this schedulability analysis by introducing a processor demand function. According to them,
a task set, including sporadic tasks, is schedulable if and only if $\forall t > 0$, $h(t) \leq t$, here $t$ is the time and $h(t)$ is processor demand function defined as:

$$h(t) = \sum_{i=0}^{n} \max\{0, 1 + \left\lfloor \frac{t - D_i}{P_i} \right\rfloor \} C_i$$  \hspace{1cm} (5.12)$$

In the above demand function, the time value $t$ that is not bound and is more than 0 (zero) can be bound to a certain value. Now the lower bound and upper bound will be discussed first and then they will be combined.

**Upper Bound:** A task set is schedulable if and only if $U \leq 1$ and $\forall t L_a, h(t) \leq t$. Where the upper bound $L_a$ is defined as: [10, 9, 49]

$$L_a = \max_{1<i<n} \{P_i - D_i\} \frac{U}{1-U}$$  \hspace{1cm} (5.13)$$

**Lower Bound:** A task set is schedulable if and only if $U \leq 1$ and $\forall t L_b, h(t) \leq t$ where $L_b$ is the synchronous busy period of the task set. The interval between 0 (zero) and the first time the process is idle is called busy period. The length of the synchronous busy period $L_b$ can be computed by the following equation to stop at the first idle time

$$W(0) = \sum_{i=1}^{n} C_i$$  \hspace{1cm} (5.14)$$

$$W(k) = \sum_{i=1}^{n} \left\lceil \frac{W(k-1)}{P_i} \right\rceil$$  \hspace{1cm} (5.15)$$

This iteration stops when the first idle time is found which is at $W(k)$ when $W(k-1) = W(k)$.

**Combining Upper Bound and Lower Bound:** Now the upper bound and lower bound can combined to a single equation to check schedulability of a task set. Thus, a task set is schedulable if and only if $U \leq 1$ and $\forall t \in P, h(t) \leq t$. Where the $P$ is defined as a collection of absolute deadlines by the following equation

$$P = \{d_k | d_k = k P_i + D_i \land d_k < \min(L_a, L_b), k \in N\}$$  \hspace{1cm} (5.16)$$

The schedulability analysis using demand bound analysis for EDF is necessary and sufficient thus it is an exact schedulability test without considering synchronization between tasks.
The following table lists all discussed schedulability analysis techniques with respective single core scheduling algorithms for which they can be used on different types of task sets except the sufficient response time analysis that is not listed in the table, the table only lists appropriate schedulability tests for various single core scheduling algorithms, applied only to independent task sets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Deadline Equals Period</th>
<th>Deadline Less Than Period</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>Sufficient $U = \sum_{i=1}^{n} \frac{C_i}{P_i} \leq n(2^{1/n} - 1)$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exact</td>
<td>Response Time Analysis</td>
</tr>
<tr>
<td>DMS</td>
<td>Sufficient $\frac{C_i}{D_i} + \frac{I_i}{D_i} \leq 1$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exact</td>
<td>Response Time Analysis</td>
</tr>
<tr>
<td>EDF</td>
<td>Sufficient</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Exact $U = \sum_{i=1}^{n} \frac{C_i}{P_i} \leq 1$</td>
<td>Demand Bound Analysis</td>
</tr>
</tbody>
</table>

Table 5.1: Schedulability analysis summary
6 | Self Suspension, Non-Preemptive Execution and Interrupt Handling

6.1 Self Suspension

In many real-time embedded systems, tasks may invoke some significant suspension intervals during communication, synchronization and on accessing external resources like I/O. The intervals of these suspensions are mostly independent of the processors on which these tasks are being scheduled. Traditional real-time systems consider the self suspension time as a part of execution time [34], and thus, the task holds the processor though it does not need it for computation. In this section, the basic theory on self-suspension of real time tasks will be discussed for implementation into the simulator.

In many real-time systems when a task interacts with external devices or waits for some events to occur it may introduce self suspension delays. The examples of such devices are magnetic disc, network card, etc. When a task initiates to use a device and sends the commands to process, there may be some predefined time intervals that the device will use to process the data to get the result. After sending the command to the device, the task may self-suspend itself by the predefined time duration, which is termed self-suspension time.

The recent research on scheduling tasks with self-suspension delays [47, 48] shows that the feasibility problem of scheduling periodic tasks containing self-suspension delays is \(NP\)-hard in the strong sense. In real-time systems such self-suspension delays impact schedulability analysis quite negatively when deadline misses are not allowed [39].

Thus, the sequence of execution times of a task can be split by adding suspension delays between the execution times. Thus, the execution time \(C_i\) of each task \(T_i\) can be represented as a sequence of execution times and suspension delays [34]

\[
C_i = (C_i^1, E_i^1, C_i^2, E_i^2, C_i^3, E_i^3, \ldots, E_i^{m_i-1}, C_i^{m_i})
\]  

(6.1)

where there are \(m_i\) non-suspending computation time chunks separated by \(m_i -
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1 suspension delays. There are some constraints on using the defined model for self suspension described in [34]. The most important constraint is that a task will contain multiple execution chunks with different suspension behavior which is supported by the existing simulator. As the self-suspension behavior is defined by the system model, the self suspension is defined for the first time when the model is being prepared; the self-suspension cannot happen at unknown time. This problem has also been solved in the course of development of the simulation that is necessary for FMLP implementation.

When a task self suspends itself, the scheduler removes it from the ready queue, places it into the blocked queue, and takes the next eligible task for scheduling.

The schedulability analysis for a single core scheduling algorithm, which is a part of this thesis work, will not work if a task in a task set is going to be scheduled on the system that contains self-suspension delays. Thus, the schedulability analysis including self-suspension delays can be treated as future work.

6.2 Non-Preemptive Execution

The term non-preemptive execution refers to the situation when in a preemptive scheduling algorithm a task in the task set may have a finite time duration that should be executed non-preemptively even though there is a higher priority ready task that is waiting for its execution. FMLP requires a version of G-EDF where jobs can be non-preemptable for a short duration of time [14]. In order to implement FMLP, the existing simulator needs to be updated to support a scenario where a task may have non-preemptive section which should be executed non-preemptively. As the execution of a non-preemptive section in a preemptive scheduling algorithm is supported by the simulator for the implementation of GSN-EDF which is required for the FMLP implementation, it will also be available for any preemptive scheduling algorithm supported by the existing system and its improvement is part of this thesis work.

A higher priority jobs can be blocked by a lower priority job when it is executing its non-preemptive section and such blocking is termed non-preemptive blocking.

6.3 Interrupt Handling

Interrupt is an asynchronous notification to the processor and it may occur at any time, possibly between two instructions. If an interrupt is detected by a processor, it pauses the currently scheduled task and instead runs a designated interrupt service routine (ISR). Therefore the interrupted task faces undesirable delay and the response time is increased. Most interrupts are maskable. However, there are some
routines to check the system health that are non-maskable, known as *non mask-able interrupts* (NMIs). In multiprocessor interrupt handling, some interrupts may be designated to a processor on which they will be processed. In other cases an interrupt can be processed by any processor [16].

Interrupts are categorized into four different groups, *device interrupts* (DIs), *timer interrupts* (TIs), *cycle-stealing interrupts* (CSIs), and *inter-processor interrupts* (IPIs) [16].

In the uni-processor scheduling for real-time systems interrupt handling methods were discussed by Liu and Layland [38]. In static priority scheduling algorithms the priorities of interrupts are set to higher priority values and thus processed instantly. In EDF, a dynamic priority scheduling algorithm, “schedulability can be tested by treating time lost to processing interrupts as a source of blocking” [32].

In the existing simulation software, the interrupt requests are handled in the same way Liu and Layland [38] described it in their paper. For fixed priority scheduling algorithms, the task which is treated as an interrupt gets the highest priority. In the Earliest Deadline First scheduling algorithm, the deadline of the interrupt task is given a small value which is very close to its WCET and thus it is executed as a higher priority task.

In the multiprocessor scheduling algorithms the interrupts are handled in the same way as they are handled in the single-core scheduling algorithms. There is a problem of handling interrupts for the Pfair scheduling algorithms where the priority is dynamic and the deadline of a task must be equal to its period. Therefore in Pfair, it is a bit difficult to make the priority of the interrupt higher as it is done for other scheduling algorithms. The interrupt task will also progress in proportion to its weight.
Nowadays real-time embedded systems are increasingly used in many different environments where the technology is changing rapidly. As a result the number of processors on a single chip is growing every year for more powerful and rapid computation.

In recent years, chip designers prefer to increase the number of processors on a single chip rather than increasing the processor speed because of cost minimization and some other related factors [33, 50, 59]. Thus, task execution parallelism is necessary to use the maximum processing speed of multiprocessor systems.

This technological modification of the processor architecture has stimulated more research in the field of multiprocessor scheduling in recent years. There are many mature algorithms for single core scheduling that can feasibly schedule a task set on a single processor system [17, 18, 40]. On the other hand, real-time multiprocessor scheduling is a more difficult problem than uni-processor scheduling [37]. Real-time multiprocessor scheduling research is still ongoing with many open problems.

The correctness of a real-time system not only depends on the correctness of the functionality provided by the system, it also depends on the time at which the correct results are available. Thus, a real-time system should function properly within a predefined time. For example, in a safety critical system, the system must be shut down as soon as any indicator is reacting in an unusual way. If the system is not shut down within a very short time period, it may cause life risk.

### 7.1 Taxonomy of Multiprocessor Scheduling Algorithms

Multiprocessor scheduling can be regarded as trying to solve two problems: the *allocation problem* that will define on which processor a task should execute and the *priority problem* that will define when and in what order each task should execute with respect to other tasks. Multiprocessor scheduling algorithms can be classified into three different categories according to the available degree of inter-processor
migration and three other categories according to when the priority is being changed [19].

7.1.1 Allocation

Traditionally inter-processor migration has been restricted in real-time system. In many systems, the cost of context switching from one processor to another processor is prohibited. The traditional real-time scheduling theory does not have techniques, tools and results so that it could analyze the system in detail to allow migration.

Recent development in multiprocessors on a single chip and very fast communication over small areas solves the issue of context switching cost described earlier. So the system designer does not need to care about inter-processor migration solely due to implementation consideration. The result of recent experiments also shows that scheduling algorithms that provide inter-processor migration are competitive in comparison to scheduling algorithms that do not allow migration [54].

Scheduling algorithms fall into one of the following three different categories according to the degree of migration [22].

7.1.1.1 No Migration

Every task is assigned to a processor on which it can be scheduled. In this category, migration among processes is not allowed and the technique can also be named *partitioned*. There are m different subsets of task sets if the available numbers of processors are m. A subset of tasks is assigned to a processor and needs to schedule only on that processor.

7.1.1.2 Task Level Migration

The jobs of a task may execute on different processors; however, each job must execute entirely on a single processor. So, the run-time context of a job needs to be maintained only on one processor, whereas the task-level context migration is possible. Task level migration is also referred to as *restricted migration*.

7.1.1.3 Job Level Migration

There is no restriction on inter-processor migration. A job of a task can be migrated and moved from one processor to another; however, parallel execution of a job is restricted so that a job cannot be scheduled on more than one processor at a time. Task level migration is also referred to as *full migration*. 
7.1.2 Priority

A scheduling algorithm falls into any of the following three different categories according to the complexity of the priority scheme [22].

7.1.2.1 Fixed Task Priority

A unique fixed priority is assigned to each task and this priority will be applied to all of its jobs. Fixed job priority is also referred to as static priority.

7.1.2.2 Fixed Job Priority

The different jobs of a task may have different priorities but each job will have the same static priority.

7.1.2.3 Dynamic Priority

As the name suggests, a job may have different priority at different points of time. There is no restriction on priorities that can be assigned to jobs.

7.1.3 Work-conserving and non-work-conserving

A scheduling algorithm is said to be work-conserving, if the processor is not idle at any time where one or more tasks are in ready states and waiting to get the processor to be executed, otherwise it is said to be non-work-conserving. The multiprocessor scheduling algorithms in the class of partitioned approach are not work-conserving because they may allow an idle processor while there are some ready tasks on other processors and waiting to get the processor but the idle processor cannot schedule them [22].

7.2 Schedulability, Feasibility and Optimality

A task set $\tau$ is said to be feasible with respect to a system if there exists a scheduler that can schedule all possible sequences of jobs released by the tasks belonging to $\tau$ on that system so that no task misses its deadline [22]. Therefore, the feasibility of a task set $\tau$ is not dependent on a particular scheduling algorithm used to schedule the jobs released by the tasks in $\tau$ [42].

A task set $\tau$ is said to be schedulable with respect to a scheduling algorithm $S$, if any job generated by the tasks in $\tau$ does not miss its deadline in the schedule generated by $S$ [42]. In other words, a task set $\tau$ is said to be schedulable with respect to a
scheduling algorithm if the worst-case response time of all the jobs generated by the tasks in $\tau$ is less than or equal to their respective deadlines [22].

The optimality of a real-time scheduling algorithm can be derived by combining these two terms, schedulability and feasibility [42]. Thus, a real-time scheduling algorithm $S$ is said to be optimal with respect to a system and a task model, if it can schedule any task set that is generated according to the task model and is feasible on the system [22]. Therefore, an optimal scheduling algorithm is an algorithm that can schedule a task set for which a scheduling solution exists [42].

### 7.3 Multiprocessor Scheduling Approaches

There are two main approaches that are traditionally considered for scheduling on multiprocessors, they are *partitioned* and *global* scheduling. Scheduling algorithms where task migration is restricted are known as *partitioned scheduling* and where task migration is not restricted are known as *global scheduling*. In multiprocessor scheduling, sometimes these two approaches are combined which is called *hybrid scheduling* [6, 7, 19, 25].

#### 7.3.1 Partitioned Scheduling

In this approach, tasks are partitioned among available processors. It means, a task is assigned to a specific processor and is always scheduled only on that processor. Therefore, the multiprocessor system becomes a collection of independent uni-processor systems and a uni-processor scheduling algorithm will run for each core to schedule the tasks assigned to that processor. Unlike in global scheduling, in partitioned approach tasks cannot migrate from one processor to another, as this is prohibited for partitioned approach. For example, in multiprocessor scheduling with partitioned EDF (P-EDF), a uni-processor scheduling algorithm, *earliest deadline first* is used to schedule the task set on each processor independently [22].

The following advantages have been observed for partitioned scheduling algorithms over global scheduling algorithms for scheduling on multiprocessors [22]

- A task may overrun its worst-case execution time, this situation only affects the tasks on the same processor.
- There is no penalty in terms of migration cost as each task only runs on the same processor.
- A priority queue is maintained for each processor, so the queue length is small and queue access is faster in comparison to global priority queue.
- The main advantages of using this approach for multiprocessor scheduling is that it reduces the multiprocessor scheduling to single processor scheduling, when the assignment of all tasks to processors has been done.
The following disadvantages have been observed for partitioned scheduling algorithms over global scheduling:

- The main disadvantage of this approach is allocation of the tasks to the processors. Finding the optimal assignment of tasks to processors is a bin-packing problem which is NP-Hard in the strong sense.

- Partitioned approach is not work-conserving, i.e. a processor may remain idle while there may be some ready task to be scheduled on another processor and missing its deadline.

The performance of the partitioned scheduling algorithms depends on the bin packing algorithms used to partition the tasks among the processors of the multiprocessor system. Truly, the bin packing algorithms cannot ensure a task partitioning that can achieve total utilization of more than \((m + 1)/2\) on a multiprocessor system where the number of processors is \(m\) \[^3\]. Therefore, in the worst-case scenario, slightly more than 50% of the processing capacity of the multiprocessor system is used by the partitioned scheduling algorithms for the task execution while the other almost 50% remain unused \[^42\].

### 7.3.2 Global Scheduling

In this approach, all the ready tasks are placed in a global priority queue and the scheduler selects the highest priority task from the queue for its execution. A task can be dispatched to any available processor even after preemption. Unlike partitioned scheduling, a task is not fixed onto a processor and task (job) migration is permitted in global scheduling. For example, the global version of EDF named global EDF (G-EDF) selects the \(m\) highest priority (earliest deadline) ready tasks to execute on the \(m\) processors of the multiprocessor system at time \(t\) \[^22\].

The following advantages have been observed for global scheduling algorithms over partitioned scheduling algorithms for scheduling on multiprocessors \[^22\]:

- There are typically fewer preemptions because the scheduler needs to preempt a task when there is no idle processor but a task needs to be scheduled.

- When a task used less time than its worst-case behavior then the time can be used by all tasks, not a subset of tasks as in partitioned scheduling.

- This approach is more appropriate for open systems where load balancing / task allocation is not necessary for taskset changes.

- Some global scheduling algorithms are work-conserving, i.e. there will be no idle processor if there is a ready task needed to be scheduled.

The following disadvantages have been observed for global scheduling algorithms over partitioned scheduling algorithms for scheduling on multiprocessors...
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- Global scheduling uses a single queue for ready tasks. The queue length is long and queue access is time consuming.

- A job can be frequently migrated from one processor to another processor, this leads to a high migration overhead of the system.

In 2001, Andersson et al. [3] develop an utilization bounds for periodic task-sets with implicit deadlines. According to them, the maximum utilization bound for any global fixed job priority algorithm is \((m + 1)/2\). Thus, the G-EDF and its variants have the same utilization bound as partitioned EDF [42].

7.3.3 Hybrid Scheduling

In global scheduling, depending on the hardware architecture, a task may migrate from one processor to another frequently which leads to a very high migration overhead. This job migration results in excessive communication loads and cache misses which increase the worst case execution time that would not occur in the fully partitioned or non-migration scheduling approaches. On the other hand, in partitioned scheduling, the total available processing capacity is fragmented and a large amount of processing capacity is unused and remains idle. In fully partitioned approach the maximum utilization bound is just about 50% of the total processing capacity thus the utilization is very low [22].

Furthermore, there are some systems that can be scheduled under fully partitioned or fully global scheduling approach because, some tasks are not permitted to migrate while some other are permitted to migrate [43].

The recently developed more general hybrid scheduling approach is cluster based scheduling which can be categorized as a generalization of partitioned and global scheduling protocols [43]. In this approach, tasks are statically assigned to clusters and then inside a cluster tasks are scheduled globally. There are two forms of cluster based scheduling; clusters can be physical or virtual. In physical cluster-based scheduling the processors are statically assigned to each cluster and each cluster will contain a subset of processors from the available multi-processor system. In virtual cluster-based scheduling the processors are dynamically mapped to each cluster, there is a one-to-many relationship between cluster and multiprocessors[43].

Thus, clustering is an approach where processors are partitioned into a smaller number of subsystems to which tasks are allocated. Therefore, the issue of capacity fragmentation in partitioned approaches is improved and the number of processors in each cluster are fewer than on the total system which reduces the global queue length and the migration overhead. The processors in the same cluster may share the same cache which reduces the penalty in terms of increasing worst-case execution time despite migrations.
7.4 Resource Sharing

In the previous section, the scheduling approaches for multiprocessors have been discussed in detail where the tasks are independent from each other. In this section resource access protocol will be discussed for both partitioned and global approaches in order to allow accesses to shared resources by the tasks.

In 1988, a multiprocessor variant of the priority ceiling protocol named MPCP has been introduced by Rajkumar et al. [46], which is applicable with the fixed priority scheduling algorithms of partitioned approaches. The global shared resources receive a priority ceiling values that are strictly higher than those of any other tasks in the system. When a task tries to acquire a global resource that is currently locked by any other task then the requested task is blocked and waits in a priority queue for the maintenance of blocked tasks on that resource. As a result, the lower priority local tasks can continue execution. At the time of global resource being released, a task will be taken from the head of the queue waiting to acquire this resource, will have the lock on the resource and resume with the ceiling priority of the resource. MPCP restricts nested access to the globally shared resources, i.e. local and global critical section nesting is not allowed. A bounded blocking time and a sufficient schedulability test is provided by MPCP, the schedulability test is based on utilization bound provided by Liu and Layland [38] [22].

Another multiprocessor variant of priority ceiling protocol named MDPCP has been described by Chen et al. [20]. A sufficient schedulability analysis for Partitioned EDF with MDPCP resource access protocol is provided by them for a multiprocessor system [20].

A multiprocessor resource access protocol MSRP has been introduced by Gai et al., which is based on the stack resource protocol for uni-processor resource access protocol. MSRP can be used with either fixed priority scheduling algorithms or EDF for partitioned systems. The significant difference between MPCP and MSRP is that when a resource is blocked on a global resource in MSRP, it busy-waits and becomes non-preemptive which is known as spin-lock. A FIFO queue is used for each global resource in order to store the blocked task on this resource so that the correct task resumes when the resource is released. In MSRP, the spin-lock wastes processing time just by making the processor idle which can be used by other tasks [22].

Devi et al. [26] proposed two simple methods for short non-nested access to shared data structures by considering the problems of accessing shared resources under global EDF, a scheduling approach for global multiprocessor scheduling. The methods are spin-based queue lock and lock free synchronization [22].

Block et al. [14] introduced a multiprocessor resource access protocol which is known as flexible multiprocessor locking protocol abbreviated as FMLP. FMLP can be used with both partitioned and global scheduling algorithms. A variant of both partitioned EDF and global EDF is necessary to use FMLP which is discussed in detail in section 8.3.2 on page 69.
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In chapter-7, the general concepts for scheduling on multiprocessor systems have been discussed. In this section, a few scheduling algorithms both from partitioned and global approach will be discussed in detail.

The existing simulation software developed by Munk [41] supports multi-core scheduling algorithms along with single-core scheduling algorithms. He explained how to add a new scheduler to the SAVORS system [41, sec. 8.11]. New scheduling policies and resource access protocols can be added to the existing installation of the software as an additional plug-in. All newly implemented multi-core scheduling algorithms were added to the de.unistuttgart.iste.ps.savors.scheduler.multicore plug-in. A multi-core scheduling algorithm will be available to the software after adding it to the plug-in extension.

This simulation software supports only homogeneous multiprocessor systems, defined in Chapter-2 [41]. The simulation software does not support task parallelism, meaning a task cannot run on more than one processors at a time [41]. Therefore, the newly implemented multi-core algorithms only work for homogeneous multiprocessor systems without task parallelism.

8.1 Partitioned Earliest Deadline First

In the Partitioned EDF multiprocessor scheduling algorithm the task-set needs to be divided into smaller disjoint sets of tasks. There are several heuristic methods for this partitioning process. Once the task-set is partitioned, on each processor each task set will be scheduled by a uni-processor scheduling algorithm Earliest Deadline First.

Therefore, the multiprocessor scheduling problem under partitioned approach can be divided into solving two different parts: partition the task set into \( m \) subsets of tasks, so that each subset is schedulable where \( m \) is number of processors, and run a uni-processor scheduler for each core. In this case the uni-processor scheduling algorithm is EDF. Several polynomial time heuristics are present to partition the task set on
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multiprocessor systems based on bin-packing approaches which are known to be NP-hard in the strong sense [21, 27]. Three of them are going to be described here in brief, details with the algorithms can be found in [55, section 2.1.2]

Heuristic Methods for Task Partitioning

Next Fit: this method maintains an ordering among the processors and assigns tasks to each processor. Since many tasks can be assigned on that processor in such a way, the partition is schedulable using a desirable single core scheduling algorithm. The detailed procedure can be found in [55, figure 2.3]

First Fit: the next fit method is achieved by considering that a task will be assigned to the first available processor to which it fits and is known as first fit, described in [55, figure 2.4].

Best Fit: in this method, each task is assigned to a processor that the assigned task can fit on and the remaining unused processing capacity is minimized. Srinivasan [55] described this method in section 2.4 with EDF as uni-processor scheduling algorithm.

The next fit partitioning method has a time complexity of $O(n)$ times the uni-processor schedulability analysis, whereas the first fit and best fit partitioning methods have the time complexity of $O(mn)$ times the uni-processor schedulability analysis time.

In P-EDF, when the task set partitioning has been done, a uni-processor dynamic priority scheduling algorithm EDF will be used to schedule the task sets assigned to that core.

8.2 Proportionate Fairness

Baruah et al. introduced the Proportionate Fair (Pfair) scheduling algorithm in their paper in 1996[12]. The algorithms in this class of Pfair scheduling are applicable to schedule periodic task sets with implicit deadlines. Pfair scheduling algorithms are based on the concept of fluid scheduling, where each task executes or make progress proportionate to its utilization or task weight. A task weight is the ratio of the execution time and the period and termed $W_i = C_i/P_i$.

Liu, first discussed the periodic scheduling problems in 1969[37]. A task set of $n$ tasks and $m$ resources, where each task has an execution time $C_i$ and a period $P_i$ by which the task is periodic. A scheduler that schedules the task set on $m$ processors, allocates exactly $C_i$ time units to each task in every $P_i$ time units [37].

A decision problem that a task set can be scheduled on the given number of processors can be solved efficiently. A task set cannot be scheduled if the total weight of all tasks is more than the available number of processors i.e. $\sum_{i=0}^{n-1} W_i > m$. A task set will be schedulable if $\sum_{i=0}^{n-1} W_i \leq m$ and resource sharing is allowed [10].
8.2. Proportionate Fairness

Baruah et al. mentioned that they have solved the periodic scheduling problems by appointing an even stonger fairness constraint in [12]. They mention the approach as proportionate progress where each task is scheduled on resources in proportion to its weight. At any time $t$, a task $T_i$ should have executed either $\lfloor W_i \cdot t \rfloor$ or $\lceil W_i \cdot t \rceil$. They named this approach *proportionate fairness* or *P-fairness*. The P-fairness is a strict and stronger condition than periodic scheduling because any proportionate scheduling is periodic when the inverse is not always true [12]. They proved that any periodic task set has a P-fair schedule if $\sum_{i=0}^{n-1} W_i \leq m$ holds. P-Fair scheduling is optimal for periodic task sets with implicit deadlines [12].

**P-Fairness**

- In P-fair scheduling algorithms, scheduling decisions need to be taken at every point of time $t$, starting from 0. The time interval between $t$ and $t+1$ (including $t$ but excluding $t+1$) is called slot $t$, $t \in N$.
- The symbol $\phi$ is referred to as fair scheduling problems with $m$ processors and $n$ tasks.
- Every task $T_i$ has an integer period $P_i$, an integer execution time $C_i$ and a rational weight $W_i$, where $T_i, P_i > 1$ and $0 < W_i < 1$.
- Although the loss of generality Baruah et al. [12] limits their attention to the case

$$\sum_{i=0}^{n-1} W_i = m \quad (8.1)$$

In order to maintain this constraint they suggest to use a dummy task for the unused processor time with larger execution time and period [12].

**Some Definitions:**

- A schedule $S$ for an instant $\phi$ is a function from $\tau \times N$ to $\{0, 1\}$ where $\sum_{T_i \in \tau} S(T_i, t) \leq m$, $t \in N$. Informally $S(T_i, t) = 1$ if and only if the task $T_i$ is scheduled at slot $t$ by the scheduler $S$, otherwise $S(T_i, t) = 0$ [12].
- Lag is the most important term in P-fair scheduling which calculates the difference between how much resource a task should receive in the interval $[0, t)$ and how much it actually received. The lag of a task $T_i$ at time $t$ with respect to a scheduler $S$ is denoted $Lag(S, T_i, t)$ and is defined as

$$lag(S, T_i, t) = W_i \cdot t - \sum_{i \in [0, t)} S(T_i, i) \quad (8.2)$$

- A schedule $S$ is said to be P-fair if and only if at any time $t$, the absolute value of its lag constraint is strictly less than 1 i.e.

$$\forall T_i, t : T_i \in \tau, t \in N : -1 < lag(S, T_i, t) < 1 \quad (8.3)$$

**Existence of P-fair Scheduling:** The correctness proof of P-fair scheduling algorithm depends on the existence of P-fair schedule of the resource (processor)
sharing problem. Regarding resource sharing scheduling instance $\phi$, the earliest and latest possible slot denoted $\text{earliest}(T_i, j)$ and $\text{latest}(T_i, j)$ respectively, during which the $j^{th}$ time, $j \in N$, of task $T_i$ may be scheduled. The closed expression of $\text{earliest}(T_i, j)$ and $\text{latest}(T_i, j)$ are $\text{earliest}(T_i, j) = \min t : t \in N : W_i \cdot (t + 1) - (j + 1) > -1$ and $\text{latest}(T_i, j) = \max t : t \in N : W_i \cdot t - j < 1$ [12].

\begin{align}
\text{earliest}(T_i, j) &= \left\lfloor j/W_i \right\rfloor \quad (8.4) \\
\text{latest}(T_i, j) &= \left\lceil (j + 1)/W_i \right\rceil - 1 \quad (8.5)
\end{align}

Observe that, $\text{earliest}(T_i, j) < \text{latest}(T_i, j)$ where $T_i \in \tau, j \in N$. Let the least common multiple of all tasks in the task set be $L$ i.e $L = \text{lcm}_{T_i \in \tau} P_i$. Baruah et al. [12, Lemma 3.1] proved a lemma in their paper that a scheduling instance $\phi$ has a P-fair schedule if and only if there is a schedule $S$ i.e.

\[ \forall T_i, t : T_i \in \tau, t \in (0, L] : -1 < \text{lag}(S, T_i, t) < 1 \quad (8.6) \]

### 8.2.1 Algorithm PF

In this section, the original P-fair scheduling algorithm PF will be discussed. As a P-fair scheduling algorithm, PF was the first optimal multiprocessor scheduling algorithm [12]. Algorithm PF assigns a dynamic priority for each task at every integral point of time $t \geq 0$ and then schedules $m$ highest priority tasks to $m$ available processors in slot $t$ with an arbitrary tie breaking mechanism.

PF uses the earliest-pseudo-deadline-first mechanism to prioritize the sub-tasks and several tie breaking rules to break the tie when several sub-tasks have the same pseudo-deadline.

**Some definitions:**

- The characteristic string is an important parameter for P-fair scheduling. The characteristic string of a task $T_i$ is an infinite string over the sequence of \{-, 0, +\} which is denoted $\alpha(T_i)$ [12]. At every integral point of time $t$ the characteristic string of a task can be calculated by the following equation

\[ \alpha(t) = \sin(W_i \cdot (t + 1) - \left\lfloor W_i \cdot t \right\rfloor - 1), \quad t \in N. \quad (8.7) \]

At time $t$, the characteristic sub-string of a task $T_i$ is a finite string

\[ \alpha_t(T_i, t) = \alpha_{t+1}(T_i) \alpha_{t+2}(T_i) \cdots \alpha_{t'}(T_i) \quad (8.8) \]
where \( t' = \min i : i > t : \alpha_i(T_i) = 0 \). Informally, the characteristic string of a task \( T_i \) at time \( t \) is a finite sequence of string over \(-, 0, +\) starting from the characteristic string of time \( t \) to until it finds a 0 in its characteristic string \([12]\).

- Regarding P-fair scheduling a task will be in any of three different states ahead, behind or punctual based on its executed time. With respect to a schedule \( S \), at time \( t \), a task \( T_i \) is said to be ahead if and only if \( \text{lag}(S, T_i, t) < 0 \), behind if and only if \( \text{lag}(S, T_i, t) > 0 \) and punctual if and only if the task is neither ahead nor behind \([12]\).

- In P-fair scheduling all tasks will be placed in three different categories examining their executed time and the characteristic string at time \( t \). The three different categories are urgent, tnegru and contending. A task \( T_i \) will be placed in urgent category if and only if it is behind and the characteristic string \( \alpha_t(T_i) \neq - \), the task \( T_i \) will be placed in tnegru category if and only if it is ahead and \( \alpha_t(T_i) \neq + \) and the task \( T_i \) will be placed in contending category if and only if it is neither urgent nor tnegru \([12]\).

With the above terms and definitions the original P-fair scheduling algorithm (PF) can be presented based on \([12]\), derived from which it was implemented as a multi-core scheduler as part of this thesis work. This algorithm is referred to as Algorithm PF in \([12]\).

At any time \( t \), the Algorithm PF has to make a decision which \( m \) sub-tasks from the task set of \( n \) tasks need to be scheduled. According to Baruah et al. \([12, \text{Lemma 4.4}]\), all urgent tasks must be scheduled in the current time slot, i.e. slot \( t \) in order to maintain P-fairness for the scheduler. According to Baruah et al. \([12, \text{Lemma 4.3}]\), in order to preserve the P-fairness, no tnegru tasks will be scheduled in the current time slot \( t \). As PF generates P-fair scheduling, at time \( t \), it must schedule all the urgent tasks and no tnegru task.

There are \( n \) tasks in the task set and \( m \) resources to schedule those tasks. The first step is to do the task categorization, i.e. \( n \) tasks will be divided into urgent, tnegru and contending tasks. The assumption is that there are \( n_0, n_1 \) and \( n_2 \) urgent, tnegru and contending tasks respectively. As mentioned before, the scheduler needs to schedule all urgent tasks at time \( t \). If the number of urgent tasks are more than the available resources, i.e. \( n_0 > m \), it would be impossible for the algorithm PF to schedule all the urgent tasks and thus it will violate the lag constraint. The assumption is that \( \sum_{T_i \in \tau} W_i = m \), see equation-8.1, therefore to get a schedule instance \( \Phi \) correctly the scheduler should allocate exactly \( m \) resources in every time slot. But if \( n_1 > n - m \) then the scheduler is bound to schedule some tnegru task. Baruah et al. \([12]\) showed that the two above discussed problems will never happen in PF scheduler, thus \( n_1 \leq n - m \) and \( n_0 \leq m \).

At each time \( t \), the algorithm PF will schedule all the urgent tasks and if there are free resources after executing all urgent tasks then the scheduler executes \( m - n_0 \)
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tasks for the contending tasks according to the total order by which contenting tasks are prioritized. The algorithm PF is summarized below in [12].

<table>
<thead>
<tr>
<th>Algorithm PF</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. All urgent tasks must be scheduled.</td>
</tr>
<tr>
<td>2. No tau task is scheduled.</td>
</tr>
<tr>
<td>3. The remaining resources must be allocated to the highest priority contending tasks according to total order.</td>
</tr>
</tbody>
</table>

Table 8.1: Algorithm PF

the PF algorithm uses characteristic strings to order the contending tasks moving forward from time $t$. At every time $t$, the total order $\geq$ to prioritize tasks in the contending task set can be defined as: If $T_i$ and $T_j$ are two different contending tasks then $T_i \geq T_j$ if and only if $\alpha(T_i, t) \geq \alpha(T_j, t)$. The lexicographical comparison is done between the characteristic sub-strings of $\alpha(T_i, t)$ and $\alpha(T_j, t)$ where the priorities of the string characters are defined as $- < 0 < +$ [12].

8.2.1.1 The Comparison Algorithm

The PF algorithm needs a comparison algorithm to compare two tasks to determine the total order. Baruah et al. [12] have presented two different implementations of the characteristic sub-string comparison algorithm. The first, they called Naive-Compare and proved its correctness. The second, they called Compare and proved its equivalence to the first algorithm.

8.2.1.1.1 A Naive Implementation

This section discusses the naive implementation of the characteristic sub-string comparison algorithm which will be used by the PF algorithm to compare two contending tasks in order to determine the total order. Let’s assume two contending tasks are $T_i$ and $T_j$ at any time $t$. The goal is to determine whether [12]:

(i) $\alpha(T_i, t) < \alpha(T_j, t)$

(ii) $\alpha(T_i, t) > \alpha(T_j, t)$

(iii) $\alpha(T_i, t) = \alpha(T_j, t)$

8.2.1.1.2 An Efficient Implementation

In this section an efficient algorithm will be discussed to compare the characteristic sub-string named Compare that has been presented in [12, sec 6.2] by Baruah et al.. The comparison algorithm Compare is a polynomial time algorithm with the same input output behavior as NaiveCompare.
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Algorithm 1 A naive implementation of the characteristic sub-string comparison algorithm

1: function NAIVECOMPARE($a_0, b_0, c_0, a_1, b_1, c_1$)
2:     int $a_0, b_0, c_0, a_1, b_1, c_1$;
3:     do
4:         $c_0, c_1 := c_0 - a_0, c_1 - a_1$
5:             do
6:                 $c_0, c_1 := c_0 + b_0, c_1 + b_1$
7:                     while ($c_0 < 0 \land c_1 < 0$)
8:                     while ($c_0 > 0 \land c_1 > 0$)
9:     if $c_0 = 0 \land c_1 = 0$ then return TIE
10:    end if
11:    if $c_0 \geq 0 \land c_1 \leq 0$ then return 0
12:    else if $c_0 \leq 0 \land c_1 \geq 0$ then return 1
13:    end if
14: end function

Algorithm 2 An efficient implementation of the characteristic sub-string comparison algorithm

1: function COMPAR($a_0, b_0, c_0, a_1, b_1, c_1$)
2:     int $a_0, b_0, c_0, a_1, b_1, c_1$;
3:     if $\min(a_0, a_1) > \min(b_0, b_1)$ then return $\text{Compare}(b_1, a_1, -c_1, b_0, a_0, -c_0)$
4:     end if
5:     if $\lceil c_0/a_0 \rceil > \lceil c_1/a_1 \rceil$ then return 0
6:     else if $\lceil c_0/a_0 \rceil < \lceil c_1/a_1 \rceil$ then return 1
7:     end if
8:     $c_0, c_1 := c_0 - a_0 \cdot \lceil c_0/a_0 \rceil, c_1 - a_1 \cdot \lceil c_1/a_1 \rceil$;
9:     if $c_0 = 0 \land c_1 = 0$ then return TIE
10:    end if
11:    if $c_0 \neq 0 \land c_1 = 0$ then return 0
12:    else if $c_0 = 0 \land c_1 \neq 0$ then return 1
13:    end if
14:    if $\lceil b_0/a_0 \rceil > \lceil b_1/a_1 \rceil$ then return 0
15:    else if $\lceil b_0/a_0 \rceil < \lceil b_1/a_1 \rceil$ then return 1
16:    end if
17:    return $\text{Compare}(a_0 - (b_0 \mod a_0), b_0 \mod a_0, c_0 + (b_0 \mod a_0), a_1 - (b_1 \mod a_1), b_1 \mod a_1, c_1 + (b_1 \mod a_1))$
18: end function
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8.2.2 Algorithm PD

Baruah et al. [11] defined an algorithm to solve the periodic scheduling problem that has a running time $O(\min\{m\log n, n\})$. They named the algorithm Algorithm PD, the letters “PD” refer to the word pseudo-deadline which is very close to the term quasi-deadline used for Algorithm PF. They proved in [11] that Algorithm PD is correct and also generates a P-fair schedule for each feasible periodic scheduling instance $\phi$.

Algorithm PD is developed based on the correctness of Algorithm PF, by looking up the constant time tie-breaking rules which is sufficient to preserve the P-fairness constraint. The main aim is to limit the tie-breaking rules to check only for a fixed number of future pseudo-deadlines. Algorithm PF used a finer “resolution” of tie breaking rules. Thus, these two algorithms may produce different scheduling decisions but they are closely related [11].

Like Algorithm PF, Algorithm PD also used the task categorization into three different categories namely urgent, tnegru and contending at time $t$ but it orders the contending tasks in a different way which will be discussed in the following sections starting with definitions.

Some definitions:

- The task sets are divided into two different groups, heavy and light. A task $T_i$, that has a weight $W_i$ is heavy if the weight of the task is more than or equal to $1/2$ (i.e $W_i > 1/2$) and the task is light if the weight of the task is less than $1/2$ (i.e $W_i < 1/2$). A task of weight $1/2$ cannot go to both categories at the same time, it can go either to the heavy or light task group [11].

- Baruah et al. [11] defined another type of characteristic string $\beta(T_i)$ which is closely related to the characteristic string $\alpha(T_i)$ defined in algorithm PF. For a light task $\beta(T_i) = \alpha(T_i)$ and for a heavy task $\beta(T_i) = \alpha(T'_{i})$ where $T'_i$ is assumed to be a task of weight $W'_i = 1 - W_i$. They introduced $\beta(T_i)$ to generate a schedule for $T_i$ from a schedule for $T'_i$. They did it reversely by allocating a resource in exactly those slots where $T'_i$ is not scheduled.

- A task $T_i$ will have a pseudo-deadline at slot $t$ if $\beta(T_i) = 0$ or $\beta(T_i) = +$. A pseudo-deadline corresponds to the quasi-deadline. A pseudo-deadline is the last slot by which a light task $T_i$ must get the resource a given number of times and a heavy task $T_i$ must deny the resource a given number of times to preserve the P-fairness. If a task has a pseudo-deadline at any time slot $i$ where $i > t$ and there is no pseudo-deadline between $i$ and $t$, it is denoted $\delta(T_i, t)$ [11].

- An integer value $k$ is defined for each task $T_i$ which is determined from the execution time of the task $C_i$ and period of the task $P_i$. For a light task, the integer value $k$ is defined as $k = \lfloor P_i/C_i \rfloor$ and for a heavy task the integer value $k$ is defined as $k = \lfloor P_i/(P_i - C_i) \rfloor$. 
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Baruah et al. [11] defined a total order \( \sqsubseteq \) on tuples \( \{N, \{0, +\}, N\} \) by which the contending tasks will be prioritized and sorted according to the priority. The total order is defined as:

\[
(d_1, s_1, k_1) \sqsubseteq (d_2, s_2, k_2) \iff (d_1 < d_2) \lor ((d_1 = d_2) \land (s_1 = +) \lor (s_2 = 0)) \lor ((d_1 = d_2) \land (s_1 = s_2) \lor (k_1 < k_2))
\] (8.9)

The total order \( \sqsubseteq \) defined in equation 8.9 produces an ordering on task \( T_i \) and \( T_j \) at any time \( t \) [11]

\[
T_i \succeq T_j \iff (\delta(T_i, t), \beta_{\delta(T_i,t)}(T_i), T_i, k) \sqsubseteq (\delta(T_j, t), \beta_{\delta(T_j,t)}(T_j), T_j, k)
\] (8.10)

The equation 8.10 will order the task set according to the total order \( \succeq \). There is a tie between task \( T_i \) and \( T_j \) if and only if \( T_i \succeq T_j \) and \( T_j \succeq T_i \) hold. Such tie can be broken arbitrarily [11]. At every slot \( t \), Algorithm PD will assign \( m \) resources to the \( m \) highest priority tasks. The tasks will be categorized in seven categories, where lower categories have the higher priorities. The tasks will be categorized by the following rules, listed in the table [11]

<table>
<thead>
<tr>
<th>Task categorization according to the algorithm PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. All urgent tasks (all tasks must be scheduled).</td>
</tr>
<tr>
<td>2. Heavy contending tasks having characteristic string + at time ( t + 1 ) i.e ( \alpha_{t+1}(T_i) = + ). In this category, a task ( T_i ) receives higher priority than ( T_j ) if and only if ( T_j \succeq T_i ).</td>
</tr>
<tr>
<td>3. Light contending tasks having characteristic string + at time ( t + 1 ) i.e ( \alpha_{t+1}(T_i) ). In this category, a task ( T_i ) has higher priority than ( T_j ) if and only if ( T_i \succeq T_j ).</td>
</tr>
<tr>
<td>4. Heavy contending tasks having characteristic string 0 at time ( t + 1 ) i.e ( \alpha_{t+1}(T_i) = 0 ).</td>
</tr>
<tr>
<td>5. Light contending tasks having characteristic string 0 at time ( t + 1 ) i.e ( \alpha_{t+1}(T_i) = 0 ).</td>
</tr>
<tr>
<td>6. Rest of the heavy contending tasks will be placed in this category. In this category, a task ( T_i ) receives higher priority than ( T_j ) if and only if ( T_j \succeq T_i ).</td>
</tr>
<tr>
<td>7. Rest of the light contending tasks will be placed in this category. In this category, a task ( T_i ) has higher priority than ( T_j ) if and only if ( T_i \succeq T_j ).</td>
</tr>
</tbody>
</table>

Table 8.2: Task categorization used by the algorithm PD
8.3 Multiprocessor Resource Access Protocol

The recent movement from uni-processor systems to multi-processor systems stimulates the research of analysis techniques to support real-time applications on multiprocessor systems. In order to support real-time applications on multiprocessor systems, the multiprocessor scheduling algorithms and resource access protocols are necessary to maintain the timing constraint of all tasks scheduled on the system [15]. The scheduler should restrict in some way to guarantee such constraints. In lock based resource sharing, processor capacity or utilization is lost when a task is blocked to access a resource that is used by another task. To minimize such loss of processing time an efficient locking protocol is necessary.

In order to access a resource on uni-processor systems, some efficient resource access protocols exist that ensure that each job of a task blocks at most once [51, 6, 45]. Resource access on multiprocessor systems is much more complex than on uni-processor systems. In 2007, Block et al. [14] presented a resource access protocol for multiprocessor systems named Flexible Multiprocessor Locking Protocol abbreviated as FMLP. FMLP can be used for both the partitioned and global scheduling approaches.

In this section the Flexible Multiprocessor Locking Protocol will be discussed as implemented with Global EDF scheduler. In order to implement the resource access protocol with Global-EDF, it is not sufficient to implement FMLP with the original version of G-EDF. In the original version of the G-EDF scheduling algorithm jobs can be preempted at any time. To implement FMLP it is necessary to have the functionality that a job can execute non-preemptively for a fixed duration of time. In this section a variant of G-EDF scheduling algorithm will be presented named Global Suspendable Non-Preemptive EDF abbreviated as GSN-EDF which is necessary for the FMLP implementation.

8.3.1 The GSN-EDF Algorithm

In this section the variant of G-EDF will be presented with necessary modifications. At first, we need to discuss some terms and definitions.

- A job $T_{ij}$ ($j^{th}$ job of $i^{th}$ task) is eligible for its execution at its release time $r(T_{ij})$ and should finish its execution before its absolute deadline $d(T_{ij})$. A job is pending at time $t$ if and only if $t \geq r(T_{ij})$ and the job has not finished its execution. A pending job can be in any of three different states: suspended, preemptable or non-preemptable. A suspended job, also known as blocked, cannot be scheduled on any processor. A preemptable job can be scheduled on any processor and can be preempted by any higher priority job at any time. A non-preemptive job will continue its execution until it finishes its non-preemptive section. A job can only become non-preemptive or suspended when it is being scheduled on some processor. A preemptive or non-preemptive job
is named *runnable*. The state transition of a job from suspended to preemptive is known as *resumed* [14].

- A task should have a unique priority which is required by the FMLP. In G-EDF the task sets are prioritized according to their absolute deadline, if two tasks have the same absolute deadline then the tie is broken arbitrarily. Block et al. [14] used \( Y(T^i) = (d(T^i), i) \) where \( i \) denotes the task number and \( Y(T^i) \) is the priority of task \( T^i \). They defined the priority between two tasks \( T^i \) and \( T^d \) as \( Y(T^i) > Y(T^d) \) if and only if \( d(T^i) < d(T^d) \) or \( d(T^i) = d(T^d) \land i < c \).

The GSN-EDF algorithm takes care of the situation that a job can only be blocked by any other non-preemptive jobs when \( T^i \) is either released or resumed. The above mentioned blocking durations are reasonably constrained. A task \( T^i \) is said to be non-preemptively blocked at time \( t \) if and only if \( T^i \) is one of the \( m \) highest priority runnable jobs but instead of \( T^i \) a lowest priority non-preemptive job is scheduled [14].

In order to allow jobs to have a non-preemptive section, the naive modification to the GSN-EDF algorithm is necessary. At any time \( t \), the non-preemptive jobs need to be scheduled first. If there are \( q \) non-preemptive pending jobs at time \( t \), then these jobs are scheduled at \( t \) additionally, if there are \( k \) preemptive pending jobs then the \( \min(k, m - q) \) highest priority preemptive jobs are scheduled at \( t \).

At any time \( t \), the scheduler selects \( m \) highest priority tasks and schedules them on \( m \) processors. However, in GSN-EDF [14] used another term that a runnable job is either *linked* to a processor or *unlinked*. According to G-EDF when a job is scheduled on a processor, in GSN-EDF that job \( T^i \) is linked to a processor at time \( t \). Therefore, at any time \( t \), \( m \) highest priority tasks are linked to \( m \) processors. The most important event to notice here, if a task \( T^i \) is linked to a processor, but not scheduled and instead another task is scheduled then task \( T^i \) is said to be non-preemptively blocked. Consequently, if a task \( T^a \) is scheduled on a processor but is unlinked and continues its execution though it is not one of \( m \) highest priority tasks at time \( t \); the reason is the task is non-preemptable [14].

Block et al. [14, figure 2] have defined the pseudo-code for the GSN-EDF algorithm which has been taken into consideration for the implementation of the GSN-EDF in the existing system. The algorithm is straightforward and is given below for better understanding.
Algorithm 3 Pseudo-code that defines the GSN-EDF algorithm [14]

$T_i^j$ is released or resumed at time $t$
1: $T_b^a :=$ lowest-priority linked job (if exists);
2: if fewer than $m$ jobs are linked then
3: $k :=$ index of any unlinked processor;
4: $T_i^j$ is linked to and scheduled on processor $k$
5: else if $Y(T_i^j) > Y(T_b^a)$ then
6: $k :=$ processor $T_b^a$ is linked to;
7: $T_b^a$ becomes unlinked;
8: $T_i^j$ becomes linked to processor $k$;
9: if $T_b^a$ is scheduled and preemtatable then
10: $T_b^a$ stops being scheduled;
11: $T_i^j$ is scheduled on processor $k$;
12: end if
13: end if

$T_i^j$ changes from non-preemptable to preemptable at time $t$
14: $k :=$ processor $T_i^j$ is scheduled on;
15: $T_b^a :=$ job linked to processor $k$;
16: if $T_b^a$ exists $\land T_b^a \neq T_i^j$ then
17: $T_i^j$ stops being scheduled
18: $T_b^a$ is scheduled on processor $k$;
19: end if

$T_i^j$ becomes suspended or completes at time $t$
20: $k :=$ processor $T_i^j$ is scheduled on;
21: $T_i^j$ stops being scheduled;
22: $T_b^a :=$ job linked to processor $k$;
23: if $T_b^a$ exists $\land T_b^a \neq T_i^j$ then
24: $T_b^a$ is scheduled on processor $k$;
25: else
26: $T_x^y :=$ highest-priority runnable unlinked job;
27: $T_i^j$ becomes unlinked;
28: if $T_x^y$ exists $\land T_x^y$ is not scheduled then
29: $T_x^y$ is linked to and scheduled on processor $k$;
30: else if $T_x^y$ exists then
31: $q :=$ processor $T_x^y$ is scheduled on;
32: $T_r^e :=$ job linked to processor $q$;
33: if $T_r^e$ exists then
34: $T_r^e$'s link changes from processor $q$ to $k$;
35: $T_r^e$ is scheduled on processor $k$;
36: end if
37: $T_x^y$ becomes linked to processor $q$;
38: end if
39: end if
8.3. Flexible Multiprocessor Locking Protocol

In this section the flexible multiprocessor locking protocol will be discussed. Block et al. [14] used the term “flexible” because it can be used under both partitioned and global scheduling approaches. In this protocol, resources are grouped as short or long which is specified by the user based on the resource worst case access time.

One important observation while implementing multiprocessor locking protocol is how to respond to a resource request which cannot be satisfied immediately. If a task is suspended in such a case, this will impact the blocking time negatively. Block et al. [14] suggested to improve the blocking time by introducing busy-wait for short resources where jobs busy-wait non-preemptively. In this case, at any time $t$ the number of jobs that can be blocked on the same resources are $(m - 1)$ but the important situation to notice here, the processor may be idle for some short time duration which leads to the waste of valuable processing speed [14].

In order to achieve a high degree of parallelism, they suggest a balance between busy-waiting and suspensions in three different ways [14]:

- A resource can be obtained only for a long or short duration and busy-waiting can only be employed with short resources. As mentioned earlier a resource can be treated as being in either long or short group which is specified by the user. For resource nesting, a long resource cannot be nested inside a short resource which is a constraint imposed by Block et al. [14].
- The time duration a job spends for busy-waiting is minimized by executing the short resources non-preemptively.
- In order to deal with short, non-nestable resources efficiently, resources are grouped in an effective way which helps to minimize the overhead of deadlock avoidance.

8.3.2.1 Resource Request Rules

In FMLP, the fundamental unit of resource locking is resource groups. A resource group is formed by either short or long resources together. The minimum number of resources that a resource group may contain is one. A resource group is protected by a lock which is termed as group lock. A resource group of short resources is protected by a non-preemptive queue lock and semaphore is used for long resource groups. Two resources $r_1, r_2$ belong to the same resource group, if there is a job that has nested requests for a resource, request for $r_1$ is nested inside the request for $r_2$ and both $r_1$ and $r_2$ are either short or long [14].

The non-nestable resources are grouped individually in FMLP. Thus, FMLP improves parallelism by handling the common case of non-nested resource access efficiently. In regard to the type of resource request, some important terms outermost request, inner request and non-nestable resource are defined. A request for a non-nestable long resource may contain requests for short resources whereas requests
for short resources contained in long requests are considered to be short outermost requests [14]. Block et al. [14] refer to the long (short) outermost and inner requests as l-outermost(s-outermost) and l-inner(s-inner) respectively, in order to avoid confusion.

**Short Resource Request:** When a job $T^j_i$ requests a short resource $r_1$, which is an s-outermost resource request, the job must acquire the group lock of the resource group that contains $r_1$. In order to acquire such group lock the job has to become non-preemptive until it releases the group lock. In a queue lock all other jobs blocked on the same resource group will busy wait in a FIFO order. Any inner resource request will be granted immediately as the inner resources are also in the same resource group by definition. The resource group lock will be released when the s-outermost resource use has been completed [14].

**Long Resource Request:** When a job $T^j_i$ request a long resource $r_1$, which is a l-outermost resource request, the job must acquire the group lock of the resource group that contains $r_1$. In a semaphore lock all other jobs are blocked on the same resource group, pushed into a FIFO queue and suspended. The task $T^j_i$ that holds the group lock of the resource group that contains $r_1$ will inherit the priority of the highest task that blocked on the same resource group and task $T^j_i$ is scheduled preemptively. Any inner resource request for a long resource will be granted immediately as the inner long resources are also in the same resource group by definition. If the task $T^j_i$ has an inner request for a short resource inside the long resource request then the short resource may be an s-outermost request or an s-inner request, in such case the task has to follow the short resource request protocol described earlier. The resource group lock will be released when the s-outermost resource use has been completed and the priority of the task is restored to its original priority. At this point the first blocked job from the FIFO queue will be taken and resumed [14].

### 8.3.2.2 Blocking under GSN-EDF with FMLP

A job $T^j_i$ may experience delays due to a shared resource access which is currently not available, locked by any other job. Such delays come from busy-waiting and suspensions or blocking and are not from the preemption happened for a higher priority job being executed instead of that. In GSN.EDF, at any time $t$, $m$ highest priority jobs are linked to $m$ processors [14]. In normal behavior, a job should be scheduled on the processor to which it is linked. Therefore, the job $T^j_i$ is said to be blocked at time $t$, if the job is linked to a processor but not scheduled which means the job is either blocked or busy waits. The important point should be noted here, under GSN-EDF a job may be blocked by both lower or higher priority tasks in contrast to uni processor where only lower priority tasks experience blocking [14].

There are three different types of blocking under GSN-EDF which come from three different sources.

- **“Busy-wait blocking”** occurs when a job must busy-wait in order to acquire a short resource” [14]. The maximum total amount of time that a job of a task
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$T_i$ can busy-wait is denoted $BW(T_i)$ by [14].

- “Non-preemptive blocking occurs when a preemtable pending job $T_i^j$ is one of the $m$ highest-priority pending jobs, but is not scheduled because a lower-priority non-preemtable job is scheduled instead (i.e. $T_i^j$ is linked but not scheduled).” The maximum total amount of non-preemptive blocking time that a job of a task $T_i$ can face is denoted $NPB(T_i)$ [14].

- “Direct blocking occurs when a preemtable pending job $T_i^j$ is one of the $m$ highest-priority jobs and it issues a request for an outermost long resource $r_1$ from Group $g$, but is suspended because some other job holds a resource from Group $g$.” The maximum total amount of time for which a job of a task $T_i$ can be directly blocked is denoted $BB(T_i)$ [14].

Therefore, the total blocking time that any job of a task $T_i$ suffers from, is denoted $B(T_i)$, which is the sum of the three different blocking times described above, defined as [14]

$$B(T_i) = BW(T_i) + NPB(T_i) + DB(T_i)$$  \hspace{1cm} (8.11)

Block et al. [14, Theorem 3] presented and proved a theorem that FMLP is deadlock-free.
9  |  Implementation

In the previous chapters the theoretical background of this thesis’ goal, what should be implemented and the necessary modifications of the system model have been discussed in detail. This chapter focuses on the implementation of the new features that have been integrated into the existing system.

9.1 Schedulability Analysis

The necessary theory for the schedulability analysis of different scheduling algorithms has been studied in detail and discussed in chapter 5. A schedulability analysis runs offline, i.e before starting the simulation, the schedulability analysis module checks the system model and decides whether the task set can be scheduled on the specified processor by the desired scheduling algorithm using the mentioned resources.

Munk [41, section-6.3.4] presented the UML diagram for the scheduler interface IScheduler that has to be implemented by each combination of scheduling algorithms and resource access protocols. In this scheduler interface, a function name checkSystemModel() is intended to check whether the system model is valid or not. In order to maintain the software design, the schedulability analysis function calls are placed inside this function. After the system model validation, the schedulability analysis is done and delivers the result to the user along with different types of notifications INFO, WARNING, ERROR or FATAL according to the enumeration Severity. In case of a FATAL error the simulation cannot be started [41].

All the new classes or the new functions in the existing classes for schedulability analysis are placed inside the package \texttt{de.unistuttgart.iste.ps.savors.scheduler.systemModelCheckProvider}. The system model contains \texttt{Tasks} model which has been updated by adding the attribute \texttt{executionTime}, which is an optional field. It can be provided by the user in the system model but does not have to. In case it is not provided, the function \texttt{updateTasksByExecutionTime(SystemModel systemModel)} has been implemented to update this field for all tasks which is necessary for schedulability analysis. Thus, it is important to check that the values of this field are valid for all tasks.
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Listing 9.1: Update all tasks in the task model by setting up the executionTime attribute

```java
// go through all tasks and set the execution time
for (Task task : systemModel.getTask()) {
    int executionTime = 0;
    // go through all commands, take only Execution command and sum all Execution commands of current task
    for (Command command : task.getCommand()) {
        // check if the command is execution type then we
        if (command instanceof ExecutionImpl) {
            // add this execution value to the executionTime variable
            executionTime += ((ExecutionImpl) command).getDuration();
        }
    }
    // set the task execution time
    task.setExecutionTime(executionTime);
}
```

9.1.1 Utilization Based Analysis

There are two functions written for utilization based schedulability analysis, `utilizationBasedCheck()` and `utilizationBasedCheckDeadlineLessThanPeriod()`, for simplicity the parameters of the functions have not been given. As the function names show the difference between these two functions, they will be clarified further when used.

In order to avoid exceptions in the schedulability analysis functions where the period or deadline of a task is zero, as provided by the system model, the schedulability analysis will not be done and informs the user accordingly.

Listing 9.2: Checking the period and deadline of every task is not zero, if zero then schedulability analysis will not be done

```java
// check necessary condition so that the schedulability test does not produce errors, like periods, deadlines are not zero
if (task.getPeriod() <= 0 || task.getDeadline() <= 0) {
    // produce message that utilization based test is not possible and return
    reporter.addFinding(Severity.INFO, Messages.PeriodOrDeadlineisZero);
    return false;
}
```

In general, given the assumption for RMS that the deadline of any task is equal to its period, the task set is synchronous. If the task set follows the assumption, then the schedulability analysis can be done by using the function `utilizationBasedCheck()` from the class `FixedPriorityPreemptiveSystemModelCheckProvider`, if utilization based test fails for RMS then response time analysis has to be done. If the
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A task set that is going to be scheduled using RMS, does not follow the assumption, e.g. some task deadlines are not equal to its period or task set is asynchronous then, the schedulability analysis cannot be done using utilization based schedulability analysis, so response time analysis is necessary.

In DMS, the deadline of a task may be equal to or less than its period, the utilization based schedulability for DMS is done by the function `utilizationBasedCheckDeadlineLessThanPeriod()` from the same class. If utilization based Schedulability fails for DMS then response time analysis is necessary.

For utilization based schedulability analysis for the dynamic priority scheduling algorithm EDF, the function `utilizationBasedCheck()` is called from the class `DynamicPrioritySystemModelCheckProvider`. The schedulability analysis of EDF can be done using this function when the deadlines of all tasks are implicit. If there is a task having a deadline less than its period or the utilization based schedulability analysis for EDF has failed, then demand bound analysis has to be done to check the schedulability for EDF.

In schedulability analysis a necessary condition is defined that utilization cannot be more than 1. If this necessary condition fails, utilization is more than 1, then a FATAL error is triggered and simulation cannot be started. In all other cases, if the utilization based test is successful then no message will be triggered. If any test fails then a message will be triggered to inform the user that the test has failed and provide information about the next step which is going to be done.

Listing 9.3: Checking the necessary condition for schedulability

```java
if (utilization > 1.0)
{
    reporter.addFinding(Severity.FATAL, Messages.UtilizationMoreThanOne);
    return false;
}
```

9.1.2 Response Time Analysis

In order to perform response time analysis, the function `responseTimeAnalysis()` is provided in three different classes to serve three different purposes.

The exact schedulability analysis has been done by the `responseTimeAnalysis()` function, which is written in the `FixedPriorityPreemptiveSystemModelCheckProvider`. If the utilization based schedulability analysis fails then the response time analysis function from this class will be called which does not consider any synchronization between tasks, i.e. the blocking time for shared resource use will not be considered.
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Listing 9.4: Exact schedulability analysis without task synchronization for shared resource access inside `CheckSystemModel()`

```java
if(FixedPriorityPreemptiveSystemModelCheckProvider.
   utilizationBasedCheck(reporter, systemModel))
{
   // necessary and sufficient test, consider only execution
   FixedPriorityPreemptiveSystemModelCheckProvider.
   responseTimeAnalysis(reporter, systemModel);
}
```

The version of response time analysis that supports the synchronization and communication between tasks is a sufficient schedulability analysis which is not necessary. The implementation of this version of response time analysis varies for different resource access protocols. For the `simple priority inheritance` protocol a version of this function is implemented in class `SimplePriorityInheritanceSystemModelCheckProvider` and for `Priority Ceiling Protocol` a version of this function is implemented in class `PriorityCeilingSystemModelCheckProvider` where the calculation of blocking time is different for different resource access protocols. The following listings show the calculation of blocking times and thus how response time analysis is done from the `CheckSystemModel()` function.

Listing 9.5: Blocking time calculation for `simple priority inheritance`

```java
// calculate the blocking time of each task
int blockingTime = 0;
for(ResourceUsage resourceUsage : taskWithPriority.getTask().
   getResourceUsage())
{
   blockingTime += resourceUsage.getResource().getAccessTime() * resourceUsage.getUsage();
}
```

Listing 9.6: Blocking time calculation for `priority ceiling protocol`

```java
// calculate the blocking time of each task
int blockingTime = 0;
for(ResourceUsage resourceUsage : taskWithPriority.getTask().
   getResourceUsage())
{
   blockingTime = Math.max(blockingTime, resourceUsage.
      getResource().getAccessTime() * resourceUsage.getUsage());
}
```

Listing 9.7: Schedulability analysis with task synchronization for shared resource access inside `CheckSystemModel()`

```java
if(FixedPriorityPreemptiveSystemModelCheckProvider.
   utilizationBasedCheck(reporter, systemModel))
{
   // necessary and sufficient test, consider only execution
   FixedPriorityPreemptiveSystemModelCheckProvider.
   responseTimeAnalysis(reporter, systemModel);
}
```
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In case a task may violate its deadline as found by the response time analysis, this will be notified to the user by **WARNING** message.

### 9.1.3 Demand Bound Analysis

In order to perform the demand bound analysis for a task set that will be scheduled under EDF, the function `demandBoundCheck()` from the class `DynamicPrioritySystemModelCheckProvider()` can be used.

Listing 9.8: Exact schedulability analysis for EDF without task synchronization for shared resource access inside `CheckSystemModel()`

```java
if(DynamicPrioritySystemModelCheckProvider.
    utilizationBasedCheck(reporter, systemModel))
{
    // if the utilization based schedulability check fails then demand bound analysis is done
    DynamicPrioritySystemModelCheckProvider.demandBoundCheck(
        reporter, systemModel);
}
```

The important piece of information to be listed here is that the demand bound analysis is an exact schedulability analysis for dynamic priority scheduling algorithm EDF that does not consider the blocking time occurred during shared resource usage.

9.2 Self Suspension

There are three new model classes that have been created for self suspension `InitiateSelfSuspension`, `Suspension`, `TerminateSelfSuspension` which have been presented in section 4.1.1.1 on page 29. In order to implement the self suspension functionality for a task, these three subclass instances of `Command` model must come in the order they are listed here. A listing of the system model which contains a task that will have self suspension is given below. The task $W$ will execute for one time unit and then suspend for one time unit. When it completes the self suspension of one unit, it will again execute for one time unit.
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Listing 9.9: Representing self-suspension in the system model

```xml
<task name="W" deadlineType="HARD" deadline="4" offset="0"
period="4" executionTime="2" repetitions="-1">
<command xsi:type="model:Execution" duration="1"/>
<command xsi:type="model:InitiateSelfSuspension"/>
<command xsi:type="model:Suspension" duration="1"/>
<command xsi:type="model:TerminateSelfSuspension"/>
<command xsi:type="model:Execution" duration="1"/>
</task>
```

There are two new jobs associated with the above mentioned two model classes. They are InitiateSelfSuspensionJob and TerminateSelfSuspensionJob related to InitiateSelfSuspension and TerminateSelfSuspension respectively. Task monitor is responsible to create the next job on the TimeAxis. Like other jobs, task monitor also creates the task job InitiateSelfSuspensionJob on the TimeAxis but TerminateSelfSuspensionJob is not created from the TaskMonitor. When the job InitiateSelfSuspensionJob is executed from the TimeAxis, the execute() function of the InitiateSelfSuspensionJob is executed. This function changes the state of the task from running to blocked, and calls the function createTerminateSelfSuspensionJobTask(long time) of TaskMonitor class which is responsible for creating TerminateSelfSuspensionJob. This function takes the value from the Suspension model, which tells how many time units the task wants to be in suspension. Then it calculates the time, meaning the time in TimeAxis, where the TerminateSelfSuspensionJob should be created. This function is also responsible to change the blocking type to SELF_SUSPEND, and update the commandNumber attribute of TaskMonitor correctly.

Listing 9.10: Creation of TerminateSelfSuspensionJob from TaskMonitor

```java
// check the command is a type of TerminateSelfSuspension
final Command command2 = task.getCommand().get(commandNumber);
if (command2 instanceof TerminateSelfSuspension) {
    // create TerminateSelfSuspensionJob
    IJob terminateSelfSuspensionJob = new TerminateSelfSuspensionJob(task);
    // add the job to the time axis
    Simulator.getInstance().getTimeAxis().addJob(time + suspensionTime,
        terminateSelfSuspensionJob);
    // update the command number
    commandNumber++;
}
```

When a task initiates a self suspension, a state transition is done from running to blocked, the task is blocked without any resource access. For such blocking a new blocking type is introduced for visualization which is SELF_SUSPEND. When the task completes its self suspension, a state transition from blocked to ready is done. Execution of any self suspension job requires a dispatch. The important method of the IJob interface is isDispatchNecessary() which tells the simulator whether a
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Like self-suspension, two new model classes InitiateNonPreemptive and TerminateNonPreemptive have been added to support non-preemptive execution. The execution time will be split by only execution, execution with resource access and non-preemptive execution as explained in section 4.1.1.1 on page 29. Non-preemptive execution should be started with InitiateNonPreemptive Command and ended with TerminateNonPreemptive Command. A listing of the system model which contains a task that has a non-preemptive section for execution is given below. The task I2 will preemptively execute for two time units and then non-preemptively execute for two time units and finally it will execute for one time unit preemptively. When the task executes preemptively any higher priority task can preempt it. In contrast, when non-preemptive task is executed no higher priority task can preempt it.

Listing 9.11: Representing non-preemptive section in the system model

```xml
<task name="I2" deadlineType="HARD" deadline="10" offset="0" period="500" repetitions="-1">
  <command xsi:type="model:Execution" duration="2"/>
  <command xsi:type="model:InitiateNonPreemptive"/>
  <command xsi:type="model:Execution" duration="2"/>
  <command xsi:type="model:TerminateNonPreemptive"/>
  <command xsi:type="model:Execution" duration="1"/>
</task>
```

There are two new jobs InitiateNonPreemptiveJob and TerminateNonPreemptiveJob for the above described two models respectively. These jobs are created and sent to TimeAxis from the TaskMonitor class except it updates the commandNumber attribute. The commandNumber attribute is updated from the functions initiateNonPreemptiveRequestSuccessful() and terminateNonPreemptiveRequestSuccessful() of TaskMonitor class, they are called from the execute() method of InitiateNonPreemptiveJob and TerminateNonPreemptiveJob respectively.

A new boolean type attribute nonPreemptiveExecution is added to the TaskMonitor class which is updated by the above mentioned two non-preemptive jobs. This attribute is checked by the scheduler to know whether a task is executing its non-preemptive section or not. This nonPreemptiveExecution attribute is set to true from the InitiateNonPreemptiveJob which means the respective task is executing its non-preemptive section. It is set to false from TerminateNonPreemptiveJob to indicate that non-preemptive execution has been finished. When a dispatch is necessary, the dispatch() method of the scheduler is called, it checks inside the dispatch whether a task is non-preemptive or not. If a task is non-preemptive then the scheduler does not perform the preemption, although there is a higher priority
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ready task. How exactly the scheduler checks non-preemptive execution is explained below:

Listing 9.12: Checking non-preemptive execution inside the dispatch method of the scheduler taken from global-EDF

```java
// check the priority of the ready and compare it with running task
if (runningTaskDeadline > inspectTaskDeadline)
    // This condition is added for non-preemptive access, if non-
    // preemptive job will not be preempted, simply keep running
    && !TaskManager.getMonitorForTask(runningTask).isNonPreemptiveExecution() {
        // Preemption!
        // preempt the running task
        TaskManager.getMonitorForTask(runningTask).makeReady();

        // Preempted task is immediately put on the ready queues,
        readyQueues.add(runningTask, runningTaskDeadline, false);
        coreTaskAssignment.put(core, inspectTask);
        // start the selected task
        TaskManager.getMonitorForTask(inspectTask).run(core);

        assignmentFound = true;
    }
```

9.4 Partitioned EDF

In section 8.1, some heuristic methods for task partitioning have been discussed. In practice, to implement EDF into the existing system the tasks partitioning part has to be done by the user explicitly. In the system model, the task partitioning has to be done by the user as part of preparing the system model for the simulator. The task partitioning is described below with the help of the system model listing.

Listing 9.13: Task partitioning in the system model for multiprocessor partitioned scheduling approach

```xml
<task name="1.I1" ...>
    <command xsi:type="model:Execution" duration="1"/>
</task>
<task name="1.I2" ...>
    <command xsi:type="model:Execution" duration="5"/>
    ...
</task>
<task name="2.A" ...>
    <command xsi:type="model:Execution" duration="2"/>
    ...
</task>
<task name="2.B" ...>
    <command xsi:type="model:Execution" duration="3"/>
</task>
```
The tasks are partitioned to the processors by their names. The task name will start with an integer number and a dot. The integer number represents the core on which the task will be executed. In the implementation of P-EDF, the tasks are restricted in such a way that two different tasks cannot share a single resource from two different processors. For this reason resources are also bound to a core from which they can be accessed. The resource will be named in the same way as the task name where the integer number indicates the core to which a resource will be linked and the resource will only be allowed to be accessed by the tasks linked to that core.

A resource access protocol can be specified in the simulation model with the scheduler name. If no name is specified then the default resource access protocol will be used. In order to specify the resource access protocol for each core, the `resourceAccessProtocol` attribute of `Core` model will be used as discussed in section 4.1.2 on page 30. Any resource access protocol supported by the EDF uni-processor scheduling algorithm can be used for a core. If no resource access protocol is specified for a core then the default resource access protocol will be used for that core. The following listing shows the way partitioned EDF initializes an EDF algorithm for each core with specified resource access protocol for that core.

Listing 9.14: P-EDF initializes a single core EDF algorithm for each core

```java
// assign an EDF algorithm with specified resource access protocol for each core
for (Core core : Simulator.getInstance().getSystemModel().getCore()) {
    if (core.getResourceAccessProtocol() == null || core.getResourceAccessProtocol().equals("")) {
        EDF scheduler = new EDF();
        scheduler.initialize(core);
        coreScheduler.add(scheduler);
    } else if (core.getResourceAccessProtocol().equals(Messages.SRP)) {
        EDFWithSRP scheduler = new EDFWithSRP();
        scheduler.initialize(core);
        coreScheduler.add(scheduler);
    }
}
```

At this point, the partitioned EDF scheduler needs to run a single core EDF scheduler for each core with the specified resource access protocol. The P-EDF scheduler does this in its `initialize()` method and keeps track of schedulers on each core in `coreScheduler` attribute which is a Java array list of `IScheduler`. When a dispatch is necessary, P-EDF calls the dispatch method of the associated scheduler of each core from its own `dispatch()` method.
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The P-EDF algorithm validates the system model from the checkSystemModel() function. It checks the task names and resource names to see whether the names are given according to the convention. It also checks that a resource is not accessed from a task that is not linked to this core. If the two above described system model validations fail then the simulator triggers an ERROR message and the simulation cannot be started. The schedulability analysis for each core is done by using the single core schedulability analysis methods for EDF.

9.5 Proportionate Fairness

In contrast to all other scheduling algorithms that have been implemented, the class of P-fair scheduling algorithms contains job level dynamic priority scheduling algorithms. As discussed in section 8.2 on page 58, the variants of P-fair scheduling algorithms use the same logic to categorize tasks into three different categories urgent, itnegru and contending. An abstract class Pfair has been created by implementing the IScheduler interface. This abstract class serves as a super class for all the P-fair variants, namely PF, PD and PD² scheduling algorithms.

P-fair scheduling algorithm needs to have a dispatch at every integer time $t$ which is not possible with the existing simulation kernel. With the existing system, a scheduler gets a dispatch when it is necessary to get a dispatch determined from the executed jobs, e.g. the scheduler gets a dispatch when a task is ready, a task is blocked on any resource, etc. In order to get a dispatch at every time $t$, a new job is added named DispatchJob. The Pfair scheduler adds a DispatchJob to the TimeAxis at time $t + 1$ from its dispatch() method to get a dispatch at the next integral point of time when it gets a dispatch at time $t$.

Listing 9.15: Generating a dispatch job from Pfair for every time unit $t$

```java
// need to check whether there is a task to schedule at the next point or not
// create the Dispatch job to dispatch at next integer time
if (!TaskManager.areAllTasksNonExisting() && time != previousDispatchTime) {
    DispatchJob dispatchJob = new DispatchJob();
    Simulator.getInstance().getTimeAxis().addJob(time + 1, dispatchJob);
}
```

The functionality of DispatchJob is nothing but to generate a dispatch on that point of time by the simulator. Every job has a function isDispatchNecessary() which is called from the time axis to decide whether a dispatch is necessary or not. This function returns true and thus the dispatch() method is called.

The abstract class Pfair implements the function stateChangeRequest(long time, Task task, State newState) which will be used by all sub-classes. Pfair has some protected attributes that will be updated from this class and will be used
from its subclasses. Pfair uses a Java HashMap instance characteristicStringOfTask to store the characteristic string of each task at time $t$. The following listing shows the calculation of characteristic string done by Pfair according to Baruah et al. [12].

Listing 9.16: Calculation of characteristic string in Pfair

```java
// calculate characteristic string for each task at this point of time
for (Task task : Simulator.getInstance().getSystemModel().getTask()) {
    double csValue = 0;
    String cString;
    double taskWeight = (double) task.getExecutionTime() / (double) task.getPeriod();
    // equation to calculate characteristic string on each point by Baruah et al.
    // alpha(x) = sign(x.w * (t + 1) - Floor(x.w * t) - 1)
    csValue = Math.sin((taskWeight * (double) ((double) time + 1.0)) - Math.floor(taskWeight * (double) time) - 1.0);
    if (csValue < 0.0)
        cString = Messages.NegativeString;
    else if (csValue > 0.0)
        cString = Messages.PositiveString;
    else
        cString = Messages.NeutralString;
    // update the hashmap to store the characteristic string
    characteristicStringOfTask.put(task, cString);
}
```

The most important attributes urgetTasks, tnegruTasks and contendingTasks are Java lists of type Task that contains the tasks of three different categories. In the dispatch() function of this Pfair class, the characteristic strings and lags of all tasks are calculated and based on these two values the tasks are categorized and stored accordingly.

Listing 9.17: Categorize tasks into urgetTasks, tnegruTasks and contendingTasks

```java
// check all the tasks that need to be scheduled and add to urgent, tnegru, or contending task list
for (Task task : schedulingTasks) {
    if (lagMulPeriodOfTask.get(task) > 0 && !
        characteristicStringOfTask.get(task).equals(Messages.NegativeString)) {
        // the task is urgent
        urgentTasks.add(task);
    } else if (lagMulPeriodOfTask.get(task) < 0 && !
        characteristicStringOfTask.get(task).equals(Messages.PositiveString)) {
        // the task is tengru
        tnegruTasks.add(task);
    } else {
        // the task is contending
```
In order to prove that a generated schedule is P-fair, it must be proven to obey the lag constraint. At each dispatch the lag of every task should be checked so that it does not violate the constraint. Pfair provides a function checkLagConstraint() to check the lag constraint which is called at the beginning of every dispatch.

All variants of Pfair scheduling algorithm are able to access shared resources by default resource access protocol.

9.5.1 Algorithm PF

The class PF has been implemented by extending the abstract class Pfair to implement the algorithm PF. PF calls the initialize() method from the super class inside its own initialize() method, in order to initialize all the variables of the super-class. If necessary, it will initialize its own variables inside its own initialize method after invoking the super-class method. In this case all variables are declared in the super-class. At every integral point of time \( t \), when a dispatch is necessary, PF first calls the dispatch() method from the super-class which categorizes all the tasks into urgent, tnegru and contending task lists and stores them accordingly.

At this point, algorithm PF needs to sort the contending tasks according to the total order by using any of the two comparison algorithms described in section 8.2.1.1 on page 62. Both algorithms have been implemented inside PF class as functions, namely naiveCompare(Task task0, Task task1) and compare(int a0, int b0, int c0, int a1, int b1, int c1). These two algorithms have been describes in algorithm 1 on page 63 and algorithm 2 on page 63 respectively. In the implementation of the algorithm 1 is slightly different in the function parameters, instead of six parameters it takes the two tasks it needs to compare and calculate all six original parameters inside the function.

Listing 9.18: Calculating six parameters for the implementation of algorithm 1, NaiveCompare [12]
9.5. Proportionate Fairness

Both of these functions take two tasks \( \text{task0} \) and \( \text{task1} \) as input, the order of the parameters is important to decide the tasks' priority. Let’s assume \( \text{task0} \) is the first parameter and \( \text{task1} \) is the second parameter. The functions compare and return the result of comparison in the following way, 0 \( \Rightarrow \) \( \text{task0} > \text{task1} \), 1 \( \Rightarrow \) \( \text{task0} < \text{task1} \), 2 \( \Rightarrow \) \( \text{task0} = \text{task1} \) and finally -1 \( \Rightarrow \) [an error occurred during comparison], which should not happen for these algorithms. For safety, in case of any bug inside the code this error value is returned. The return values are slightly different than in the algorithm for the implementation purposes, however, the functionality is the same.

In order to insert the tasks from the \text{contendingTasks} list to a list where the task will be arranged according to the priority in descending order, \text{Pfair} uses a Java \text{LinkedList} instance, \text{contendingTaskLinkedList}. In this linked list, by comparing two tasks, if \( \text{task0} \) has higher priority than \( \text{task1} \) then \( \text{task0} \) is placed before task \( \text{task1} \), if \( \text{task1} \) has higher priority than \( \text{task0} \) then \( \text{task1} \) is placed before task \( \text{task0} \) and finally if both tasks have the same priority then the tie can be broken arbitrarily, the order of these two tasks can be arbitrary.

When the contending tasks are prioritized and sorted according to the priorities, the \text{PF} can schedule tasks according to the algorithm \text{PF} described in table 8.1 on page 62. All the urgent tasks will be scheduled from the \text{urgentTasks} task list. If the number of urgent tasks \( n_0 \) is less than \( m \), the number of processors, then the first \( m - n_0 \) tasks will be scheduled from the contending task linked list. In \text{P-fair}, the lag of every task is important and needs to update the lag of all tasks at every integral point of time \( t \) to the respective variable. In \text{P-fair} implementation, in order to have an integer number, the lag will be stored multiplied by its period in a Java \text{HashMap} named \text{lagMulPeriodOfTask}. At every dispatch the lag value for each task needs to be updated according to Baruah et al. [12]. The implementation for the lag update is given by the following listings:

Listing 9.19: Updating lag multiplied by period value when a task is scheduled [12]

```
// update task lag, if a task is scheduled then add
lagMulPeriodOfTask.put(runTask, lagMulPeriodOfTask.get(runTask) - (runTask.getPeriod() - runTask.getExecutionTime()));
```

Listing 9.20: Updating lag multiplied by period value when a task is not scheduled [12]

```
// update task lag, if a task is not scheduled then add
lagMulPeriodOfTask.put(task, lagMulPeriodOfTask.get(task) + task.getExecutionTime());
```
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9.5.2 Algorithm PD

Like PF, the class PD has been implemented by extending the abstract class Pfair for the implementation of algorithm PD. Algorithm PD uses the attributes and methods from its super class and also it has some local attributes, six instances of Java HashMap to arrange the contending task list in six different categories mentioned in table 8.2 on page 65. These local variables are initialized after the call to super class initialize() method. When a dispatch is necessary it first calls the super-class dispatch() method and gets the urgent, tnegru and contending tasks in three different lists. As in PF, it is necessary to sort the contending tasks according to the total order which is different for PD.

PD calculates the pseudo-deadline $d_i$, characteristic string $\beta_t(T_i)$ and the integer value $k$ for each task at every integral point of time $t$ and uses a Java HashMap instance contendingTaskWithPDAttributes to store this value which maps to the corresponding task $T_i$. These three values for each task will be called PD attributes in this thesis, those are necessary to determine the total order. The calculation of PD attributes is different for heavy tasks and light tasks.

Listing 9.21: Calculate PD attributes for heavy tasks

```java
// calculate the pseudo-deadline, characteristic string and k for each heavy task and add to the hash map
characteristicString = calculateCharacteristicString(csTime, 1.0 - taskWeight);

while(characteristicString != Messages.NeutralString && characteristicString != Messages.PositiveString)
{
    csTime = csTime + 1;
    characteristicString = calculateCharacteristicString(csTime, 1.0 - taskWeight);
}

// at position 0, stores $d_i$
pdAttributes.add(csTime);
// at position 1, stores $\beta_t(T_i)$
pdAttributes.add(characteristicString);
// at position 2, stores $T_i.k$
pdAttributes.add(Math.floor(contendingTask.getPeriod()/(contendingTask.getPeriod() - contendingTask.getExecutionTime())));
// add put into the hash map
contendingTaskWithPDAttributes.put(contendingTask, pdAttributes);
```

Listing 9.22: Calculate PD attributes for light tasks

```java
// calculate the pseudo-deadline, characteristic string and k for each light task and add to the hash map
characteristicString = calculateCharacteristicString(csTime, taskWeight);

while(characteristicString != Messages.NeutralString && characteristicString != Messages.PositiveString)

// at position 0, stores $d_i$
pdAttributes.add(csTime);
// at position 1, stores $\beta_t(T_i)$
pdAttributes.add(characteristicString);
// at position 2, stores $T_i.k$
pdAttributes.add(Math.floor(contendingTask.getPeriod()/(contendingTask.getPeriod() - contendingTask.getExecutionTime())));
// add put into the hash map
contendingTaskWithPDAttributes.put(contendingTask, pdAttributes);
```
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The algorithm PD now checks the contending tasks from the list `contendingTasks` and places them in the appropriate category according to the rules listed in Table 8.2 on page 65. When the contending tasks are categorized into six different categories, they are combined to the `contendingTaskLinkedList` according to the priority, highest priority category will be added first as mentioned by [11] where lowest numbered category has the higher priority.

At this point algorithm PD follows the same procedure as algorithm PF, it schedules all urgent tasks $n_0$ and if $n_0 < m$ then first $m - n_0$ tasks from the contending task linked list. It follows the same rule to update the lag and period multiplication values of the `HashMap` instance `lagMulPeriodOfTask` as PF.

### 9.6 Global Suspendable Non-Preemptive EDF

This section describes the implementation of the variant of Global-EDF scheduling algorithm known as *global suspendable non-preemptive EDF*, or abbreviated GSN-EDF. This algorithm needs a simulator that supports task suspension which is also known as blocking. Also, a task is allowed to execute some period of time non-preemptively, no higher priority tasks can preempt a task while it is executing its non-preemptive section. The existing simulator support task suspension which is termed blocking on shared resource access. The implementation of the non-preemptive section is discussed in section 9.3 on page 79, therefore, now the current simulator also supports non-preemptive execution in a preemptive scheduling algorithm.

In GSN-EDF, the scheduler needs to take scheduling decisions when a task changes states from the following three cases; at any time $t$, when a task (i) is released or resumed, (ii) changes from non-preemptable to preemptable and (iii) becomes suspended or completes, described in algorithm 3 on page 68 [14, figure 2].

```java
{  
    csTime = csTime + 1;
    characteristicString =
        calculateCharacteristicString(csTime, taskWeight);
}
// at position 0, stores $d_i$
pdAttributes.add(csTime);
// at position 1, stores $\beta(T_i)$
pdAttributes.add(characteristicString);
// at position 2, stores $T_i.k$
pdAttributes.add(Math.floor(contendingTask.getPeriod()/
    contendingTask.getExecutionTime()));
// add put into the hash map
contendingTaskWithPDAttributes.put(contendingTask,
pdAttributes);
```
When a task is released or resumed, a state transition is triggered from different states to **ready** state, according to a valid state transition. Similarly, when a task is blocked or completed, a state transition is triggered from different states to **blocked** or **terminated** state respectively, according to a valid state transition. For such state transitions, the simulator works accordingly and the scheduler gets a dispatch if it is necessary.

There is no state transition in the system when a task changes from non-preemptable to preemptable. It would be better to have such a state transition in the system. As there is no such state transition in the existing simulator, a new state is not introduced in order to keep the original state transition working as it is described by Munk [41] and to avoid modifications in the core of the simulator, the simulation kernel. However this situation is handled in a different way. A new **boolean** type attribute `nonPreemptiveToPreemptive` is added to the `TaskMonitor` class, which is initially `false` and set to true when a task transits from non-preemptive to preemptive execution. When a task executes the `TerminateNonPreemptiveJob`, the `execute()` function sets this `nonPreemptiveToPreemptive` to `true` and the `isDispatchNecessary()` function returns true to tell the simulator that a dispatch is necessary. This attribute `nonPreemptiveToPreemptive` is checked from the dispatch routine to determine that the task changes from non-preemptable to preemptable and processes according to the GSN-EDF algorithm.

**Priority Queue:** it serves the purpose of a queue to store all ready tasks according to the task priority. The mechanism used to break a tie, where two tasks have the same priority, is FIFO. As discussed in section 8.3.1 on page 66, GSN-EDF requires unique priority, if there is a tie with the deadline values then the lowest numbered task, the serial number of the task is considered here, gets higher priority. A variation of the existing `add(final Task task, final int priority, final boolean tail)` function, `addInTaskOrder(final Task task, final int priority, boolean lowestIndexedTaskHasHighestPriority)` has been implemented which adds the task to the priority queue according to the priority definition in GSN-EDF [14].

The implementation of GSN-EDF uses two instances of Java HashMap, `linkedTaskOnCore` and `scheduledTaskOnCore` to keep track of tasks linked on processors and scheduled on processors respectively. At any time $t$, it is necessary to know the linked and scheduled tasks on processors. It is also necessary to visualize linked tasks on processors along with scheduled tasks on processors. The event of tasks running on core is triggered from the `TaskMonitor`, which it knows from the state transitions. As there is no state transition for task linked on core, the event for task linked on processor is done from the `dispatch()` method of GSN-EDF scheduler.

In GSN-EDF, two instances of priority queue `linkedJobReadyQueue` and `unLinkedJobReadyQueue` are used to store two types of tasks, linked tasks and unlinked runnable tasks respectively. `linkedJobReadyQueue` stores the tasks that are linked to any processor, the length of this queue is equal to the number of processors. `unLinkedJobReadyQueue` stores all other ready tasks and non-preemptively running...
tasks not linked to any processor.

The GNS-EDF algorithm is described in a way that would be easier to implement if the dispatch() method is called on each state transition whenever a dispatch is necessary. However, the existing simulation software executes all Jobs at any time \( t \) and calls the dispatch routine if necessary. In order to handle such a difference, a Java ConcurrentLinkedQueue instance readyTasks is used to store all ready tasks and also the same type instance blockedOrTerminatedTasks to store all blocked or terminated tasks in order to process them according to the algorithm when it gets a dispatch call. There are concurrent accesses on the above mentioned two task lists, if Java List is used instead, they will get concurrent modification exception from the java exception class java.util.ConcurrentModificationException. Although ConcurrentLinkedQueue instances are used to store ready tasks and blocker or terminated tasks, these two instances will be referred to as ready task lists and blocked or terminated task lists from now for simplicity.

\( T_i \) is released or resumed: When a task is ready, then it is inserted into the list readyTasks from the stateChangeRequest() method. At first it checks that if there is any core, that is not linked to any tasks then it takes a task from ready tasks, linked and scheduled on that core, this process continues until all cores are linked by a task. When a task is linked to a core, it must be pushed into the priority queue linkedJobReadyQueue. If there are more ready tasks in the list then the remaining ready tasks are processed according to the section 1, line 1 to line 13 of algorithm 3.

\( T_i \) changes from non-preemptive to preemptive: If a task is finished its non-preemptive execution and needs to execute preemptively then the dispatch routine executes the section 2, line 14 to line 19 of algorithm 3.

\( T_i \) becomes suspended or finished: A task may be suspended at any time and resumes later on. In order to schedule a task that is suspended and going to be resumed, GSN-EDF checks on which core it was scheduled previously and tries to schedule on that core. Therefore, GSN-EDF uses a Java HashMap instance preemptedTaskOnCore to store the scheduled core when a task is preempted. When a task is blocked or terminated, it is inserted into the list blockedOrTerminatedTasks from the stateChangeRequest() method. These tasks are processed according to the section 3, line 20 to line 39 of algorithm 3.

There is a call to the dispatch() method itself inside this method for the implementation of GSN-EDF. The dispatch method starts the processing with ready tasks, then non-preemptive to preemptive tasks and finishes by processing blocked or terminated tasks. Meanwhile, a task may be in ready state from blocked state. Therefore, the dispatch method checks at the end if there is any ready task then calls itself.
9. Implementation

Listing 9.23: Dispatch method calls itself to process ready tasks

```java
// Need to check there are ready tasks that were not processed
if (!readyTasks.isEmpty()) {
    // dispatch again for the remaining ready tasks
    this.dispatch(time);
}
```

9.7 Flexible Multiprocessor Locking Protocol

The class `GSNEDFWithFMLP` is introduced by extending the class `GSNEDF` for the implementation of multiprocessor scheduling algorithm, global suspendable non-preemptive EDF with the flexible multiprocessor locking protocol. The `GSNEDFWithFMLP` class only implements the `requestResource()` and `releaseResource()` methods, all other required methods will be inherited from the super class.

As required by the FMLP implementation a resource needs to be marked `short` or `long` which is done by the user in the system model. In order to make it simple in the implementation, the system model also needs to specify each `RequestResource` or `ReleaseResource` Command by `s-outermost`, `l-outermost`, `s-inner` or `l-inner` in the `resourceNestedType` attribute. In the following listing a system model for task A is given that uses resource and the resource nested type is specified with each request.

Listing 9.24: Resource nested type in `RequestResource` and `ReleaseResource`

```xml
<task name="1.I2" deadlineType="HARD" deadline="10" offset="0" period="500" repetitions="-1">
    <command xsi:type="model:Execution" duration="1"/>
    <command xsi:type="model:RequestResource" resource="/0/@resource.0" resourceNestedType="L_OUTER"/>
    <command xsi:type="model:Execution" duration="1"/>
    <command xsi:type="model:RequestResource" resource="/0/@resource.1" resourceNestedType="L_INNER"/>
    <command xsi:type="model:ReleaseResource" resource="/0/@resource.1" resourceNestedType="L_INNER"/>
    <command xsi:type="model:ReleaseResource" resource="/0/@resource.0" resourceNestedType="L_OUTER"/>
</task>
```

FMLP needs the resource group based on the rules described in section 8.3.2.1 on page 69. The resource group should be done by the user and must provide the information in the system model. In the following listing three resource groups are provided. First group contains two resources, and the rest two groups contains one resource in each group.
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Listing 9.25: Providing resource group in the system model

```xml
<resourceGroup resource="/0/@resource.0 /0/@resource.1"/>
<resourceGroup resource="/0/@resource.2"/>
<resourceGroup resource="/0/@resource.3"/>
```

In order to access a resource, the FMLP requires a group lock. In order to lock a resource, ResourceMonitor provides a method `lock()` and to unlock it provides another method `unlock()`. For FMLP locking a variants of these two methods `FMLPLock()` and `FMLPUnlock()` have been written. As resource monitor only monitors one resource, it is not possible to get the group lock from resource monitor, because a resource group may contain more than one resource. In order to grant a FMLP locking, ResourceMonitor checks some necessary information about the resource group in the `ResourceManager` class which can be accesses by any other ResourceMonitor. The following listing shows when a group lock is granted then how ResourceMonitor update `ResourceManager` attributes.

Listing 9.26: Update `ResourceManager` on FMLP group lock

```java
// check the group is free
if (!resourceGroupObj.isLocked()) {
    // lock the group
    ResourceManager.addGroupLock(resourceGroupObj, lockingTask);
    return resourceGroupObj;
} else {
    // add the task to the waiting list of this group
    ResourceManager.addTaskToBlockedList(
        resourceGroupObj, lockingTask);
}
```

If the resource group can be locked then the `addGroupLock(resourceGroupObj, lockingTask)` method from `ResourceManager` is called which is responsible to update its attribute `resourceGroupMapsLockedTask` that maps a resource group and the locking task. If the resource cannot be locked then the `addTaskToBlockedList(resourceGroupObj, lockingTask)` method from the same class will be called which insert the task in to the blocked task list which is maintained as FIFO queue. `ResourceManager` maintain an attribute `blockedTasksOnResourceGroup` which maps between the resource group and the FIFO queue that contains the tasks blocked on that resource group.

The following listing shows when a FMLP group lock is released then the task monitor tells task manager to release the group lock.

Listing 9.27: Update `ResourceManager` on FMLP group lock release

```java
// check the group is locked
if (resourceGroupObj.isLocked()) {
    // unlock the group lock
    ResourceManager.removeGroupLock(resourceGroupObj, lockingTask);
    return resourceGroupObj;
}
```
In FMLP resource request method, when a task needs to request for a resource it checks the resource nested type, if it is a *s-outermost* request then it sets the non-preemptive execution and requests for the resource. Any inner resource request get the immediate access to the resources as it has the group lock. When a *s-outermost* request gets blocked on any resource group then the task busy-waits. If a *l-outermost* request blocks then the current task holding this resource group will get the highest priority among all tasks blocks on that group.

In FMLP resource release method, when a task releases a resource and it is *s-outermost*, then non-preemptive execution is turned off and the first task from the *busy-wait* FIFO queue gets the group lock of this group and starts execution. If the release request is *l-outermost* then revert back the priority of the task, it inherited from the highest priority task blocked in this group and the first task from the FIFO queue, blocked on this group, gets the resource and starts executing.

### 9.8 Clusters and Group of Task

Clustering is a hybrid approach of scheduling on multiprocessors. For each cluster, a specified scheduling algorithm is used to schedule the group of tasks assigned to that cluster. A cluster may contain an arbitrary number of cores. A single-core scheduling algorithm may be used where the cluster only contains one core. On the other hand, a multi-core scheduling algorithm is needed where the number of cores is more than one in a cluster.

As in case of implementation of the partitioned approach, the tasks are grouped and assigned to a cluster which requires manual task partitioning. The task partitioning must be done by the user through the system model. The tasks and resources are linked to a cluster by their names, ending with a dot followed by an integer number that specifies the cluster to which they are linked. The scheduler name and resource access protocol must be provided for each cluster.

Thus, the cluster scheduler runs the respective scheduler for each cluster with the specified resource access protocol. As P-EDF scheduler, the cluster scheduler also does this in its *initialize()* method and keeps track of the scheduler for each cluster in a *clusterScheduler* attribute. If a dispatch is necessary then the cluster scheduler calls the *dispatch()* method of the respective scheduler associated with the cluster that requires the dispatch.

The system model is validated by the *checkSystemModel()* function that determines whether the system model is properly prepared for the cluster scheduler or not, i.e. it checks the task names, resource names, scheduler for the cluster, etc.
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10.1 Validation and Test

In software engineering, verification is the process of checking a piece of software to confirm that it meets its specification and that the developed result includes all the functionality specified by the customer, verification refers to the confirmation that all functional and non-functional requirements are correctly implemented. Software testing is the procedure to show that the software does its specified work and to find the errors before it is used [53]. A testing process has two goals: (i) validation testing that determines whether the software satisfies the specified requirements and (ii) defect testing where the test cases are designed and checked to find out about the defects. Thus, software testing is part of a wider process - software verification and validation [53]. The eventual aim of the software testing is to make sure with confidence that the software is ready for the intended purpose.

Sommerville [53] mentioned in his book that software testing goes through three testing phases development testing, release testing and user testing. This section presents the testing procedures applied to test the developed software.

10.1.1 Development Testing

Development testing is a testing phase where the testing takes place during the development of the software to find the bugs and errors. System developers and programmers are responsible to carry out the testing in this phase [53].

Development testing includes all testing activities that are carried out by the team developing the system. The tester of the software is usually the programmer who developed the software. Development testing may consist of three phases: unit testing, component testing and system testing [53].

10.1.1.1 Unit Testing

Unit testing is the process of testing program components or units, i.e. methods, objects and their individual functionality. Thus, the simplest types of program
components are distinct methods or functions. Unit testing is carried out by testing of these methods individually by different sets of input parameters and comparing the results to the expected values [53].

10.1.1.2 Component Testing

Software components are usually composite components which consist of several individual interacting objects or functions. Thus, component testing tests the functionality provided by the software component where several individual software units or methods are integrated to provide the specified functionality [53].

During the development phase of the current version of the simulation software, each specific functionality has been tested as part of development testing. The individual functionality has been tested carefully. Among the tested are some important functionality tests that are going to be listed here in this section.

The implementation of self-suspension requires a function `createTerminateSelfSuspensionJobTask`, provided in the `TaskMonitor` class which is responsible to create the `TerminateSelfSuspensionJob` which is called from the `execute()` function of `InitiateSelfSuspensionJob`. It has been tested that it provides the correct functionality, i.e. creates the `Job` at correct time on the `TimeAxis`.

There are several functions provided for the schedulability analysis, each of them has been tested by loading system model and checking whether it is schedulable or not. The result was checked according to the expectations. If the result was not correct then the errors were located and fixed accordingly.

The sub-string comparison algorithms described in algorithm 1 on page 63 and algorithm 2 on page 63 have been implemented as a part of PF contending task comparison functionality. These two functions were tested with the respective inputs, i.e. two tasks from the example given by Baruah et al. [12] at time \( t \) and the output was compared. The attribute calculation for comparing two contending tasks according to algorithm PD was tested by manually calculating the result and checking whether the task comparison is correct or not.

The GSN-EDF algorithm has three sections for the implementation: a task released or resumed, a task finished its non-preemptive section and a task terminated or blocked. All these three sections have been tested independently to see whether the functionality of the algorithm was implemented successfully.

As a part of the FMLP implementation, a task may be required to be non-preemptive for a short time duration which depends on the accessing resource type. If the task is going to request a resource which is \( s\)-outermost then at first it should update the execution type from preemptive execution to non-preemptive execution. This functionality has been tested by creating a scenario.
10.1.1.3 System Testing

During development, system testing is done by integrating the software components. A version of the software is created by integrating the software components and then tests of the integrated system are done as part of development testing which is termed system testing. The responsibilities of system testing are to check that all components are integrated correctly, they are compatible and correctly interact with each other, and also transfer correct data at the right time [53].

The incremental software development follows a short development cycle to complete some functionality, testing and deploy it to the customer which was followed as a software engineering approach for this project. The incremental software development is managed by Scrum, a project management approach for software development. Each increment is managed by a sprint. Thus, during the sprint, developed functionality is integrated, tested and presented to the customer, i.e. the supervisor.

The test cases are written in such a way where the steps, inputs, preconditions, post-conditions and expected results are listed for each test case. During the test the test document is followed and the actual output is listed as actual result. When the testing has been completed, the expected outputs and actual outputs are compared. If the actual output is different from expected output then the source code is analyzed to find the bug and fix it.

The system testing has been done for the schedulability analysis, self-suspension functionality, algorithm PF, algorithm PD, GSN-EDF algorithm and FMLP implementation individually by following the examples presented in the respective literature as well as a lot of self created examples.

10.2 Results

This section discusses the results of the simulations that have been implemented as part of this thesis work. The results are going to be presented graphically, as generated by the software with a short description for each.
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Figure 10.1: The simulation result of a task set scheduled under RMS where some tasks contain self-suspension delays.

Figure 10.2: The simulation result of a task set scheduled under EDF where a task contains a non-preemptive section.
10.2. Results

Figure 10.3: An example task set taken from Baruah et al. [12] is scheduled using algorithm PF. The task set only contains execution without using any resource.

Figure 10.4: The same task set scheduled under PD, which has been scheduled under PF in the previous simulation, figure 10.3.
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The following two figures show the simulation result of a task set scheduled under Pfair scheduling algorithm PF where some tasks in the task set get blocked to access shared resources and thus violate the Pfair lag constraint.

Figure 10.5: The simulation result of a task set scheduled under PF with shared resources.

Figure 10.6: The notification of the violation of Pfair lag constraint due to task being blocked to access shared resources.
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Figure 10.7: The simulation result of a task set scheduled under GSN-EDF with the default resource access protocol.

Figure 10.8: The simulation result of a task set scheduled under GSN-EDF with FMLP where a task gets blocked while accessing a shared resource that is a long resource. The resource is free but the group to which this resource belongs to is locked by another task, thus, the requested task is blocked.
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Figure 10.9: The simulation result of a task set scheduled under P-EDF with the default resource access protocol.
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11.1 Conclusion

In this thesis work, available literature related to scheduling on multiprocessors and multiprocessor scheduling policies for real-time embedded systems have been studied in detail. Furthermore, the concepts related to scheduling on multiprocessors and some promising multiprocessor scheduling policies have been presented with their implementation on the existing system which can be considered the main part of this thesis work.

In the previous work [41], a simulation software for task scheduling and visualization was developed which focuses on but is not limited to scheduling policies primarily used in real-time embedded systems. The existing software does not provide schedulability analysis and self-suspension of tasks which is a part of this thesis work. Additionally, the newly implemented multiprocessor scheduling policies have been integrated into the existing software. Furthermore, an extensive effort has been given to understanding the existing software in a comprehensive manner. The necessary parts of existing software used by the implementation part of this thesis work have been discussed in brief to give an outline of the base simulation kernel.

As mentioned earlier, the existing simulation software supports some well known single core and a few multi-core scheduling algorithms but the schedulability analysis is absent. The necessary theory and its implementation on schedulability analysis for single core scheduling policies has been discussed in detail both for fixed priority and dynamic priority scheduling algorithms.

In multi-core scheduling, a task may self-suspend itself when it accesses a resource and knows the time duration required by the resource to respond, in such scenario it self-suspends itself by the predefined duration required by the resource to respond. The existing software does not support the feature of task self-suspension which has been implemented in this thesis work. The concept of self-suspension is simple but it creates some scheduling anomalies by a very low utilization of the processor that happen in the dynamic priority scheduling policies [39]. Furthermore, the schedulability analysis is more difficult than task self-suspension itself. Therefore, the system does not provide schedulability analysis where there is a task containing self suspension in the task set.
There are two main approaches for scheduling on multiprocessors that have been discussed in detail with their pros and cons with respect to other mechanisms. Another approach has been discussed that combines the above two approaches termed hybrid approach. A noticeable term for multiprocessor scheduling algorithms describes whether an algorithm is work conserving or not. The scheduling algorithms in the class of partitioned approach are not work-conserving whereas some global approaches for scheduling algorithms are work-conserving.

The partitioned EDF has been discussed in detail with some heuristic methods to partition the task set into $m$ subsets where the number of processors is $m$. The partitioning approaches are known as bin-packing problems which is NP-Hard in the strong sense. They cannot guarantee more than about 50% use of the processor. The implementation does not provide any automatic task partitioning method which should be done by the user manually, so that for each processor a single-core EDF algorithm runs to schedule the task set.

The Pfair scheduling approach introduced by Baruah et al. [12] is currently the only known optimal scheduling approach for scheduling on multiprocessors. The optimality of the Pfair approach is only restricted to periodic task sets with implicit deadlines. The Pfair variants of multiprocessor scheduling algorithms PF and PD have been discussed in detail with their implementation. They both use the same method to prioritize tasks based on the task deadline; the only difference is the way they break the tie where two jobs of different tasks have the same deadline. The implementation has been done in such a way, the common functionality is placed inside an abstract class $P_{fair}$ which is extended by the variants of Pfair scheduling algorithms and implement the differing parts in their subclasses. The Pfair variants of scheduling algorithms can use resources by default resource access protocol but there may arise some scheduling anomalies while accessing a shared resource, e.g. a task is blocked on a resource and cannot execute for some subsequent slots and thus violates its lag constraint.

Like single-core scheduling algorithms, a multi-core scheduling algorithm must have a resource access protocol where there are some resources shared by multiple tasks at any time $t$. In order to synchronize the resource usage by the tasks scheduled on a multiprocessor system, a multiprocessor resource access protocol must be used with the scheduling algorithms. The flexible multiprocessor locking protocol has been discussed in detail including its implementation with GSN-EDF, a variant of global EDF. Block et al. [14] used the term “flexible” to mean that it can be used for both partitioned and global approaches. The FMLP requires a version of Global-EDF namely GSN-EDF which has been implemented as a prerequisite to implement it. The GSN-EDF implementation includes the enhancement of the existing simulator so that a task can execute for a specified duration non-preemptively, which can be used by any other scheduling algorithms by specifying the non-preemptive section in the system model. A multiprocessor system model can be scheduled under GSN-EDF with FMLP.

As a part of visualization, some small changes have been introduced that are required
by the new implementation. The scheduling view has been updated for GSN-EDF algorithm to display which tasks are linked to which cores in addition displaying the task scheduled on each core.

The system has been tested using the specified testing approach. As a part of development testing unit testing, component testing and system testing have been done during the development. Although release testing requires a separate team to test the entire system, there is no available separate team for that. Therefore, the release testing has also been done by the developer.

11.2 Future Work

The present version of the simulation software does not support the schedulability analysis for EDF, the dynamic priority single core scheduling algorithm, by considering the synchronization between tasks for shared resource access. Neither does it support the schedulability analysis where a task in the task set contains self-suspension delays or non-preemptive sections for execution. The simulator provides multi-core scheduling simulation algorithms both from partitioned and global approaches of multiprocessor scheduling policies. It only provides the schedulability analysis for the partitioned multi-core scheduling algorithms but not for the class of global multi-core scheduling algorithms. Therefore, the schedulability analysis can be improved for the cases where the present version of the software does not provide a solution.

Of the partitioned approaches of multi-core scheduling policies P-DMS was implemented in the previous work [41] and P-EDF has been implemented in this thesis work where the task partitioning is manual, done by the user through the provided system model. A literature study can be employed to search for the promising partitioned multi-core scheduling algorithms and the automatic task partitioning techniques to implement in the simulator.

In this thesis work, the Pfair variants of dynamic priority scheduling algorithms PF [12] and PD [11] have been implemented which provide a framework that can be used to implement other variants of Pfair scheduling approaches. Therefore, other promising Pfair variants of scheduling algorithms can be studied from the available literature and implemented in order to enhance the current version of the software. The variant of Pfair scheduling algorithm known as ERfair is a work-conserving scheduling algorithm which can be considered for the implementation [1, 2].

Once the system model has been loaded into the simulator, the elements of the system model, e.g. a task and its attributes, a resource and its attributes etc., cannot be modified. Therefore a graphical user interface can be provided to view or modify the elements of the system model.

The input of the simulator is file based. Thus, an XML file is prepared and provided as a system model to the simulator. Therefore, all the elements in the system model
Conclusion and Future Work

need to be provided explicitly. The automatic task generation functionality can be provided for the simulator so that an arbitrary number of tasks, resources and cores can be generated from the necessary configuration for the simulation. The necessary configuration for the task, resource and core generation can be provided by the user explicitly before the system model generation.

The performance evaluation is still missing in the updated version of the simulator, which may be an attractive feature that will compare the performance of the different scheduling algorithms. A task set can be scheduled under two different scheduling algorithms and then the performance can be evaluated according to some predefined metric displaying the results to the user, it can be either in a text or graphical format.
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSIs</td>
<td>Cycle-stealing Interrupts</td>
</tr>
<tr>
<td>DIs</td>
<td>Device Interrupts</td>
</tr>
<tr>
<td>DMS</td>
<td>Deadline Monotonic Scheduling</td>
</tr>
<tr>
<td>EDF</td>
<td>Earliest Deadline First</td>
</tr>
<tr>
<td>EMF</td>
<td>Eclipse Modeling Framework</td>
</tr>
<tr>
<td>FIFO</td>
<td>First In First Out</td>
</tr>
<tr>
<td>FMLP</td>
<td>Flexible Multiprocessor Locking Protocol</td>
</tr>
<tr>
<td>G-EDF</td>
<td>Global Earliest Deadline First</td>
</tr>
<tr>
<td>GPS</td>
<td>Global Positioning System</td>
</tr>
<tr>
<td>GSN-EDF</td>
<td>Global Suspendable Non-Preemptive EDF</td>
</tr>
<tr>
<td>IPIs</td>
<td>Inter-processor Interrupts</td>
</tr>
<tr>
<td>ISR</td>
<td>Interrupt Service Routine</td>
</tr>
<tr>
<td>MPCP</td>
<td>Multiprocessor Priority Ceiling Protocol</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>MSRP</td>
<td>Multiprocessor Stack Resource Protocol</td>
</tr>
<tr>
<td>NMIs</td>
<td>Non Maskable Interrupts</td>
</tr>
<tr>
<td>P-DMS</td>
<td>Partitioned Deadline Monotonic Scheduling</td>
</tr>
<tr>
<td>P-EDF</td>
<td>Partitioned Earliest Deadline First</td>
</tr>
<tr>
<td>Pfair</td>
<td>Proportionate Fairness</td>
</tr>
<tr>
<td>RCP</td>
<td>Rich Client Platform</td>
</tr>
<tr>
<td>RMS</td>
<td>Rate Monotonic Scheduler</td>
</tr>
<tr>
<td>SAVORS</td>
<td>Simulation And Visualization of Real-time Scheduling</td>
</tr>
<tr>
<td>TIs</td>
<td>Timer Interrupts</td>
</tr>
<tr>
<td>UML</td>
<td>Unified Modeling Language</td>
</tr>
<tr>
<td>WCET</td>
<td>Worst Case Execution Time</td>
</tr>
</tbody>
</table>