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Abstract
Large screen displays are part of many future visions, such
as i-LAND [11] that describes the possible workspace of
the future. Research showed that wall-sized screens
provide clear benefits for data exploration, collaboration
and organizing work in office environments. With the
increase of computational power and falling display prices
wall-sized screens currently make the step out of research
labs and specific settings into office environments and
private life. Today, there is no standard set of interaction
techniques for interacting with wall-sized displays and it is
even unclear if a single mode of input is suitable for all
potential applications. In this workshop, we will bring
together researchers from academia and industry who
work on large screens. Together, we will survey current
research directions, review promising interaction
techniques, and identify the underlying fundamental
research challenges.
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Background
Marc Weiser’s vision “Computing for the 21st
century“ [14] introduces three classes of devices to
interact with digital content: “tabs“, “pads“ and
“boards“. “Tabs“ and “pads“ have already become
commonplace with smartphones and tablet computers. In
contrast, digital “boards“ are still rarely used. However,
there is a good chance that wall-sized display-“boards”
will become commonplace within the next decade, like
smartphones and tables did in the last decade. This
development is in particular supported by software
innovations. One example of software innovation is
”Display as a Service” (DaaS) [7] which allows to display
content from different sources across multiple single
monitors without special synchronization hardware. By
replacing specialized hardware with software like this,
wall-sized displays and multi-display environments become
significantly easier to set up.

Today, wall-sized displays are mainly used to visualize
large and complex data. This is in particular beneficial,
because humans are able to scan large areas quickly for
objects and visual cues [5]. However, wall-sized public
displays are becoming ubiquitous and are often used either
for media installations or as information boards. Thereby,
they do not only offer information to the user but can also
help people to get in touch with each other [9].

In general, the success of wall-sized display installations
depends highly on the interaction technique used in the
particular setup. Already in 2006, Baudisch called for new
user interfaces for wall-sized displays and tabletops [1]. In
the future, wall-sized displays will not only be used in the
context of professional visualizations and public displays,
they will also become commonplace in office and some
home environments. The large variety of interaction

techniques and device form-factors we will use, need 1) a
clear understanding of advantages and disadvantages of
interaction techniques, and 2) an abstraction layer for
software applications to map different interaction
techniques in accordance to the specific given hardware
setup of the user.

Workshop Goals and Themes
The goal of this workshop is to bring researchers together,
who are focusing on interaction with wall-sized displays
and multi-display environments, and to discuss challenges
we are facing as research community. The results of the
workshop will inspire work in the areas outlined below. As
outcome of the workshop, we aim for a set of methods,
challenges and topics in the field of wall-sized displays for
possible joined publications and collaborations.

Appropriate input techniques depending on context of use
We see multiple approaches to interact with wall-sized
displays. Kuikkaniemi et al. [4] propose a system using
direct touch for presentations in public settings. In
contrast, Liu et al. [6] used a remote touch pad for data
manipulation. Zadow et al. [13] proposed to use a touch
display mounted to user’s arm in addition to direct touch.
Morris [8] argued for using gestures for interacting with
large displays in private homes. Seyed et al. [10] designed
a gesture set for interacting in multi-device environments.
In such environments, wall-sized screens, tabletops and
mobile devices are connected. The variety of areas of
applications and interaction techniques indicate that there
might not be one standard interaction technique for
wall-sized displays. We need to design categories for areas
of applications and interaction techniques.



Content Representation on Wall-Sized Screens
When using abundant display space, organizing visual
content, such as application windows, becomes a
challenging task. Grudin [2] discovered the issue of focal
and peripheral awareness for multi-monitor users. We as
humans are used to map locations to information and
tools [3]. Additionally, large display space enables uses to
switch between tasks without hiding other information.
These findings indicate a high importance of arranging
content on wall-sized displays. For wall-sized displays in
office environments, we assume that there are different
areas on screen for different tasks. The classical
approaches used by common window management, are
not sufficient for wall-sized displays. We need to design
new concepts to assist users to arrange visual content.

Novel Interaction Techniques
There are multiple sensors, which seem to be
underexplored as sensors to interact with wall-sized
displays. On body sensors like EMG or brain computer
interfaces (BCI) promise to measure cognitive load. This
technology could be used to adjust visual content on
wall-sized display in accordance to the mental state of the
users. This could lead to less information overload and
thereby to a deeper engagement with the data set. In
addition, BCIs are becoming smaller and less pricey.
Turner et al. [12] proposes gaze in combination with touch
to manipulate content on wall-sized displays. All these us
to determine the user’s mental state when interacting.
Thereby the content can be adjusted to user’s needs.

Towards standards for input techniques
The large number of different interaction techniques is
challenging the design and implementation of successful
applications. For example, there will be situations where,
it might be interesting to use a wall-sized display without

touch input, to give a presentation designed for a
wall-sized display with touch input. To enable successful
application development we need to design an abstraction
model, which maps virtual actions to interaction
techniques with specific input devices. There is also a
need for mapping applications to a huge variety of screen
sizes and screen resolutions. In an optimal case, this
would not only cover different setups of wall-sized
displays, but also desktop setups and mobile devices.
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