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Kombinierter Erd-/ Stern-Sensor zur Lage- und Bahnbestimmurg in
geostationaren Orbits

Thema der Arbeit ist ein Sensor zur autonomen Lage- und Batinbaung von Satelliten, der
auf der Active Pixel Technologie basiert. Der Einsatzlredrstreckt sich hierbei voniedri-
gen Orbits(LEO), tberGEO Transfer-Orbit§GTO) bis hin zugeostationaren OrbitéGEO).
Der Vorschlag zu diesem Ansatz ist in einem Patent der Dai@teysler AG ([1]) niedergelegt.
Das System charakterisiert sich durch zwei Beobachturiganigen, deren Bilder Uber einen
Strahlteiler auf einem Detektor kombiniert werden. Hiemved der Eingang zur Beobachtung
der Erde durch einen Filter abgeschwacht, um ihre Hellighei der Sterne anzupassen. Durch
die Kombination der Beobachtungsrichtungen fiihrt man digkianalitaten eines Erd- und eines
Stern-Sensors in einem einzigen Gerat zusammen. DieseiKatian ermoglicht sowohl die Bes-
timmung der inertialen Lage des Satelliten, als auch de3esition relativ zur Erde.

Ziel der Doktorarbeit ist die Entwicklung und Bewertung dar kage-, Positions- und Bahnbes-
timmung bendtigten Algorithmen, der Aufbau eines Protstypd einer Testumgebung zur Ver-
ifikation der Funktionalitat und der Leistungsgrenzen desssrs. Die Bewertung der Anwend-
barkeit der Algorithmen unter realen Bedingungen wurde fédmge Orbits insbesondere durch
die Auswertung eines Flugexperiments ermdglicht, bei denfenktionsmuster des Sensors zur
Rohdatengewinnung als Gastmission auf dem italienischehnbdogiesatelliten MITA gestartet
wurde. FUr die Bewertung der Algorithmen unter den auf gélostaren Orbit herrschenden Be-
dingungen wurden METEOSAT-Daten herangezogen. Die Eigebuieser Experimente wurden
durch weitere Laborexperimente und Messkampagnen gestiitz

Entsprechend ihres Inhaltes ist die Arbeit strukturiert:s@elerer Wert wurde hierbei auf die
Bereiche Algorithmik, Simulation und Versuchsauswertuetegt. Sie endet mit einer Zusam-
menfassung des Gesamtergebnisses und den im Laufe det Arkennten Besonderheiten des
Systems.

Personliche Leistungen dieser Arbeit betreffen

in denbildverarbeitenden Algorithmen:

Star-trackingbei niedrigen Drehraten, welches ohne die Notwendigke#rebSternidentifi-
kation Sterne nachverfolgen kann, und somit eine Drehbasimmung ermdglicht,

die Sternidentifikation bei grof3en Toleranzen in den Megsan

die Implementierung von Lagebestimmungsalgorithmenruvitdlab,

die Untersuchung der Variabilitéat des Erdrandes,




e Genauigkeitsabschatzung der Algorithmen.
In denAlgorithmen zur Bestimmung von Position und Orbit:
¢ die Beobachtbarkeitsanalyse fiir das vorgeschlagene System
e die Entwicklung der Algorithmen zur Positionsbestimmung,
¢ die Entwicklung der Algorithmen zur Orbitbestimmung,
e Genauigkeitsabschatzung der Algorithmen.

Beziglich defExperimente und Testumgebung

die Auswertung des Flugexperiments auf MITA,

die Auswertung von METEOSAT Bilddaten,

die Entwicklung einer Simulations- und Testumgebung uktatiab,

Aufbau, Durchfuhrung und Auswertung von Laborexperimenite Form einesOptical
Functional TestbedOFTB) mit Simulationsumgebung und Funktionsmuster,

sowie Planung, Durchfihrung und Auswertung von Feldexpenten zur Gewinnung von
realen Bilddaten.

In Zusammenarbeit mit Astriur@ptische Instrumentend EADS-CRC wurden des Weiteren
durchgefuhrt:

¢ die Simulation dePoint-Spread-FunctioiPSF) bei nicht-verzeichnungsfreien Optiken,

die Entwicklung von Algorithmen zur Sternmittelpunktbeshung Centroiding,

Star-trackingbei hohen Drehgeschwindigkeiten,

die Entwicklung von Algorithmen zur Erdrand- und Erdmitie@hktbestimmung,

die Entwicklung einfacher Kalibriermethoden mit Hilfe v&ternmessungen,
e die Auswertung der Flugdaten.
Hierbei lieferte EADS-CRC insbesondere wesentliche TeiteBildverarbeitungsalgorithmen.

Zusatzlich wurde das System im Rahmen einer Diplomarbeitr@wimldt [2]) zu einenDpto-
Inertialen Systemausgebaut.

Im Rahmen dieser Arbeit wurden drei Veroffentlichungen 4[3%]) publiziert, sowie zwei Patente
([6, 7]) beim Deutschen Patentamt eingereicht.




Abstract

The subject of this work is a sensor for autonomous attitudeaabit determination of satellites,
based on active pixel technology as it has been proposecipdtent on a ,Combined Earth-/
Star-Sensor System and Method for Determining the OrbitRogition of Spacecraft‘ developed
at Daimler-Chrysler ([1]). The sensor covers a wide rangepgiieations, ranging fromLow
Earth-Orbits(LEO) overGEO Transfer-Orbit{ GTO) toGeostationary Earth-Orbit§GEO). The
system is characterized by two non-collinear lines-ofisig’hich are combined by a beam splitter
which as well provides attenuation of the Earth’s magnitudereby images of a Star-field, per-
pendicular to the Earth vector, and the Earth are projeatealingle focal plane thereby merging
the functionalities of a Star-sensor and an Earth-sensarsimgle instrument. The use of such
a sensor combination facilitates the determination of ellgats attitude as well as its position
relative to the Earth.

Goal of this work is the development and evaluation of thetigms necessary for determination
of attitude, position and orbit, the setup of a prototype amaboratory test-environment for veri-
fication of the system’s feasibility and performance. Ratéir support for the system'’s feasibility
in LEO was given by a successful flight experiment of a fun@ianodel of the proposed sensor
on the Italian technology-satellite MITA. The validatioarfGEO was performed using images
provided by METEOSAT. The flight data is supplemented by fialid laboratory- experiments.

This work is divided into sections covering algorithms, giations and experiments. It closes with
the conclusions drawn, the lessons learned from the igaggins and a summary of the results.

Personal contributions are the following:
In theimage-processing algorithms

e Star-tracking without need for Star-identification for lawgular rates,

Star-identification when dealing with high tolerances,

Implementation of algorithms for attitude determinati@ing Matlab,

Investigations on the variability of Earth-horizon measuents,

Estimation of the expected accuracy.
In thealgorithms on determination of position and orbit:
e Observability analysis of the proposed system,

e Development of algorithms for position determination,




e Development of algorithms for orbit determination,
e Estimation of the expected accuracy.
And in theexperimental validation:
e Evaluation of the flight experiment on MITA
e Evaluation of METEOSAT images
e Development of a simulation and test environment using et

e Setup, execution and evaluation of laboratory experimemttuding test environment and
functional model in form of a®ptical Functional Testbe(@®©FTB),

e Setup, execution and evaluation of field experiments.
Further topics were covered in cooperation with Astri@ptical Instrumentand EADS-CRC:

e Simulation of thePoint-Spread-FunctioiPSF) for simple optics,

Star-center determination (Centroiding),

Star-tracking without need for Star-identification for Iigngular rates,

Earth-horizon and Earth-center determination,

Calibration of optics using Star-pattern images,

Data acquisition in field experiments,
e Evaluation of flight data.
EADS-CRC in particular contributed essential parts to thegienarocessing algorithms.
As part of a master thesis (Behrenwaldt [2]) the sensor wahderd to an opto-inertial system.

In the process, three papers ([3, 4, 5]) were published angatents ([6, 7]) were submitted for
acceptance at the European Patent Office.
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Chapter 1
Introduction

1.1 Motivation

The determination of the position of a satellite is one ofrtfagor tasks throughout the lifetime of
satellite - and sometimes even longer than that. While noysatlee position of satellites is mostly
determined based on observation by ground stations, theréendency towards autonomous at-
titude and orbit determination of satellites. The goal @ thork is the investigation of a new sy-
stem for on-board-autonomous attitude and orbit detertoimén orbits ranging fronL.ow Earth-
Orbits (LEO) over GEO Transfer-OrbitfGTO) to Geostationary Earth-Orbit¢§GEO), using a
novel micro-technology sensor-assembly. The invesbgatinclude the assessment of available
algorithms and hardware, the combination of these to forendisired sensor-suite, the devel-
opment of the necessary algorithms to enable the desiratdidnality of a combined sensor for
attitude and orbit determination as well as the experimestadation and characterization of the
system.

The main drivers for autonomy are the need for mission aflitiming of maneuvers and to cover
unpredicted loss of communication. These needs primarnigg an Earth-orbits, yet they play an
important role in the case of planetary exploration. Inmgianetary flight the additional limita-
tions in tracking budgets and capabilities come into playthe proposed fashion, the sensor can
serve as primary system for attitude and orbit determinatgwell as a back-up system in the case
of failure of primary systems, such as GPS/Star-sensor t@tibns. The advantage of a sensor
working in the visible regime to GPS is the insusceptibildynicrowave radiation, as e.g. present
in satellites equipped with &ynthetic Aperture Radd6AR) payload.

In particular, this research is based on the Ph.D.-thesissgfz richtungsmessender Sensoren in
der autonomen Bahnregelung geosynchroner Satelliten” bgedinofel ([8]), the evolvingAc-
tive Pixel SensofAPS) technology and a patent on a ,Combined Earth-/Stas@eBystem and
Method for Determining the Orbit and Position of Spacectrdéveloped at Daimler-Chrysler
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partially
transmis-
sive mirror optics

APS-
Detector

Figure 1.1: Principle of Sextant-Sensor

([1]). The algorithms developed in the frame of this these&sevevaluated and verified in special-
ized simulations and experiments accompanying their deveént. Experimental evaluation and
validation is based on data provided by tero-Tech.-Sensor for Attitude and Orbit Measure-
ment System@TS-AOMS) flight-experiment on th#linisatellite Italiano a Technologia Avan-
zata(MITA) ([9]), laboratory experiments, including the setopa functional breadboard, field
experiments and METEOSAT images. In particular, the imadptained by the MTS-AOMS and
METEOSAT were evaluated with regard to the Earth-horizopeaseived fromLow Earth Or-
bits (LEO) andGeostationary Earth Orbit§GEO), respectively. The experiments in their union
served as a system-level validation of feasibility and granance.

The sensor as it will be investigated is capable of obsertigyFields Of View(FOV) for ob-
servation of the Earth and the Stars, respectively. The t@dgare combined on the detector
by means of a beamsplitter as can be seen in fig. 1.1. The réarsosing one of the FOVs for
Star-observations, the second for Earth-observationrigetkefrom the necessity to determine the
attitude as well as the position of the satellite relativéht® Earth, while attenuating the Earth’s
brightness. The partially transmissive mirror reflects 94f%e Star-light onto the detector, while
transmitting only 9% of the Earth’s brightness. The Earihtensity is furthermore reduced by a
filter, on which the partially transmissive coating is apgli The system such reduces the intensity
by a factor of 4000.

It will be shown that only these two measurements are suffide autonomous attitude and
position determination of a satellite in the inertial refiece system. The satellite’s attitude matrix
is determined using the feature ofamtonomous Star-trackemhe attitude is in general described
by a rotation matrix, also called tH&irection Cosine MatriXxDCM). In brief, the DCM consists
of three orthogonal vectors, which define a right-hand coate system. The orientation of this
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coordinate system in thigarth-Centered-Inertia(ECI) reference-system is determined using the
vector measurements to the observed and identified Starsnihvectors to which are known in
the ECI reference-system. The position is then determinealsing the Earth-image in order to
find the Earth-vector in sensor coordinates and then tramsitanto the inertial system by using
the attitude matrix gained from the Star-images. The coatdi systems are explained in greater
detail in chpt. 2, the algorithms leading to knowledge of slagellite’s attitude and position are
discussed in chapters 3 and 5.

The detector itself operates in thesible (VIS) regime, thus providing an image as it would be
observed by a regular camera. The reason for this is thelplitysof working with low-cost and
technically undemanding components. The reason for usig #chnology is given in the low
cross-talk between adjacent pixels, resulting in the jpdggiof observing very bright objects
close to very dim ones. Another advantage dvbkarge Coupled DevicCCD)-technology lies in
the possibility of selective readout of specified pixelgheut changing their noise, as was the case
in CCD-readouts. The idea of using a single basis for both F@k'ses from the need to reduce
misalignments due to thermal deformations. It additignallows for reduction of the system’s
mass, power consumption, complexity and cost.

The effect of time-varying misalignments was investigdigduckenhdofel ([8]) leading to the con-
clusion that, while it is in principle possible to determesatellite’s position with non-collocated
sensors, it results in complex calibration proceduresciwhiecessarily are time-varying and de-
pendent on the satellite’s attitude and position relatv8un and Earth. Additionally vibrations of
the satellite introduce a noise of higher frequency intosystem. These problems are diminished
by the proposed setup, which has been flown and validatedgltiie MTS-AOMS experiment
as part of ESAsTechnology Flight OpportunityTFO)-program. The mission was successfully
completed after approx. 400days, the effective experirierg was 229days. The reason for the
change from the proposed experiment duration of three yeasompletion of the primary mis-
sion. Nevertheless, to the author’s knowledge, the exmains so far the longest in-orbit test of
Micro-System-TechnolodST) components.

The accuracy requirements taken for reference are basegimaltrequirements for satellites in
geostationary (GEO), medium (MEO) and low (LEO) Earth orbliey were chosen to bel0 in
position and the equivalent of/10™" pixel in the Star-center determination, which resultedrin a
attitude accuracy of approximately 10arcsec in pitch andaad 50arcsec in roll.

Throughout this work, the algorithms presented have begém@ed for use in Matlab. This is due
to the presence of standard mathematical functions andlization options inherent in Matlab.
For this reason, the explanation of mathematical functierignited to those not present in the
software tool.
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Figure 1.2: Sensor-suite of a typical geostationary stdell

1.2 Status of Current Developments

1.2.1 Attitude and Orbit Determination

To date, theattitude determination of GEO satellites is primarily based on a combination of
Earth- and Sun-sensor measurements, requiring a sensgnshich is distributed throughout the
satellite (see fig. 1.2). In particular, the Sun-sensorallysoonsist of at least three individual sen-
sors to guarantee a circumferential view. The problem aatsutwith the attitude determination by
use of a combination of Earth- and Sun-sensors is that tiigdstican only be determined as long as
the Earth and Sun are visible in the appropriate sensor., Tiigssombination is only applicable to
detection of small deviations from a nominal Earth-oriéinta Star-sensors overcome this draw-
back by their advantage of using Stars as references. Initusrder to determine whether any axis
is oriented towards the Earth, they need the informatiorhersatellite’s position. Examples for a
Star-tracker and a LEO Earth-sensor are shown in fig. 1.3 s@tedlite’sposition determination
usually is performed by ground stations via tracking. Savéifferent tracking mechanisms are
put to use, ranging from passive systems, which do not neeshtastructure on the satellite (e.qg.
Radar), over semi-passive/ semi-active measurements whaith passive elements, such as retro-
reflectors on the satellite (e.§atellite-Laser-Rangin¢SLR)) to systems using active components
on the satellite, using the downlink-delay for distance sose@ments. GPS-receivers for satellites
are currently under development, forming a ,semi-autonasisystem, which is dependent upon
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Figure 1.3: Star-tracker and LEO Earth-sensor

an existing infrastructure, i.e. GPS satellites, but otlws provides the satellite’s position with-
out further need for ground stations ([10]). An approachilsinto the one proposed, but used
primarily to provide a three-axes Earth-reference in GE® published by the EDO Corporation,
Barnes Engineering Division (,Three Axis Earth-/ Star-Sef\§11]). The Star-observation was
restricted to Polaris and near-polar Stars, thus limithregdensor to equatorial orbits. Another ap-
proach which was based on the sextant-principle was propegh the Space Sextarily Magee
([12]) which was later-on refined by Mikelson ([13]). The @@ was characterized by a highly
complex mechanical setup using two telescopes, which wesgyed to rotate relative to each
other. In this fashion the angle between a Star or Star«pasted the Earth- or Moon-limb was
to be determined. The system was flown in 1983, yet, to theogatknowledge, results of this
mission have not been published to date.

1.2.2 Star-sensors

Since the dawn of Star-trackers, the principle changed smgle-Star sensors, like thilaris-
sensor to Star-pattern sensoysvhich acquire multiple Star-images. In the beginningséhpat-
terns were mostly predetermined prior to their mission.hvifie advance of computational power
and detector technology, so-call8thr-trackersor autonomous Star-trackeesnerged, which were
able to autonomously track and identify Stars supplied byaa-&talogue. Following the Star-
identification process, the determination of the satédliter to be precise: the sensor’s, attitude
can be determined using a multitude of algorithms (see &43).[

The following section will give a short overview on the curtstatus and design of off-the-shelf
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Star-sensors. It is to be seen in context with the high ialation with the sensor as presented in
this work.

While the APS-technology is under extensive investigatiorurrent Star-sensor developments,
commercially available Star-sensors up to date are bas€Cnitechnology. The main distinction
can be made between Star-cameras, only supplying the $&surements, araitonomous Star-
sensorswhich, in addition to supplying the Star-measurementtgaldalse measurements and
return the sensor’s attitude. In this case, ofgar-trackingis performed, where the Stars are not
actually identified in each step, but only in the acquisitior later-on tracked in their movement
across the detector. Jet Propulsion Laboratory (JPL) gesvihe following definition, with a
slightly different nomenclature:

e Star-cameraletects images of Stars,

e Star-trackerincludes a camera plus hardware/software that puts out saerenediate level
of information, such as a list of Star centroids in the speafécoordinate-system,

e Stellar Compasss a Star tracker plus software that can identify Stars andgdigut the
spacecraft attitude.

A wide range of definitions is being used, when it comes to thetpvhere the attitude is provided
by the sensor suite. Apart froBtellar Compassnomenclatures likéntelligent Star-trackerand
Autonomous Star-trackere those most commonly used.

An intensive study on the design of hard- and software for-&tasors is published by Schmidt,
Jena-Optronik GmbH (DJO) ([15]). The particular sensomis fintelligent Modular Star and
Target Tracker®, which has been developed in the frame oE®B&-project SETIS. Major limita-
tions in the design of Star-sensors arise from the obtagfaighal-to-Noise Rati¢SNR). Due to
the limits in the exposure time because of system specditsifje.g. data-rate, maximum angu-
lar rates), and the necessity to be able to observe a mininwmier of Stars in the FOV at any
given time, the desired SNR leads to requirements on theal®ystem, which can not always be
fulfilled.

A comparison of ,standard” Star-sensors shows similar irequents on data-rate and number
of observed Stars. The major difference is given by diffedfé@Vs, ranging approximately
from 4° x 4° to 20° x 20°. The mean is found to be approximately equal to an area 0435
respectively a FOV with the angular dimensions of aba&t % 11°. The image is detected on
a pixel grid with approx. 25010° pixels, or 456 x 553 pixelg, respectively. The detection limit
is in the order of 2my. A comparison of the Star-catalogues proves to be insigmifjcsince

in many cases mission-specific catalogues are used. Comgpanly those covering the com-
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plete hemisphere, they contain approx. 5600 Stars, witatigelar-separation-catalogue contain-
ing inter-Star-angles up ta®° . The mean number of tracked Stars amounts to be six, notiogunt
the ,Advanced Stellar Compass* ([16]), which tracks all &afalie Stars (mean 60) and thus would
have presented an illegitimate increase on the average-mtg in most cases was betwedhzl
and 1(Hz, the achievable accuracy about the more accurate axesgnttiiaw is approximately
one arcsecond (B600°) at a maximal angular rate of aboutl0/s.

In the comparison of Star-trackers, two parameters coirggactcuracy are of major interest: the
bias, and thé&loise Equivalent AngleNEA). The NEA is a statistical error in the attitude, argin

from ,true“ noise sources like the dark current noise, phatoise, discretization noise, noise
introduced by the electronics and similars. They tend tecafthe centroiding accuracy of the
Stars, thus leading to an angular error in the attitude detetion, which defines its name.

The definition of the bias is slightly more complicated, sintcdeviates from the common under-
standing, in comprising various sources of errors, whiclmaibchange or do not change signifi-
cantly throughout the satellite’s lifetime, but can not bbeue not calibrated. This means that they
include misalignments, but as well effects of the optics datbrmations of the detector itself.

In general, the bias can be reduced, through thorough igedisin of the system, further calibra-

tion and changes in the hardware. No convention on the catibmof these two error sources

has been agreed upon, to date. Two major procedures are@ppihe adding the bias and NEA

geometrically, as with two independent noise sources, theradding them linearly, since the

bias can not be treated as a noise-process. These two presathed to be discriminated, when
comparing the overall accuracy of a Star-sensor system.

1.2.3 Earth-sensors

While the use of a detector in the visible regime is a commoncehfor Star-trackers, it is rather
uncommon for Earth-sensors. Typical Earth-sensors noygadeeinfrared (IR) Earth-sensors.
This means they observe the Earth in the IR regime at arouf-24600nm, which is the
emission-band of C® Using only that specific region of the IR results in a more bgeneous
intensity distribution, than using a larger fraction of tRe which results in a rather inhomogenous
appearance of the Earth (see [14]). The advantage of usintiRtin general is its observability
throughout all orbit phases. Using Earth-sensors whiclemes the Earth in the visible regime,
commonly calledAlbedo-sensorghis is not necessarily given: In that case the Earth mighbe
visible when the satellite is in the eclipse. An IR-sensot still receive a signal, since the Earth,
even at night, is much warmer than the surrounding Univemsitlaus emits a detectable level of
IR-radiation. Furthermore, in general the result@ignal-to-Nois€S/N) level is higher than that
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of Albedo-sensors ([14]). To the author’s knowledge, ne@stigation on this topic, using modern
CCD- or APS-detectors, resulted in commercial applicatighs, (L8]). A rather uncommon, and
to the author’s knowledge never commercially availablelization was a three-axes Earth sensor
in the ultraviolet (UV) regime (,Apparatus for determining 3-axis spacecsdfitude”, [19, 20]).
The idea of this sensor was to use UV-imaging of the ozone lagebservation. The Stars as
well were observed in the UV and the image was mapped ontogéesuiv-detector. Using the
information of the observed Stars, the sensor not only pexvinformation on the Earth-vector,
but on the attitude matrix as well. The problem with the Uvis& was the system’s complexity,
which resulted from a large FOV, observed by a ball-lenscivim turn resulted in the need for
field-flattening optics based on optical fibers.

1.2.4 Detectors

The main difference dealt with in the scope of this thesitésdifference between CCD and APS
detectors.

The CCD and the APS are the two most commonly used sensor tegne®ko date. Both are
composed of silicon using similar foundries. The differemanufacturing processes, though,
make them very different in capability and performanceimdtely providing them with differ-
ent strengths and weaknesses. The main difference betweena@€BPS imagers is that the
charges generated in a CCD need to be transferred to a ,,ceattamplifier, while in an APS
each pixel contains its own charge to voltage amplifier. Tedices the effective area available
for detection of incident photons and results in a larger uhattbn of the sensitivity across the
pixel, yet reduces the probability of failures of completers, as they may occur in CCDs.

The advantages of current CCD-technology, as it is for ingtarsed in camcorders, lies in its
heritage, a higher sensitivity and a high fillfactor, whidlows for a more accurate determination
of the observed Stars’ visual magnitudes. Another advan&the well known and well defined

penetration depth of photons into the photosensitive natén APS-technology, this depth is less
well defined, leading to higher inaccuracies in the deteatnom of the Stars’ centers in case of
higher angles of incidence.

The advantages of APS-technology are given by their higlanhyarange, when for instance using
a logarithmically scaled detector, the low cross-talk stwadjacent pixels as well as the oppor-
tunity of directly addressing sub-arrays. They are toletahigh illumination levels, allowing for
direct Sun-observation without immediate destructiorhefdetector, as it is the case with standard
CCDs. This allows for larger FOVs, which have a higher prolghbif Sun-incidence. Further-
more, they are inherently tolerant to radiation, thus mgkirem the right choice for space-based
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Table 1.1: APS specifics as compared to CCD technology

Advantages Disadvantages

high dynamics (with logarithmic detector) e low fillfactor (a-silicon as solution)
low cross-talk e higher noise £ factor of 20 in noise-

electrons)— lower signal-to-noise ratio
e tolerant to high illumination levels e uncertainty in physical behavior concern-
ing the penetration depth of photons
e simplified electronic supply voltages e |ower sensitivity

e |low power requirements

e simplified read-out electronics

e random access to pixel regions of interest

sensors. Additionally, the electrical setup is simplifigcllse of a common voltage in the read-out
and processing electronics , whereas in the case of CCDs tworersupply-voltages are required.
As a result, they are a cost-effective alternative in thegiesf medium-accuracy Star-trackers.
A summary is given in table 1.1. For more in-depth informaton the status and technology of
CCD and APS detectors be referred to the numerous sourcealdgaih this topic, as e.g. [21].

1.3 Goal of the Thesis

1.3.1 Attitude and Orbit Determination

In the system under investigation, thitude determination is performed using Star-images, thus
eliminating the problem associated with the collineantyten the Earth, the satellite and the Sun
form a straight line, the satellite’s attitude is unobsbetgavith an Earth-/ Sun-sensor combination.
Furthermore, the vector towards the Earth-center is détexn providing an alternative 2-axes
attitude. In a further step thgosition determination is changed to ben-board-autonomous
alleviating the need for ground-based standard procegasesirveillance and command of station-
keeping maneuvers. This takes autonomy a step further tieastetvelopment of GPS-receivers for
satellites, which depend on an existing infrastructuee, iGPS satellites and the availability of
their signals and information, and such form a ,semi-autonos” system (see [10]).
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1.3.2 Star-sensors

As the proposed system uses the functionality of a Stamsdrased on APS-technology, ma-
jor parts of the thesis deal with the algorithms requirednteo to evaluate images obtained by
the APS-detector. These algorithms in particular contagndetection, centroiding, tracking and
identification of Stars and the subsequent attitude detextion. In total, the system qualifies
as anAutonomous Star-trackefThe developed algorithms will be evaluated and validatgdgu
data obtained by the MTS-AOMS, laboratory experiments ald &xperiments performed in the
Bavarian Alps.

1.3.3 Earth-sensors

The determination of the Earth-center from Earth-imagesides the system with the additional
feature of an Earth-sensor. As the Earth is observed useggtime detector as for the Star-images,
the development of algorithms for evaluation of Earth-iesgn the visual regime is required.
In particular, algorithms to determine the Earth-horizowl éhe Earth center are needed for all
desired orbits. These orbits include LEO and GEO orbits,s&sl bby MITA and METEOSAT,
respectively. In total, the system qualifies asAdbedo-sensor The developed algorithms will
be evaluated and validated using data obtained by the MTBKa\Qaboratory experiments and
METEOSAT images.

1.3.4 Detectors

In contrast to the commercially available CCD-technologg,dloposed sensor system is based on
the arising APS-technology, which is under extensive itigation in current Star-sensor develop-
ments. The chosen APS-technology offers the advantagedaiftise readout of specific pixels
and a high reduction in the cross-talk between adjacentigéering the possibility of high rep-
etition rates and of observing very bright objects, suchhasdgarth, close to very dim ones, such
as Stars. The choice of the APS-technology requires spabjfi@ilored algorithms concerning
the centroiding, as they are not, in general, composed ot{3gimmetrical pixels.
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1.4 Required Investigations

Resulting from the desire to develop a sensor capable of ardlButonomous attitude and orbit
determination with the features as introduced above, th@fimg list of topics to be covered and
ultimately merged has been compiled:
Image Processing Algorithms
e Centroiding for sub-pixel accuracy in determination of Sasitions
e Star-Tracking for rate determination without need for gyoo information on the satellite’s
attitude
e Determination of Earth-horizon in the visible regime fortBareference
e Tracking of horizon to reduce computational load
Algorithms on Position and Orbit Determination
e Combination of Earth- and Star-information for attitude anlit determination, resulting in
inertial- andLocal Vertical, Local Horizonta{LVLH)-attitude
e Simulation and Error Analysis of the combined system, idtlg prediction of the achiev-
able accuracy in attitude, rate and position
Experimental Validation
e Concept and setup of optical functional testbed (OFTB) foidagion of core-algorithms
and rapid-prototyping
e Preparation for sensor tests on the OFTB and in the OptichlFeeility, transfer of software
to PC and simulator, resulting in a Breadboard of core-fomsti
e Evaluation of data gathered in MITA flight-experiment forteélenination of the system’s
capabilities and limitations
e Evaluation of experiments, leading to verification of céwaetions and recommendations
for necessary improvements
e Extension to optical-inertial-system for functional redancy over short periods
e Definition and Preparation of future flight experiment, udihg recommendations gained
from flight experiment on MITA

All of these tasks are successfully completed in this work.




12 Introduction

1.5 Organization of the Thesis

This document is segmented in various sections in orderdoessively lead to a complete picture
of the investigations carried out. In order to do so, the nbaidy is divided into several parts, out-
lining the approach: In the first part the algorithms and cotapsimulations for image processing
and position- as well as orbit-determination, which weredusnd developed to process the sensor
data, are presented and discussed. They are followed bypéeclua the experimental validation
of the sensor’s functions and the stability of the data pssitey, which accompanied their devel-
opment. It contains the description of the experimentalgetealized and used throughout this
thesis, including details on the MITA sensor, the labonatostallation set up at EADS Astrium
GmbH, Munchen, and the field experiments, followed by thewdision of the data and results
obtained. The investigations end in a discussion on oper@tiaspects, the lessons learned and
conclude with the achievements of this work.

Chapter 2 precedes the main body with the principletatd-processing in Star-sensorthe mod-
eling of measurement noiseas it is treated throughout this thesis, as well as theduizton of
the coordinate systemsused. It further explains the main preliminaries attitude determi-
nation, position determination and concludes with an introduction to thebit determination
using position measurements.

Chapter 3 introduces on thmage processing algorithmswhich are divided in those related to
the Star-observations (chpt. 3.1) and to the Earth-obBenvgchpt. 3.2).

Theattitude determination from Star-measurementsin chpt. 3.1 is based on various algorithms
on processing Star-observations. This begins with thessecg detection and extraction of possi-
ble Stars from the image. In chpt. 3.1.1 an approach is ptedewhich is based on the knowledge
of the Star-image’s intensity distribution. Starting walsimple threshold, the extraction is fur-
ther refined by approximate knowledge of the distinct intgnsatios of neighboring pixels in
case of Star-presence. This detection step is followed &ydmtroiding process as discussed in
detail in chpt. 3.1.2. Centroiding in this case denotes therdenation of the Star-center to an
accuracy below the pixel level by usirggpriori knowledge on the optical system. As will be
shown in chpt. 3.1.2, there are several issues, when deaith@ large FOV in combination with
simple, commercial optics, as chosen for the proposedmsykiereduction of system price and
mass. The centroiding process is followed by the identificabf the observed Stars, explained
in chpt. 3.1.3. The algorithm developed in this framewor& fg'st acquisition, polygon-matching
approach, based on a catalog containing the angular sepdoatween Stars as well as a standard
Star-catalog for Stars in the visible regime (Hipparco£])2 The Star-identification is ensued
by attitude determination, as it is described in chpt. 3. Aitude determination is based on the
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known directions towards Stars in the ECI reference-sysidnth are mapped onto the directions
as perceived by the sensor using the attitude matrix. Sesfgi@arithms for determination of the
attitude matrix have been compared, out of which$ivegular Value DecompositiofsVD) was
chosen due to its reliability and speed when using Matlake &ttitude determination is followed
by a chpt. 3.1.5 on Star-tracking. Star-tracking providessrheans of determining the rotation of
the satellite without need for Star-identification. Thi®fdigh value when initializing the sensor,
as the Star-identification, with no prior information of thatellite’s approximate attitude, might
take too long for determination of the actual spin rate tgrodifferential images. The chapter on
the Star-algorithms closes with a prediction of the obtal@attitude accuracy (chpt. 3.1.6).

TheEarth-center determination is addressed in chpt. 3.2. The process, again, starts wetea-d
tion and extraction, this time of the Earth-horizon, as ekpd in chpt. 3.2.1. Again, a threshold
is augmented with known local properties, which have to b#léd in order for a point to be
accepted as a possible part of the horizon. Since localieriterned out not to be sufficient to
guarantee horizon points, additional global criteria wiekestigated. Once an adequate set of
points is found, these points are passed to the determmatithe Earth-center, as discussed in
chpt. 3.2.2. It turned out that, again, it is beneficial to ageriori knowledge, this time about
orientation and oblateness of the Earth in order to achieeeh accuracies. The chapter, as well,
closes with a prediction of the obtainable accuracy for L|E® GEO (3.2.3).

Chapter 4 on thevaluation of the image processing algorithmss divided into the simulations
necessary for verification of the algorithms concerningsStehpt. 4.1) and the Earth (chpt. 4.2).

The simulations on the attitude determination from Star-measuements are introduced in
chpt. 4.1. The simulations carried out deal with the questiconcerning reliability and com-
putational burden in chpt 4.1.1 as well as the achievablaracyg in chpt. 4.1.2. The simulations
are performed in a parameterized fashion, in order to takerent levels of expected centroiding
accuracy into account. The simulations confirmed the coapproach in the Star-identification
algorithms, while additionally providing an estimate or thecessary computation time, which
turned out to be approximately quadratically dependenthentdlerance specified for the Star-
identification. The accuracy of the attitude determinapooved to be approximately proportional
to the inverse of the square-root of the number of measurenasit is expected from statistical
considerations.

The simulation on the Earth-center determination is explained in chpt. 4.2 and is kept rather
short. An analytical approach on the intensity distribotdthe atmosphere as seen from a satellite
was derived, taking into account tlogptical pathlength meaning the length an imagined ray of
light stays within the atmosphere prior to reaching the speaft as well as an assumed exponential
decay of the atmosphere’s density. The overall exponefgizy of the perceived horizon intensity
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led to the idea of using a filter for detecting exponentiapsk rather than the transgression of a
threshold.

Chapter 5 concentrates on thkyorithms on position and orbit determination, which are di-
vided in those used for the determination of the satellpesition (chpt. 5.1), which is indepen-
dent of attitude dynamics and orbit of the satellite, anddtiet determination (chpt. 5.2), which
requires knowledge of the orbit dynamics and allows forease in the position accuracy.

The position-determination in chpt. 5.1 develops the mathematical formulation of thabfam
with the preliminary of a known Earth-vector and attitudetrixa It is shown that a direct proce-
dure, using vector measurements only, results in a veot@rtts the satellite. This vector is given
in the ECI reference-frame. The distance from the Earth céntibe satellite is determined using
the apparent Earth diameter. The algorithm itself has agstréorward explanation: The satel-
lite’s position can be shown to be a transformation of thel=aector as observed by the sensor
aboard the satellite into the ECI-reference system by uskeeo$atellite’s known inertial attitude
(chpt. 5.1.1). This results in a closed form solution for éfffects of errors in the Earth-vector and
the attitude on the determination of the satellite’s positiThe total variance can be shown to be
approximately the sum of the variances of the two functiibieal (chpt. 5.1.2).

The orbit determination is addressed in the final chapter of the algorithms sectiopt, &.2. In
addition to the satellite’s position, velocity informatias included in the state, establishing the
opportunity of increasing the position accuracy. Usingdbditional information furthermore al-
lows for the determination of the orbit parameters and theH\eference-system as defined in
chpt. 2. Two Kalman-filters are presented in chpt. 5.2.1. Gfniaese uses the satellite position
as observation, the other the vector towards the sateTite. latter relieves the system from us-
ing another measurement disturbed by noise: the apparetht-Eaius, which additionally might
contain a bias due to cloud cover and the difficulty of detamg the true horizon in the visible
regime. Both algorithms are developed such that they allovedosor failures. In chapter 5.2.2
the observability of the proposed system is proven irHhlereference system, since it allows for
an easier representation. The prove has been carried dwe BGI-system as well, using Maple,
confirming the results as obtained from the Hill-system. @ag&nition of the coordinate systems
used is given in chpt. 2.

Chapter 6 on thevaluation of the algorithms on position and orbit determiration is divided
into the simulations necessary for verification of the alfpons concerning the position (chpt. 6.1)
and the orbit (chpt. 6.2).

The steps followed for aimulation on the position determination are described in chpt. 6.1.
The results from this chapter are used to verify the resuis fchpt. 5.1, especially to show the
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accuracy’s dependency on the attitude and position of ttedlisa This simulation is used for the
point solutiononly, meaning that no filtering is applied at that level.

The simulations on orbit determination from sequential positon measurementscloses the
simulation chapter. The simulations are used for tests ersthcalleddynamic solutionwhich
solves for the satellites state using filtering of the poaitiBon. The accuracy of the propagation,
in the Kalman-Filter as well as in the simulation, can be emaarbitrarily, ranging from the use
of Keplerian-motion only to &ligh Precision Orbit Propagato(HPOP) which takes into account
a wide range of disturbances. The simulations showed tleak#tman-filter fulfills the purpose
of increasing the position accuracy and determination efsétellite’s orbit, even in the case of
realistic sensor outages in the range of up to 90 minutes.

Chapter 7 presents trexperimental validation and starts with the introduction of thexperi-
mental sourcesin chpt. 7.1.

A wide range of experiments has been carried out, the soerogfoyed being the MTS-AOMS
on-board of the MITA satellite experiment as described iptci.1.1, the laboratory experiments
as outlined in chpt. 7.1.2, the field experiments carriedasuexplained in chpt. 7.1.3 and the
METEOSAT data specified in chpt. 7.1.4.

This is followed by theexperimental resultsin chpt. 7.2. The chapter contains the experimental
validation of the performance of the proposed system insehStar-measurements (chpt. 7.2.1),
Earth-measurements (chpt. 7.2.2) and the combined posiBtermination (chpt. 7.2.3), which
finally proves the algorithms consistency.

The chapter ends with thexperimental conclusionsin chpt. 7.3, where a comparison between
the experimental results and the analytical predictionshfe system'’s accuracy is performed.

Chapter 8 on theperational aspectswhen dealing with a purely optical system for attitude and
orbit determination, succeeds the experimental sectidreads the body of this work.

The operational aspects include #eguisition (chpt. 8.1) critical mission phaseqchpt. 8.2) and
concludes with remarks ageneral considerationgchpt. 8.3) to be minded.

Chapter 9, containing tHessons learned and conclusion$éinally closes this work.

The text is supplemented with akppendix (chpt. A), containing further information oalgo-
rithms, simulations andexperimentsas well as themomenclature and abbreviationsused.







Chapter 2

Preliminaries

The principle task of the combined Earth-/Star-sensorasigtermination of the satellite’s attitude
and position in the inertial coordinate system, where trgtjpm-vector is pointing from the center
of the Earth to the satellite. The data obtained by the seitself is given in the body-fixed
system of the satellite. The attitude then has to be repteden a notation which relates the
orientation of the body-fixed to the inertial coordinateteys. This can be done by either a rotation
matrix or in quaternion notation. The angular relation dwthe two coordinate systems can be
obtained from the Star-measurements. The position carbieertermined using the Earth-vector,
as obtained from the Earth-center determination, andingt#tinto the inertial system by means
of the previously obtained rotation matrix.

The length of the position vector can be determined by difiemethods. One of them is to use
the apparent angular radius of the Earth for a calculatidheflistance, the other the application
of a filter to make use of the satellite’s angular velocity @lthe Earth, which can be related to
the orbit height. The same principle obviously holds forestbentral bodies than the Earth. This
chapter will introduce the basic assumptions, coordingstesns, processes and equations used
throughout the thesis.

2.1 Data-Processing in Star-sensors

The data-processing generally used in autonomous Staoiseis divided in two principal sec-
tions: The image acquisition including low-level pre-pesesing and the digital processing of the
data. The image acquisition includes the amplification efdlynal, so-calledorrelated double
samplingfor reduction of noise, thdark reference clamfor elimination of the bias as well as the
subsequent analog-to-digital conversion. The digited @athen processed in two further steps: the
object-extraction and the object-identification. The objextraction includes the identification of
false signals caused by pixel defects and radiat®indle Event Upse{$SEU)). Pixel defects can
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be treated in different ways: their individual values canifistance be substituted by their prede-
cessor, successor, or their mean value. In case of a confobject-extraction, the object is passed
to an algorithm determining the objects’ center by meanseafroiding. The result is a corrected
position of the object’s center in pixel-coordinates, tinduding thex- andy-position. Thex-
andy- position is then translated into a unit-vector. In casedefi optics, this step is a straight-
forward process. In real optics, often enough, the procsas®re involved, as optics-irregularities
need to be included. These effects will be dealt with in d&tachpt. 3.1. The determination of
the vectors towards the measurements is followed by a &tification. In an extended logic,
objects which are not Stars can be excluded. In generalsBraors comprise different modes for
different angular and data rates.

At start-up, when na priori information is available, the Star-sensor has to perfornsa dic-
quisition, taking into account all Stars. Since the congletar-catalogue has to be searched, this
in general results in a computation time greater than thencomhy required data rates of 1Hz
or 10Hz. Once the acquisition was successful, the Stalesesnswitched to alracking Mode

In this mode the approximate attitude can be deduced fromr@ous measurements, resulting
in a smaller catalogue, which needs to be searched for Staesexpected attitude is calculated
using the angular rate of the satellite, either through kadge provided by rate-sensors, or by
estimation from the attitude’s time history. In the caseratking, ideally, no identification needs
to be performed, since the Stars’ identification is knownrdythe tracking process. New Stars,
which enter the FOV are already known, due to the informandhe catalogue. Exceptions occur
in cases, when a Star is temporarily out of sight, either dysxel defects, SEUs, or obstruction
by other objects (commonly referred to@dended objec)sin that case, they are excluded from
the tracking list and sometimes re-tracked, once they empp the FOV.

2.2 Measurement Noise

As in most technical processes, the measurement noise aivithed in two components: physi-
cally and technologically based noise. Technologicallydabnoise comprises those components,
which can be reduced by a more advanced technology, suchitas &ectronics. Physical lim-
itations arise, when Stars are observed: since the meagqueadity, i.e. the Star’s photons, are
guantized and limited in number, the noise level is dependarthe Star-intensity, obeying a
Poisson-distribution. This leads to a standard deviatibrckvis dependent on the intensity and
the observation time. In particularrelates to

Ophoton-count= VI -1 (2.1)
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with the intensity parametérin [photons/second] and the camera’s exposure timgseconds].
Note that the photon-noise is not Gaussian, not additivenahdthdependent of the signal.

A combination of physically and technologically influenceaise is found in thermally induced
noise, which in the case of typical APS-detectors doublel K. The centroiding noise, which
ultimately defines the Star-center determination accyragyeneral is approximated by a Gaussian
distribution (e.g. [23]), being proportional to the squanet of the observed Star’s intensity. This
dependency and the influence of the Star’s position on thectigton its centroiding accuracy,
which will be explained in greater detail in chpt. 3.1.2,dsdo the idea of introducing different
weights for different Stars in the attitude determinati@as proposed in the Appendix A.1.2.

2.3 Coordinate Systems

The three basic coordinate systems needed in the scopesathtsis, are the aforementioned
inertial andbody-fixedcoordinate system, plus an extra system: dbesor systemrlhe systems
are related by appropriate transformation matri€gs which converts vectors from coordinate
systenx to systeny. A strict distinction needs to be drawn betweengkasor systemnddetector
coordinates While the sensor system defines@ ordinate system, the detector coordinates are
the 2D coordinates of a point on the detector. Therefore e.g. @wézh Star in the sensor system
already includes effects of the optical system, while tha’Stletector coordinates, if not further
processed, are measurements with no information on thetidineowards the Star.

The inertial systems based on the solar-system’s ecliptic. In particular,dhigin of the Sun-

Autumnal Equinox ==

tic

Eclip

Plane parallel to
Equator-plane,
comprising

Vernal EquinoxY the Sun

Figure 2.1: Explanation of the planes used in the definitianertial coordinate-
systems




20 Preliminaries

¥Hin

Figure 2.2: Hill-System

centered InertiaSCI) reference system is in the center of the Sun and thetatien of the axes

is defined by the vernal equinox as tk@xis and the normal to the ecliptic as thaxis. The
y-axis is chosen to result in an orthogonal, right-hand cioaté system. The vernal equinox is
defined by the intersecting line of two planes: the Eartistgplane and the Earth’s equator-plane.
At the time of autumn, when both planes comprise the Sun, ¢letov from the Sun towards the
Earth coincides with the vector pointing towards the vedefining the vernal equinox. These
dependencies can be seen in fig. 2.1. Due to the precessioa Batth’s rotation axis, this results
in a time-varying orientation of the inertial coordinatestgm, with a period of approximately
26000 years. Various coordinate systems can be defined #lesg axes, the two most important
of which, for Earth-satellites, are the SCI and Bath-centered Inertia(ECI)-system. As evident
from the nomenclature, the coordinate system’s originéated in the center of the Sun and the
Earth, respectively. In the following, any reference to areytial* coordinate-system will refer
to ECI unless otherwise specified. The difference in the origitwo reference systems ideally
needs to be taken into account when using SCl-based Stavga¢sl, since it changes the apparent
direction towards a Star. This effect, callpdrallax, is neglected in the following, since the
resulting change in the apparent direction is below theatiete limit, even when ,close” Stars are
observed (e.gProxima Centauri 0.765"). This affects the equations in that no offset between
the coordinate systems needs to be considered.

A coordinate system which is based on the knowledge of thedlisa’s nominal orbit is theHill
system (fig. 2.2). In the Hill-system the origin of the cooate system is defined by a reference
orbit. Therefore only deviations of the spacecraft’s positelative to the reference are evaluated.
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Figure 2.3: LVLH-System

This results in a simpler formulation of the system’s trénosimatrix and immediate knowledge of
errors in the satellite’s position. The axes are chosen thatla,; is radial,yyi is perpendicular
to the orbit plane angyj; completes the rectangular coordinate system.

While these coordinate systems are used to describe théteat@losition and attitude in space,
the systems to follow are primarily used for the satellisgtdude. The LVLH is closely related to
the Hill-system with the sole difference that the systennigio is identical to the satellite’actual
position. The axes are again defined such thatthes always is oriented towards the center of
the Earth, so parallel to the position-vector, thaxis is perpendicular to the orbit plane and the
x-axis completes the rectangular coordinate system. lnlairorbits, thex-axis coincides with
the velocity-vector. A schematic of this system can be sadigi 2.3. The advantage in using
the LVLH as reference for the satellite’s attitude is givenits orientation: in case of an Earth-
pointing satellite, the nominal attitude needs to be alijnith the LVLH-system, leading to a
time-invariant attitude.

The body-fixed coordinate system is less stringently defilegpending on the type and orienta-
tion of the satellite, the system’s orientation can be chdssely, while in most cases it is either
chosen to coincide with the principle axis, resulting inagtinal inertia tensor, or to use a geomet-
rical symmetry to simplify the integration of other systemsisch as an additional sensor system. In
the case of MITA, as seenin fig. 2.4, the coordinate systeliigiseal with the rectangular shape of
the satellite structure. In this particular case,\tr&xis coincides with the nominal flight-direction,
thex-axis with the nominal Earth-direction.
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MTS-AOMS

Flight

Earth Direction

Figure 2.4: Body-fixed coordinate system as defined for MITA

Figure 2.5: Sensor coordinate-system as defined for MTS-8@MMITA
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In most cases, mission specific sensors will not be co-aligméh the body-fixed system, but
rather have a coordinate system tailored to their speciedsieIn the case for MTS-AOMS on
MITA, as seen in fig. 2.5, the choice for an individual cooatesystem arouse from the necessity
to observe the horizon, which in turn resulted in a tilted eearsystem. In the assembly as shown,
the sensor's-axis is co-aligned with the satellitezsaxis.

2.4 Attitude Determination

In order to determine the orientation of the satellite in itinertial reference system, attitude de-
termination is vital. The basis for attitude determinatignStar-sensors is the fact that the Star-
catalogue, which is used to identify the observed Stars eliscantains the vectors towards those
Stars in the inertial system. For high-accuracy attituderdenation, the influence of the paral-
lax needs to be taken into account, since it changes the etpdirection towards a Star. Since
this effect is at most-0.765”, and therefore below the accuracy expected for theesysinder
investigation, it is neglected in the following. Anothefesdt to be accounted for in high-accuracy
attitude determination is thaberration This effect changes the apparent observation-angle due
to the spacecraft’'s velocity in combination with the finifgesd of light. The change in the ap-
parent angle towards the Star depends on the angle betweapdbecraft's velocity vector and
the vector towards the Star. It is greatest, if these twcslawe perpendicular and then results in
a mis-estimation of the attitude in the order of 30” for a gatienary orbit. Again, the effect is
neglected in the following, as it can be easily be includeth@éon-board software in combination
with the knowledge of the satellite’s state-vector.

The Star-sensor determines the apparent Star-vectors setisor-system. These vectors are ob-
tained using a so-called centroiding process, which ifleatihe position of the Star-center on the
detector to better than one pixel. This step is followed byegpansion to a unit-vector, which
needs to take into account the optics used, if no ideal optindhe assumed. The Stars now need
to be identified by use of a Star-identification procedurgdneral, these procedures use the angu-
lar distances between the observed Stars and compare treeatalogue containing all possible
distances. Since this solution is not necessarily unidieahgular distances and the appropriate
Stars are combined to triangles and higher order polygbus,leading to a Star-pattern recogni-
tion in order to increase the identification probability.eTéngular distances are the only absolute
measurement to be gained from Star-observations. Theredgen though there are variants of
this procedure, most algorithms use this baseline.

Another measurement, which is fairly absolute, is a Staightness. This information, though,
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is mostly used in the verification process only, since it sslaccurate. Reasons for this are, for
instance, the different spectral classes present in Stduish result in different intensity levels
detected by the sensor due to its wavelength dependentiginsind wavelength dependent ab-
sorption in the optics.

Having found a valid Star-identification, it is now possibdedetermine the attitude of the sensor
by using the relation
b=A-r (2.2)

with b as the vector to the Star as determined by the measuremastthe (unknown) attitude
matrix andr as the reference vector to the Star, being represented inghel reference system.
This system can be solved fAras soon as more than one observation is available.

This attitude matrix now contains the information on theentation of the Star-sensor in the iner-
tial reference-system. The componenté\aire necessarily redundant, since the orientation can be
expressed in terms of the thrBeler angles, namely yaw, pitch and roll.

cog ) cog @) —sin(B) sin(y) sin(g)  coy) sin(¢) +sin(B) sin(y) cog@) —cogB) sin(Y)
A(g,B,0) = —cog0) sin(p) cog0) coq®) sin(0)
sin() cog() +sin(8) coY) sin(g)  sin(Y) sin(e) —sin(B) cogy) codg)  cogB) cogy)
(2.3)
In this representation it is vital to note, that the orderwihich the rotationsp, 6 and are
performed is not arbitrary. For the equation as given abtheprder isp about thez-axis, then
8 about the new-axis and finallyp about the latest-axis.

An alternative expression is the quaternion, which cossitfour components, which describe the
axis of rotation and the rotation angle. This representas@nly redundant due to the requirement
of the axis of rotation being a unit vector.

A@) = (G —1a) -1 +2-99" — 204+ [gx]. (2.4)

In this notation/qx] is equivalent to the widely usegj defining
axb=lax]-b=ab. (2.5)
The advantage of the quaternion as opposed to the Eulersaisgieat it provides mathematical

functions for successive rotations and requires no trigeetacal functions while still showing no
singularities.




2.5 Position Determination 25

In the case of small angles, the relation between the quateand the Euler angles is fairly
simple:

q:%[e U o z]T. (2.6)

Having determined the attitude of the sensor in the inestiatem, it is now possible to determine
the satellite’s attitude using the known relation betwdendensor and the body-fixed coordinate
system.

2.5 Position Determination

The position of most satellites and probes is related togetdnody, rather than the Sun. In the case
focused on in the scope of this thesis, the target is the Bahtich here coincides with the central
body, about which the satellite orbits. This will becomerapprtance in the orbit determination.
Since the position is needed relative to the Earth, the Baathor (in sensor coordinates) is a
required measurement. The identification of the Earth inroomly used Earth-orbits, meaning
orbits, which are not too far away from the Earth, is not a mdifficulty. In this case the Earth can
easily be distinguished from Stars and the Moon by its appamegular radius. The determination
of the Earth’s center, however, represents a computatjosuadl algorithmically difficult task. This
mainly originates from the type of sensor being used, whigseoves the Earth in the VIS. The
observation in VIS results in the unobservability of thosete of the Earth, which are not lit by
the Sun, thus reducing the number of horizon points to be iosdle determination of the Earth’s
center. This is in contrast to Stars, which are light soutmesature and do not cover a large
number of pixels. That way, the center is determined ratlyeddiermination of the center of
intensity, than by evaluating a horizon.

Once the center of the Earth is determined, the correspgndiit-vector is known in the body-
fixed system as garih, body-iixed 10 P€ Of value for the determination of the position in the £CI
system, eq. (2.2) can be used by pre-multiplying the equatiibh the inverted attitude matrix
determined in the attitude determination. The obtainedoveben represents the vector from the
satellite towards the Earth in inertial coordinates. Inesrid obtain the unit vector from the Earth
towards the satellite it needs to be multiplied-b¥, resulting in

-1
I satellite, inertia™ A (_L Earth, body-fixea- (2.7)

At this point, the distance from the Earth towards the sétetlan be determined by using the
apparent angular radiusg 51t of the Earth and its known radil®gaih Using basic trigonometry
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results in

Rsatellite, inertia= R Earth/SIN(A Earth) -

Using the system as proposed, ideally no additional inftionaon attitude or orbit dynamics are
needed for determination of the satellite’s position.

2.6 Orbhit Determination

To gain further information on the satellite’s state andrtoréase the position determination ac-
curacy, it is desirable to include the known orbit dynamitshie position determination process.
This is realized in a Kalman-filter, where the position istpaErthe state and the knowledge of
the orbit dynamics is used in the propagation-step. The ssupessible in order to increase the
attitude determination accuracy, where it has been extelgsstudied (e.g. [24, 25, 26, 27]). The
advantage in the case of position-filtering lies in the iaseein the accuracy and furthermore in
the increase in information: The filtering at the very leastmeates the satellite’s velocity. This
information can be used to determine the satellite’s ovigiich in turn allows for determination
of the satellite’s attitude in the LVLH reference frame (#93).

The orbit dynamics used in this context are determined wsRgnge-Kutta 4 integration algorithm
to include the accelerations involved. Apart from the Earginavitation @), ,perturbations” from
Sun @sun), Moon @moon), airdrag Qairdrag, Solar pressureaisolar pressute@nd the inhomogeneity
of the Earth’s gravitational fieldafhnomog Were taken into account. Other perturbations were
not taken into account, but can be added easily. For Eatéflitss in proximity to Earth, other
perturbations are negligible, as apparent from fig. A.7 @Appendix (taken from Montenbruck,
[28]). In the transition matrix used for the Kalman-Filteetaccelerations are linearized about the
operating point, using only the gravitational acceleraioln this regard, the observation might
exhibit special characteristics: if the observation isenn of a unit vector, with no distance
information, the observation itself needs to be represkasen linearized sub-space of the state. In
particular, the observation represents the normalizetiposresulting in a non-linear observation.
The resulting Kalman-filter, which is linearized in the pess as well as in the observation, is
denoted a Kalman-Schmidt-filter (see [29]).




Chapter 3

Image Processing Algorithms

The following chapter will present the set of image proaegsilgorithms developed and selected
for the evaluation of the data gathered by the Sextant-Sefbkese algorithms represent a major
effort within the thesis.

As apparent from eq. (2.7), the necessary information feitpm determination is the knowledge
of the satellite’s attitude and the vector towards the Eathseen from the satellite. In the fol-
lowing, as illustrated in fig. 3.1, the documentation wiki$twith the algorithms needed for the
attitude determination from Star-measurements. Thisheilfollowed by the determination of the
Earth-center using Earth-horizon measurements. The fiep) ehich combines the information
extracted from the images to obtain the position of the spafieis explained in detail in chpt. 5.1.

Starting from the image acquisition, candidates for Staexdrnto be extracted from the acquired
image. Before the actual direction towards the Stars in tinsmesystem can be determined,
errors due to system-specific characteristics have to beated. The corrections include the
effect of the optics used and detector design (chpt. 3.Edowing this step, the Stars need to be
identified (chpt. 3.1.3). The final step is to determine thituake of the sensor in the inertial space
(chpt. 3.1.4).

Star-identification = Attitude
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Figure 3.1: Flowchart Sextant-Sensor
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The Earth-sensor, as explained previously, observes thitt EaVIS, resulting in a more com-
plicated approach when dealing with the observations agpaosd to sensors using the IR image
of the Earth. Following the acquisition, the Earth-horiZehpt. 3.2.1) needs to be detected un-
der a wide range of possible illumination conditions prmthe determination of the Earth-center
(chpt. 3.2.2). After the horizon is found, the Earth-veatothe sensor system can be evaluated
and passed to the subsequent data-processing. As theveattr-is a unit-vector defining the di-
rection towards the Earth the additional information ondheent orbit radius defines the position
of the Earth in coordinates of the sensor system.

The combination of the attitude-matrix and the Earth-vetitally leads to the determination of
the satellite’s position. The distance from the center efBarth to the satellite can be deduced
from the apparent Earth-diameter, which is necessarigrdehed in the Earth-center algorithm. It
might be of interest to note that to this point no informatmmthe orbit or the satellite’s dynamics
is needed. The only system-specific parameter is the tramafmn matrixTsg, which relates the
attitude of the Earth-FQOV to that of the Star-FOV (see fig).3.1

3.1 Attitude Determination From Star-Measurements

The following sections deal with the procedure followed thain a valid attitude information
exclusively from the Star-image data.

The process from the Star-detection to the attitude ougsushown in fig. 3.2, will be discussed.
Besides the final task of attitude determination, main enipivaidl be put on the necessary pre-
cursors centroiding and Star-identification.

I 3 Star-detection
"-_\ U I ’] ‘ i + + ++ : ‘ D %
1 Centroiding

Attitude 4 Star-identification
&7 4

A(q_) - g@{- T+ —

Figure 3.2: Flowchart Star-Sensor




3.1 Attitude Determination From Star-Measurements 29

3.1.1 Detection of Stars

The first step following the acquisition of a Star-image is #xtraction of Stars from the image
data. The challenge in this is to find a distinction betweear Btars and events &ngle Event
Upsets(SEU), meaning spurious spikes, for instance due to protgact on the detector as well
as ,extended objects”, such as other satellites, the Mo@vem the Earth within the FOV. Other
effects to be accounted for are given for instance by stigiyt,liplumes and solar panels. In
general, larger objects can easily be dismissed as notcapfdi This is not always the case,
though, resulting in the need to track Stars which were ongaieed. A special case is the Rosetta
mission, where the tail of a comet posed the problem of digtgrthe Star-tracker due to reflection
of sunlight on the tail’s particles, which is erroneouslyatted as Stars ([30]).

In order to extract Stars from the image, a sequence of sepsohbe applied, to provide a high
probability that only true Stars are detected.

3.1.1.1 Algorithm for the Star-Detection Process

In the following a schematic step-by-step approach of tlae-8¢tection process is presented. The
constants given are those used in the detection of Starsagesrobtained by the PixeLink-camera
using the PCS-2112-LM-x-APS-detector. The details of tlamera can be found in the Ap-
pendix A.3.1.

Step 1:Threshold
As a starting condition all pixels of the detector with theletector coordinates
(Xi,yi) exceeding a defined threshold are chosen as the center ofdaatnregion
Ri . The size of each region is set to be 5pixel$ pixels. The threshold is set to be
approx. 6% of the full dynamic range of 65536 discretizatsbeps given by the 16 bit
data-format.

Signalx;,yi) > Threshold | Threshold= 4000
Step 2:Requirements on the candidate region

In order to assure that only Stars are extracted, the catediegionR; needs to fulfill the
following requirements:
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Figure 3.3: Specified Regions for Star-Detection

maxR;) = Signalxi, yi)
maxR;) > 1.6-meanR;)
maxR;) > 5.-mearilnner;)
meartinner;)) > 1.15-mear{Outer)

Thelnner; andOuter; subsets of the region are defined as depicted in fig. 3.3, bjeasl
c), respectively. Area) is the center of the region, in the case as presented it ¢omsis
only one pixel.

This step eliminates false candidate regions and supplesetregions, where the high-
est illumination intensity is in the center. This is thendise determine theenter of
illumination intensity

Step 3:Determination of the center of illumination intensity
For the determination of the center of illumination inteépgi cy, cy]) it is necessary to
first determine thenoise floor which serves as an offset to the Star-signal. This is de-
termined by calculating the mean of the pixels adjacent ¢oatliter limits of theOuter
region. Then the center is determined by determination@ttdnter of the pixel values
corrected by the noise floor in the same manner as when deiagnhe center of mass:

(e ey]" = Zi(Signal(xnys—NoiseFIool) Z((Signal(xi, yi) ~NoiseFlooy - [Xi’yi]T)'
If two Stars are within the selected region, and the first $eequirements is passed,
the center will not be the center of either of the two Starg,ebaombination of both.
For this reason, the Star-catalogue contaiqpsoximity flag which marks Stars with a
second Stars in their immediate proximity and is used toughecthis measurement from
the attitude determination process.
This result is later-on refined in the Centroiding process.
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A test of the proposed algorithm on a sequence of images shtves¢, while it sometimes lost
Stars, it very scarcely chose false ,Stars”. This behawsagpreferable to the other possibility,
which is detecting all Stars, but at the cost of introducisigé measurements. The reason for that
is that, as long as there are about 5 correctly recognized,@taidentification reliability of about
98% is obtained, while incorrect Star recognition typigddlads to a higher probability of a false
identification.

3.1.2 Centroiding

Once a detection of Stars has been successful, the centaclofStar has to be determined. A
natural way to start the process is to determine the ,cefiumination intensity” by calculating

an equivalent to the center of mass but using intensity $eaglthe ,distributed mass"“. This step
leads to an accuracy which is influenced by two major sourtesrors. For one point, we have
several noise sources to deal with, ranging from those, lwban be improved by design (e.g.
guantization noise, dark current) to those, which cang.(ghoton noise). Additionally we have
to take into account the level of knowledge available on theera system. In particular, this
requires the calibration of the optical system. To furtimereéase the accuracy, the actual intensity
distribution of the Stars on the detector has to be takenantmunt. Thientroidingprocess is
strongly influenced by the choice of the optical system. ingiple, the centroiding process has
to determine the function, which relates the true vectoh&odbserved Star to the position on the
detector as determined using the ,center of illuminatiaensity“. This knowledge can then be
used to get the direction towards the Star from the measursmeade. Due to the strong interre-
lationship between the optics, the detector and the celnigpprocess, the centroiding algorithms
are specific to each choice of hardware components. Otlemtgfiike thermal distortion, changes
in the parallax and the aberration due to the finite veloditight, are not considered in this work,
since their influences are either too dependent on the systethor below the expected accuracy.
The final result of this chapter is a correction table, whiah be used to correct the measurements
by making best use of the knowledge on the optical system.
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3.1.2.1 Algorithm for the Centroiding Process

In the following a schematic step-by-step approach of tiroaling process is presented.

Step 1:Determining the Point Spread Function (PSF)
In order to precisely determine the position of a Star on #edor, it is vital to know
the nominal shape of its image on the detector. Due to theoped and its strong
dependency on the position and orientation of the deteefative to the focal plane
(fig. 3.6), this shape is not necessarily a point or, as ofmdua Gaussian intensity
distribution. Furthermore the image is dependent on theeilgeagthsA present in the
incident light. As the Star can be interpreted as a pointe®of light, its image on the
detector is equivalent to the PSF of the optical system, ivdl&scribes the intensities of
the image at the detector coordinatgsy) of a point-source as a function of its angles of
incidence @y, ay) relative to the detector axes.

PSFk,y) = f(Optics, Detector position, Detector orientatidnoy, oy)

The PSF is a non-trivial function which has to be determinadtiie system used by
analysis, calibration or a combination of both. Typicalgsof Stars as obtained from
an optical system as the one used in the experiments whicto dre presented can be
seeninfig. 3.4.

Step 2:Determination of the true Center of lllumination Intensity
Using the knowledge on the PSF of the optics used, it is nowiplesto take further ef-
fects based on the detector into account. These in parntiatdahe sensitivity of the pixel
as a function of the position within a pixel (fig. 3.7, leffyetshape of the photosensitive
area of the individual pixels (fig. 3.7, right) and the sewsit to different wavelengths.
These properties are different for various types of detsatime to the manufacturing
process and the optimization of the chip geometry.
Including these effects, it is now possible to determinettbe center of illumination
intensity for any Star under any angle of incidence. Theltegudifferences in the true
Star-center to the center of intensity for a Star which isdily moved across a pixel can
be seen in figures 3.8, 3.9 and 3.10.
Again, this relation is a non-trivial function which has te Hetermined for the system
used by analysis, calibration or a combination of both.
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Step 3:Building a Correction Table
Knowing the detector coordinates of the centers of illurhoraintensity as a function of
the true Star-center, it is now possible to invert this kremigle and determine the position
of the true Star-center by using the perceived center ahilhation, as long as the relation
is bijective. Itis shownin fig. 3.9 that this is not always tase, yet this effect is excluded
in the following process.
The correction table contains the true Star-position ieclet coordinates as a function
of the observed center of intensity in form aptical coordinatesvhich can directly be
transformed taik anday as introduced above and to unit vectors in sensor coordinate
pointing towards the Star.
Since the relation is not necessarily described by a clas@al $olution, correction tables
are used. As the function is shown to be comparatively smaothiscretization to ten
steps per pixel is chosen (see fig. 3.12.). The correctide teelf is compiled for every
50t pixel.

Step 4:Correction of the Center of Intensity
Knowing the center of illumination intensity and the cotren table, the true direction
towards the Star is determined by using the table in the faesgnted in table 3.6 and
the corresponding fig. 3.12. The corrected detector coateélénare then translated into a
unit vector towards the Star in the sensor coordinate-gsyste
In the following, the process is explained in greater detail

3.1.2.2 Additional information on the Centroiding Process

In the investigations on the centroiding process, a vaoésffects has been addressed. The first
effect to be introduced is the purely physical effect of pimehoise, as introduced in eq. (2.1). This
photon-noise, in connection with a Star being spread ovproap 3x 5pixels with the assump-
tion of an approximately Gaussian intensity distributilgads to an inaccuracy of the Star-center
determination as a function of the Star’s visual magnitwd@ch is shown in fig. 3.5.

The characteristics of the sensor system and the additamsaimptions on the optics needed for
the simulations are given in table 3.5. The simulated syssebased on the optics used in the
laboratory- and field-experiments. All that is needed ineortb determine the photon-noise, is
the number of photons which are detected. These are depemadéhe type of the Star under

observation, its intensity and the optics used. The typetaf iS of importance, as it defines the
emitted spectrum. Since the detector is not homogenouss$jtse to radiation of all wavelengths,

this information is of importance, as it influences the nunifedetected photons, and thus the
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Figure 3.5: Effect of photon-noise on centroiding accuriacy- andy-direction
of a Star being spread over approxx 3 pixels, as a function of the
Star’s visual magnitude.

perceived intensity: even if the integrated intensity @léwavelengths is the same, two Stars can
therefore be detected with different accuracies, depgnalirtheir emitted spectrum.

The reason for the different accuraciexiandy in fig. 3.5 result from the non-symmetrical image
(smear) of the Star, which depends upon the optics and ttegidocof the Star-image on the
detector. It should be stressed that the noise levels shosvpteysical limits, which can only

Table 3.5: Assumptions made in photon-noise determination

Exposure Time: 110s
Aperture: 0 10mm
O 79mn?
Bandwidth: 400nm (500nm .. 900nm)
Quantum Efficiency 50%
Fill-Factor 70%

Star-image size (smear) 35 = 15Pixef

Resulting Photon-Flux: 8 10° Photons
(with observation of a Star of Visual Magnitude D)
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Figure 3.6: Schematics of a ,,simple” four-lenses consunpécs

be improved by changing the system’s principal setup, llk@nging the aperture or the exposure
time. They can not be improved by reducing the noise intreddny any component. The exposure
time in general can be assumed to be fixed, as it is primarfipele by the system’s update rate
(e.g. 1Hz). Even if the exposure time could be changed, gfulrsess is diminished as soon as
the satellite possesses an angular rate. In this case, danénfige would greatly be influenced

by the satellite motion, thereby diminishing and at higrees annihilating the effectiveness of
the centroiding process. The only component, which couteeheially be changed would be the

optical system, in particular its focus, thus reducing tter-Smear and increasing the intensity
level. This, in turn, has a negative influence on the centngigirocess: As a simple example,

if we chose the Star to be focused onto a point with infinitenstty, the photon-noise would be

negligible, the position of the Star, though would not bewnany better than to the pixel level,

since all that is known, is the pixel, which receives the gner

This shows that, in order to be able to determine the center $far to sub-pixel level, it is
necessary to have the image of the Star being spread oveabkpuels. This is achieved by
deliberately defocusing the optical system. As was shoheretis a trade-off which has to be
made when the image size is chosen, since the illuminatied feduces with an increase in the
number of illuminated pixels, which in turn increases théuience of other noise sources, such as
the photon noise. A typical value is an image smear of apB o3 pixels to 5x 5 pixel&. In
addition to have the Star spread out, in order to furthereiase accuracy, the shape of the Star-
image needs to be known. Typically, Star-images as obtaarfesh using high-quality optics are
assumed to possess either a nearly constant or a Gaussiasitiyvdistribution, holding

g ((-c0?+(y=cy)?)/(20%) (3.1)

SignaKX7 Y, Cx,Cy) = 21152 ’
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with (x, y) being the point of interestcy, cy) being the actual Star-center amdbeing the variance

of the Gaussian PSF. A closer investigation of the systeouygh, showed that this assumption
does not hold in the case of simple consumer optics with #nsés, as it has been used throughout
these investigations (see fig. 3.6). TReint Spread Function@PSF) of a Star as observed with
such an optical system are shown in fig. 3.4. The PSF is unmueifferent optical setups, as it
describes the physical, refractive behavior of the optitss thus determined using ray-tracing
techniques for the optical system used.

This leads to the second effect, which influences the cefitgiaccuracy: the choice of the optical
system. It becomes readily apparent that, using consuntesags the one presented, even the
assumption of a Gaussian intensity distribution only hdldse Star is observed in the direction
of the line-of-sight. In the special case of the sensor psedpthis will nearly never be the case,
since the Earth is observed at that place and thus will covemanegligible area in that region.
Even if the Star is observed in the center of the FOV, it i$ s8tt necessarily shaped as expected:
if the detector is shifted.@ mm in front of the focal plane, the Star is observed as a toatker
than displaying a point or a Gaussian shaped intensityildision.

The third effect is on the detector level, where two majoredtr properties need to be taken
into account, when investigating the centroiding perfatog as mentioned, the detector itself,
especially today's APS-detectors, does not hafiéfactor of 100%, meaning that not all of the

detector’s area is photo-sensitive. Another propertyéswirying sensitivity across a pixel. Both

properties are based on three physical features of thetddteze e.g. [31]):

¢ Diffusion of the generated electrons, in particular laterfiusion. This is often referred to
as diffusion length.

e Optical transmission of coatings and wiring layers (elagically conductive, optically trans-
parent) on the surface of the substrate.

e Active and passive elements (e.g. A/D converters and stors) which are included in the
APS-design.

A further property influenced by the lateral diffusion is ttress-talk. If electrons are generated in
one pixel, due to the concentration gradient generatedeiptiotosensitive layer, some electrons
traveling along the gradient reach the adjacent pixelss &fiect is more eminent in CCDs than in
APS-detectors, as the layer in CCDs is thicker, than in APS #tlowing for a longer traveling
time of the electrons prior to reaching the electrodes, amth sesulting in a higher cross-talk.
The advantage of a thicker layer is the higher sensitivityiclv is an aforementioned advantage
of the CCDs vs. APS-technology. As the cross-talk in APS-detsgs relatively low, it will be
neglected in the following investigations.
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Figure 3.7: Assumptions made for the varying sensitivityoas a pixel (left) and
photosensitive area of a pixel (right)

In the investigations on the optical system, as far as nacgsthe following assumptions have
been made, based upon the chosen APS-detector and ,typaraditivity functions: the fillfactor
is set to be 70%, leaving 30% of each pixel insensitive tonmog photons. In APS-detectors
this is the area used for signal conditioning. The sengptiwithin each pixel is assumed to be
.hat*-shaped. Both assumptions are visualized in fig. 3.7

Taking these effects into account, the simulation of a Staring linearly over the pixel grid results
in a difference between the actual Star-center and therdetation of the center of intensity by
using the individual pixel values of the Star-image. Thieefis shown in fig. 3.8. The simulated
Star is 8 off-axis and moves linearly over one pixel with the motionngediscretized to 14
steps in the images shown. In the picture series, two linedeaeen in each image. This can be
explained, by again looking atthe PSFs in fig. 3.4: since thei§ages are not point-symmetrical,
they result in different achievable accuracies in the twesax

Closer observation leads to the assumption that it might befimal to defocus the system such
that the detector is located slightly behind the focal plartes leads to shapes, where the center is
more accurately determined along one of the two directi@tecing it further back is not a valid
choice, since it would further reduce the intensity levethef individual pixels, such increasing the
error due to photon noise. Placing the detector in front efitital plane results in a high variation
of the determined center, when a Star moves across the gigeépsing a non-photosensitive area,
which makes a calculation of the ,real” center more susbépto errors.

The most important property of the resulting curve, thoughgrder for it being used as a cali-
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locations of the detector relative to the focal plane (satiah results)

bration function, is the uniqueness of its inverse. Thisiaglates the possibility of centroiding the

worse direction of the chosen Star-image, since, when ihgpéi its trace, as plotted in fig. 3.9, itis

obviously impossible to assign a single ,true” value to aflasured locations, since some of them
occur as often as three times throughout the course of theaBtass one pixel. The reason for

nevertheless choosing this seemingly unfavorable locatith be explained in the next paragraph.

Similar comparisons have been carried out for various easen angles, which supported these
results.

Having decided upon moving the detector slightly behindftival plane, the behavior of the cen-
troids motion when rotating the Star-image with respech®detector’s grid have to be investi-
gated. This occurs if the Star is not on one of the detect&gs,avhich are assumed to be centered
and aligned with the grid’s orientation. As already pointed, due to their non-point-symmetrical
features, the centers of the Star-image are different in #ioeuracy. This becomes readily appar-
ent in fig. 3.10. It can be seen that, as the image rotates x¢eabange their accuracies- until
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Figure 3.9: Nominal (dashed) vs. determined (solid) ttajgcof Star-center in
y-direction, showing a non-bijective behavior (simulatresults)

finally, the previously worse axis becomes the better. Agcatdd, this results in regions of dif-
ferent choices for the chosen value. The regions can be sdign B.11, where it is schematically
shown that the value chosen depends on the section, in wiecBtar is located. Namely, if the
Star is within a section closer to theaxis, the value, which is more precise, is thdocation

of the Star, if the Star is in a section closer to #axis, consistently thg-location possesses a
higher precision. It should be noted that it is in principénbficial, to use measurements which
are more accurate in one direction, than in the other, asdsrige ,better measurement is better
than the equivalent measurement with a uniform accuradsg. i$im contrast to current attitude de-
termination algorithms which assume uniformly distrilwbéecuracies in the centroids. Of course,
this approach implies a certain requirement on the Stardolision on the detector: In order to
determine a valid and precise attitude, measurements fifbenaht regions of the detector need to
be made, covering the regions for better determinationexttand they-value, repectively.

The use of the knowledge gained by this investigation resnlthe possibility to reach a higher
precision in the centroiding process. This is achieved loyguthe known relation between the ac-
tual Star-center and the center of illumination. In a peattapproach this relation can be obtained
by analysis, as demonstrated above, by calibration or byngbowtion of these two methods.
To include these corrections with sufficient accuracy amh l@fficiency, a discretization method
was used. In a first step, the correction within a pixel is dase the first rounded decimal of
the uncorrected pixel value. This results in correctionetalas introduced iBtep3 with 11x 11
correction-values per pixel (HOopposite edge). In a second step, the number of correciued

is reduced to be available everypixels. The corrections are assumed to be equal for all quad-
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Figure 3.10: Expected Errors in Centroiding when rotatirggRBF of a Star being
8¢ off-axis with a detector-0.1 mm behind focal plane (simulation
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rants, so the tables are only given for one quadrant. Notetlilest are not assumed to be equal
in each octant, since possible differences in the pixelndy-dimensions need to be covered.
The correction-values are then linearly interpolated wwitind between the correction-tables to
be consistent with the observed pixel. Thus, instead ofguie actual correction-values at the

given points, it might be necessary to change the correetidures such that the error made during
interpolation is minimized.

In particular, the correction-tables used are chosen bynteger value of th@ptical coordinates
of the center pixel. In this nomenclature thyatical coordinateslenote the location of a Star on the
detector relative to the optical center. The optical cemtgain, is given in integer values. This is
permissible, since the shape of the PSF does not vary dathgtiwhen moving the optical center
by one pixel. Additionally, it is necessary for the correatito precisely know the Star’s center
within the pixel grid, since it takes into account the pigedensitivity function. Note that the PSF
is not the apparent motion across the pixel, when the Stasimgbmoved. The chosen correction-
tables are used to interpolate the correction-value-iandy- direction. The correction-values
from the four correction-tables are chosen by the roundst diecimal. The corrected optical
coordinates can now be used to determine the unit vectortiswthe Star in the sensor system
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Figure 3.11: Consequences drawn from the different acasaici x- and y-
direction. Centroids in area ,1"provide better accuraciesy
direction, centroids in area ,2" ir-direction.

using the relation

b= |y| . (3.2)

/2 +y2+ f2 f
with x andy being the corrected optical coordinates of the Star fabding the focal length of the
optical system. In reality, this formulation holds for idleatics only and needs to be augmented
by corrections for optical distortions, such laarrel or pincushion distortion In order to use it
directly, these effects need to be taken into account inrs&tion of the correction tables.

An example for this procedure is given in table 3.6.

The investigations showed that the lense system mustysatisrtain level of accuracy, since too
inferior optics might lead to costly algorithms or even umeotable Star-images. Thus, in order to
achieve accuracies of better thafL0i" pixel, several conditions need to be met. Important factors
are a large aperture for high illumination levels and a quaili the optical system which keeps the
distortions of the PSF low enough for smooth calibratiorctions.
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Figure 3.12: Use of Centroiding Correction-Tables

Table 3.6: Example for use of correction tables

Premises:
Correction-tables each 50pixels
Star-center, uncorrecteplixel coordinates | [1000360; 712740
Optical Center: [620;512
Applied to:
Star-center, uncorrectedptical coordinates [380.360,200.740
Calculations:
Correction-tables used: [350;200
[350;250
[400;200
[400;250
Index to correction-value used: 4,7
Linearly interpolated correction-values: | e.g.[0.051;—0,032
Solution:
Star-center, correctedptical coordinates | [380411;200708
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In total, the fundamental law is further sustained that dlggality measurement sets the basis
for a high quality result, whereas the improvement of lowldyaneasurements by means of

algorithms is always limited. It was shown though, that in idemange, the accuracy can be
improved by using an advanced algorithm, as the one presdnteompensate the deficiencies of
the sensor package.

3.1.3 Star-ldentification

After successful Star-detection and centroiding, it i6 s&cessary to identify the Stars observed.
Star-identification links the vectors as determined in ttag-Sensor reference system to the appro-
priate vectors in the inertial reference system in ordertenine the satellite’s attitude.

In the special case of the optics used, we have to overcomehtaltenges: one is the desired large
FOV, in order to simultaneously observe Stars and the E&His, in principle, does not represent a
difficulty in the algorithms, but increases the necessammatational power and memory size due
to the necessarily larger Star-catalog, or, to be more ggethe larger angular-separation catalog.
The second is not as easily overcome: the use of a simple mw@nsaptics. This optics results in a
higher inaccuracy in the determination of the Star-cedfr@ind thus results in the need to have a
higher tolerance with respect to false identifications.

The Star-identification algorithm developed in the framehafse studies has the advantage of a
user defined output. This includes the opportunity of commgaall possible identifications to an
identification history to improve the system’s reliabilityn contrast, typically used identification
algorithms (e.g. [32]) only provide the most likely idertdtion.
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Figure 3.13: Star-ldentification Process
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The algorithm, which systematically solves a combinat@pimization problem in minimizing
the error made in the assignment of Stars and Star-pattetine lmeasurements, consists of various
components which successively increase the unambigussishéne identification. The steps can
be seenin fig. 3.13.

3.1.3.1 Algorithm for the Star-ldentification Process

In the following a schematic step-by-step approach of tlag-identification process is presented.

Step 1:Angular Separation Match
For all possible anglefi; between the measurement vectbysandb; pointing to pos-
sible Stars, which are determined by the centroiding paesl the knowledge of the
optical system, find the Star-pairs consisting of Strands, in a Star-catalog with a
separation anglepq which matches the angle between measurements with tokeganc
(See schematic in fig. 3.14.)

Bij —Ppa| < € lizj

Due to inaccuracies in the Centroiding process this allonaioes not necessarily result
in a unique solution.

Step 2:Triangle Composition
Combine all allocated Star-paips; that share common Stars and measurements to Star-
trianglest;jk

C (Pij, Pjks Pki) = tijk lizjk

This step already eliminates most of the invalid allocagion

Step 3:Consistency Check
The sense of rotation Sensef the triangle composed of the measurement vectors
b;, l_)j and b, is compared td&Sensge composed of the Stars with the VectorsI and
r, . For this procedure, the vectors towards the Stars and tlasumement vectors are
compared in the following fashion:

Sensg = (bjxb;) by
Sense = (rjxrj)-r.
The match is only valid, if both results have the same sign @eally, the same value. A
visualization is given in fig. 3.15, which shows the senseadireiction with the consistent

triangle vs. a triangle composed with the use of a false 8eapted 7
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Figure 3.14: Use o& priori information on valid combinations of angles in the
triangle composition

Step 4:Triangle Combination
The found triangles are combined along common sides to fafygpns @ ) in order to
further increase the probability of a correct Star iderdifien . Further triangles are added
to the polygon in the same manner as often as possible, paalipolygons consisting
of at most as many corners as the number of centroids in then gage. In addition
to the increase in the identification probability, this stembines ,,connected"” individual
identifications.

C (tijk.thij)) = Dhijk |hoti £k
C (tghisNnijk) = Nghijk  lozhzizjzk

In the case of a unique solution this leads to a single polygoraining all found trian-
gles. Even in less favorable cases this leads to a small nushpessible solutions.

Step 5:Choice of the most likely solution
In the end a criterion is defined to chose the ,most likelytision with the help of param-
eters which are determined throughout the identificati@cgss. A typical criterion is to
chose the identification which identified the largest polygath the least mean-square
error in the separation angles as a secondary conditiorrrdtively, a weighted least-
square criterion, using for instance the size of the polggea the number of presumably
identified Stars, as weight, can be defined.
The likelihood for a false identification is further reduahating the recurrent process by
use of a time-history.

In the following, some of the individual steps are explainedreater detail. An example is given
in the Appendix A.1.1.
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true 7
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false [507] 7
triangle

Figure 3.15: Consistency check by comparison of the senssatfon of the tri-
angle in sensor coordinates to the sense of rotation as givére
Star-catalog

3.1.3.2 Additional information on the Star-ldentification Process

In Step2 matching Star-pairs are searched for in order to perfama@gle composition. In order

to reduce the number of comparisons and thus reduce the mainfad¢se identifications, the Star-
pairs found are stored in a way such that the information erptittern of the measurements on
the detector is preserved. This results in a selectivitynty built sensible triangles, in a sense that
the angles taken into account truly compose a triangle. Bkeofithis information can be seenin
fig. 3.14. A true triangle therefore is only found, if the Spairs taken from the catalogue as well
as the corresponding measurements compose ,true”“ trengle

Step4 is atriangle combination in which the triangles are searched for common Star-paiggify
the measurements and the candidate Stars are treated inrtfogi to ensure that not only the com-
mon Stars connect two triangles, but that the triangle isistent with the measurements as well.
Obviously, it would be possible to combine all triangleshwét least one common Star. It was
assumed beneficial, though, to combine along common sidéss provides another informa-
tion which is determined throughout this identificatione #rror being made in the identification
process. For each found Star-pair which is assumed to pamesto a measured separation, the
deviation between the two is saved along with the Star-datmarror signal. When the triangles
are assembled, the squared errors of the individual siéesdated up. Similarly, when combining
triangles, the errors of each individual triangle are adgedin the case of a complete identifica-
tion of all triangles involved in building the structure egy single side is used the same number of
times and no connection between a triangle and the rest aftitheture is based on a single point
connection. This as well means that the number of combinaddies, which is being tracked
throughout the process, is identical to the theoreticalev&xpected for the number of triangles
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which can be found using the given number of observationss iftroduces an error, in the case
that not all sub-triangles composing the structure aredpagimce in that case not all sides would
be used the same number of times. Nevertheless, when comghe same number of triangles
with respect to their mean error, this value still is of relege. In a second step, succeeding the
identification process, the difference in the angular dista between all identified Stars is deter-
mined, which is a more adequate measure of the introducedwnen comparing structures with
a different number of triangles.

The reason for not necessarily taking the largest struetsii@ valid identification is the presence
of false ,Stars” in the image. Since they can not be distigiged from ,real” Stars throughout the
identification, the only way of sorting them out is by meanswof,adequate logic” in the identi-
fication process. In the end, the adequate logic is intradlbbgedefinition of a criterion to chose
the ,most likely“ solution with the help of parameters whican be determined throughout the
identification. In the current version, it seems to be sudhiti to chose the identification which
identified the most measurement-points with the least meam per triangle. The tool is pre-
pared, though, to chose any given ratio (e.g. ,error/,(ln@mof triangles)") or any user supplied
rule. This is made possible by the option of receiving all-segults along with the identification
deemed the most likely, which is one of the most importantuies of the algorithm. It enables
the identification of observed Stars even in the presencebfrneasurement errors. Even if the
correct solution might not be the most likely, there is a \@gh possibility that it is included in the
output. By use of a time history, for example, the correct ifieation can be extracted from the
record. Following a successful identification, the ideetlfStars can be tracked to further check
the consistence of consecutive identifications.

The opportunity of having all possible identifications ahtiawas highly valuable for the eval-

uation of the data gathered by the flight experiment. The libreéed and uncorrected data as
gathered using a COTS-optics needed the tolerance to beagsrtaup to 240" before a valid

identification was achieved.

The disadvantage so far is the use of Matlab, which requiigls domputational power. This
can be reduced though, using appropriate search routirmgs [@3],[34]). In order to decrease
computation time, investigations have been carried okingainto account the specific demands
of a large FOV. This has been done, for instance, by redubie&tar-catalog’s size by taking into
account the observation probability of Stars, homogegitie Star-density or taking into account
only those triangles with a certain distribution of Starg (¢35, 36]). Since a detailed investigation
of these algorithms and possibilities would represent d@aremmous field of research, it has not
been carried out in the frame of this thesis.




3.1 Attitude Determination From Star-Measurements 49

3.1.4 Attitude Determination

The final step required to obtain the attitude from the Stamsueements is to relate the vectors to
the identified Stars in the reference frame of the detecttivdanertial reference frame.

Various algorithms can be used to determine in this way titeidé from the vector measurements
obtained through the Star identification. While all of themf@en a minimization, different ap-
proaches are possible. In principal these involve diffecéioices of achieving a real and orthogo-
nal attitude matrix representing a rotation while presgg\uengths and angles. Furthermore, they
can be divided in those which determine a rotation matrix twode which determine the corre-
sponding quaternion in a direct fashion. Quaternions amgténde representation in vector form,
with only one redundant parameter. The vector containstfoernation on the rotation angle and
the axis, about which the system needs to be rotated. Itnegythie constraint of unity length, but
possesses no singularity. The quaternion in our case isasgd@s

a=| 3|, with [ = 1. (3.3)
G4

g is the axis of rotation, multiplied by the sine of the rotatangle,q4 is the cosine of this angle.

This definition is of importance, as there are two major catiees being used: one having the

»-angle® as first entry, and the ,rotation axis" below, the@tlone as the one shown above.

The basic idea for all algorithms is the formulation of a efsiction in the so-calledVahba
problem, first mentioned in 1965 ([37, 38]):

LA =7 ai I ~ArP. (3.4)

In this notation a; denotes the weight, given to the corresponding measurdmehich is related

to the vector in the inertial reference systepthrough the attitude matriA. Obviously, as it

is determined from observations, which are subject to ndiseself possesses a covariance, an
estimate of which is given in chpt. 3.1.6.

3.1.4.1 Algorithm for the Attitude-Determination Process

In the following a schematic step-by-step approach of thiude-determination process is pre-
sented.

Step 1:Definition of the attitude-determination problem
The Wahbaproblem can be solved by solving teengular value decompositiofsVD)
of the following equation:
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B = yaibrf
|
in the form of
B = UxVT

whereU andV are orthogonal, the singular valueslrare arranged as

211> 222>233>0.

Step 2:Determination of the optimal attitude matrix
After performing the SVD, the optimal attitude matrix is eehined by

Aopt = Udiag[1,1,det(U) -det(V)]VT.

In the following, the origins of the attitude-determinatialgorithm is explained in greater detail.

3.1.4.2 Additional information on the Attitude-Determination Process

In the following, a few methods for attitude quaternion det@ation will be presented. The
presentation will be followed by a section on the expectéitude determination accuracy. The
discussion is based primarily on references [39] and [14].

The first method is the ,straight forward” solution, basedlos pseudo-inverse of the system

b=A-r (2.2)

with b as the measuremertas the (unknown) transformation matrix anas the reference vector,
which representb in the inertial reference system. Due to the interdepengdefithe components
of A, the system can be solved as soon as more than one obselgadiailable. Formally, the
solution can be obtained as

A=3R".[RR| 1. (3.5)

with
B — [bl,..-,bi] li>2

as a matrix containing the measurements and
R= |:£17"'7£i:| ’ i >2

as the matrix containing the corresponding reference v&ctdhe requirement ofi,> 2“ con-
tradicts the knowledge that the attitude can already bersddavith the use of two observations.
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To satisfy this condition, in the case of two observationthia, artificial, measurement as well
as the corresponding reference, has to be generated, intorte able to solve foA. This is
done by providing the vector product of the two measuremasitwell as that of their reference
vectors. The result is a linearly independent ,pseudo-oreasent®. Using this type of attitude
determination, it is possible to introduce an alternateasitbility check in the Star-identification:
instead of combining possible Star-pairs to triangles attieude corresponding to each Star-pair
can be determined and used for choice of the most-likelytifieation by determining the most-
likely attitude. In the case of two or three measuremenstead of building a pseudo-inverse, the
regular inverse of a 8 3 matrix can be used. As is readily understood, in the fornsgmted, no
weighting of the individual measurements is performed.

The problem when determinirgwith a pseudo-inverse results from the way the system igsdolv
instead of solving for an optimal rotation matrix, an optirsalution in the least-squares sense is
found. This in general results in a non-orthogonal ma&;ixvhich has to be orthogonalized prior
to being used for attitude information and quaternion detieation, since in both cases a proper,
real, orthogonal matrix is of uttermost importance. Thighis reason, why solutions, not taking
into account the constraint given Bys nature will in most cases perform suboptimally, despite
optimally solving for the transformation matrix fronto b. In order to orthogonalize the resulting
matrix, the following algorithm is used ([38]):

Aorthog = A- [ATA]_% . (3.6)

A slightly different approach, already including the omglomality constraint o, is used in the
Singular Value DecompositiofsVD) as introduced in chpt. 3.1.4.1. In principal, thisaithm is
computationally expensive. Using Matlab, though, verycedfit algorithms are available, making
it, in a first approach, the fastest and most reliable of th#nous under investigation and therefore
the method of choice in the further development.

The second method, using a quaternion representation atiawsg, is based on Davenportis
method(e.g. [14]). The approach is based on the knowledge, thatatagion matrix can be
determined from the quaternion using the relationship

A= (df—9) -1 +2-99" — 20 [gx]. (2.4)
Stepping back for a moment, and taking a look at (3.4), tha&gu can be transformed to yield

L(A) =Y ai —tr(ABT). (3.7)

This formulation illustrates that the functidr{A) is minimized by maximizing the trace éB".
Stepping forward again, it is now possible to rewrite thedrasing the quaternion representation
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by writing
tr(ABT)=q'Kq, (3.8)
with
S—1I-tr(B
K — "B oz (3.9)
z' tr(B)
It was convenient to define
S=B+BT (3.10)
and
Z= zai't_)iXLi. (311)

Considering the normalization constraint, the equivalerilation of the cost-function results in

g(a) =q"Kg—A-q"q. (3.12)

Differentiating this formulation with respect @ , and setting the derivative identical to ,zero",
the following condition is obtained:
Kqg=Aq. (3.13)

Substituting this expression in (3.8) results in
tr(ABT)=q"Agq=A\. (3.14)

Since the trace was to be maximized, the solution to the syst¢he Eigenvector corresponding
to the largest Eigenvalue. In the case of two identical Bigkres which represent the largest
values, no solution is possible. This represents the caselpbne, or collinear observations. The
advantage of thg-methods that there are very robust algorithms available for sg\he stated
Eigenvalue problem. In a direct comparison of various algors under Matlab, it was shown that
it is one of the fastest algorithms. In particular it shouédimted that it is faster than the algorithm
using the pseudo-inverse.

The main problem and thus the reason for the multitude ofralgos, is numerical robustness.
Many of the algorithms are equivalent from a mathematicahtpof view, yet use different ap-
proaches leading to different numerical solutions witlyirag advantages regarding computational
efficiency, accuracy and robustness. The algorithms comdpander Matlab, with respect to ro-
bustness, accuracy, speed and ease of use wengséwelo-inversethe SVD QUEST FOAM,
ESOQandESOQZ2and a nonlinear estimation. In this listing, the algorithsteating fromQUEST
are based on thg-methodthe nonlinear estimation uses an approach which weightditferent
components of a single measurement differently, accortirige knowledge gained from the in-
vestigations on the centroiding process, as presentechin 84..2. The results of the comparison
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regarding computation time and accuracy can be found i ta&l8l. The particular characteristics
of the various algorithms can be found in [39]. The comparistith respect to computation time
and robustness can be found in table 3.9. The simulationssdban 80 systematic scans of the
celestial sphere with 411 evenly spaced measurement @aioks The different scans used the 3to
10brightest Stars in each direction and Gaussian errolslem/léhto 10/16th pixels (10). The
Stars were taken from the Hipparcos Star-catalogue. Thégosf the Stars on the detector was
determined and an individual error corresponding to theecilly selected noise level was added
to each Star position. Especially those algorithms baseQWEST, are highly sensitive to a de-
nominator which might reach very small values, and thus g to near-singular results (see
e.g. [39]). In order to avoid this, the reference system fateal. This changes the value of the
denominator term and the least critical value can be chogéth the use ofa priori knowledge,
this rotation can be performed prior to the actual attitudinination by rotating the reference
frame by 180 about the axis belonging to the largest value ofalpeiori-quaternion. If the largest
value is the fourth component, no rotation is performedc&en approximate attitude is available
at most times, this is clearly preferable since it dradiga@duces the number of necessary opera-
tions and thus computation time, as opposed to testing theugrotations for their least critical
value.

An inherent shortcoming of all presented algorithms isrthesumption of a homogeneous accu-
racy of the individual measurements. Thus, the results friopt. 3.1.2, which showed the different
accuracies in th& andy-components of the measurements can not be put into use.réuks

in the idea to search for an alternative approach, to taksetbéects into account. In the frame
of these studies, investigations on an alternate fornaradf Wahba's problem were carried out.
It was shown that, while posing the problem mathematicalg wasily accomplished, it does not
seem to possess a trivial analytical solution. This is adlrssechanging the character of the cost-
function from linear to quadratic iA. With this additional term, the standard solutions found so
far can not be used. The derivation of tetended Wahba Probleimgiven in the appendix A.1.2
(similar approach: Markley, [40]).

Since it was not possible to solve the system analyticalhyraerical approach was used in order
to investigate the use of various weighting functions, Wwhiere based on trigonometric relations
betweenx andy. In order to show their impact on the attitude accuracy, tih@mzation was
cast in anonlinear program which was being solved by the Matlab functiolmjncon®. The
corresponding cost-function was formulated as

Number of Stars

L(g) = ; (b —A@) )" -W- (bj —A®Q) 17), (3.15)

with A being defined by components of the quaternion, analogue.t@eq. W is the matrix of
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weights, being defined as
W = diag(Wix, Wiy, Wi 7). (3.16)

where the weights can be defined to be either constant, orciidarof e.g. the Star’s intensity
and its position on the detector. The equality constrairg @fesen to take into account the unity
constraint of the quaternion:

g=9q'q—1=0. (3.17)

Simulations similar to those for the comparison betweerdtfierent algorithms, but allowing for
different noise levels ix— andy— axis, showed that the program was highly sensitive to the dis
tribution of the Stars on the detector. Even when weightungefions similar to those generating
the noise were used (e.g. nois«iis twice the noise ity), the results did not necessarily improve,
when compared to the ,standard“ algorithms. To eliminate ghssibility of a local minimum,
another program was used, which confirmed thahcon truly found the global minimum. Sim-
ulations on this approach showed that, while there weresoabkere the accuracy was increased
by a factor of approximately two, there were other instansesvhich the error was worse than
the solution of the standard algorithms. Therefore furthegstigations in that direction have not
been pursued. Reasons for this choice were that the numsnicalations were not helpful in
showing the immediate influence of weighting functions o tbsult, and that as a first estimate
the increase in accuracy was expected of being no greateithleaactor of two, which was oc-
casionally observed. The only reason of making this apprdmeneficial, would be finding an
analytical solution to guarantee weighting functions vatpositive influence and to minimize the
computational effort. It might be of interest to note thatpugh private communication with F.L.
Markley, a conference paper by Brock ([41]) was found, whiobvpd that in the case of an un-
constrained pseudo-inverse solution, there is no benefging individual weights in the cartesian
directions (see also [40]) as well as another reference hgt8h([27]), which refers to the homo-
geneous distribution of accuracies for attitude detertionaas the QUEST measurement model.
In particular it should be noted that in the case of two oréhmeasurements even the weighting of
the individual measurements has no influence on the ovesllt; when using an unconstrained
matrix ([40]).

In order to enhance the attitude information and to detegrthie angular velocity of the satellite,
a linearized kinematic Kalman-filter was set up, which theesuthe small angle approximation
for quaternions. The states were chosen to be a subset ofutitergion, in order to remove
the interdependency within the four quaternion entries tdude unity constraint. In this case,
only the first three components were used. The sources afterkze taken into account are the
uncertainty in the actual angular velocity and acceleratibthe satellite, which are accounted
for in the process-noise covariance-matrix @d the uncertainty in the actual attitude, which is
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accounted for in theneasurement-noise covariance-matrix Fhe basis for the initialization of
these covariance matrices, along with the additiatale covariance-matrix Hs performed by
using the knowledge of the approximate accuracy in theudgitdetermination (see chpt. 3.1.6)
for PandR, and the defined ,agility” of the satellite, meaning its alaguates in the nominal
operation (approx..Q°/s for a typical GEO-satellite), fo@. Two filters were implemented, one
using only attitude and angular velocity, the second piogidhe angular acceleration as third
information. The angluar rate is included as the infornratian be used in the image processing
algorithms, e.g. for adaption of the threshold for star cl&te at higher rates. The desire to include
the angular acceleration into the state came up in orderaiondth jerks and accelerations, as they
occur during maneuvers, more easily.

The differential equation for the first implementation is\piified as

Jb VI
q 0 O q
Table 3.9: Comparison of Attitude Determination Algorithms
Standard Standard
Name Time [s] | rel. Time| Calls D§V|at|on, Deviation,
Pitch/Yaw | Roll
[arcsec] [arcsec]
Test-Program 1296578 | 1000% 1 - -
NLO, using fmincon 1266132 97.7% | 1000 3.3816 17.5822
ESOQ2 9.148 0.7% | 1000 3.2243 16.0000
QUEST 6.624 0.5% | 1000 3.2243 16.0000
ESOQ 2.011 0.2% | 1000 3.2243 16.0000
Unconstrained Least-Squares, 1.881 0.1% | 1000 3.1845) 15.7602
accepting 2 measurements,
different Pseudo-Inverse
Unconstrained Least-Squares, 1.419 0.1% | 1000| 11.858%" | 91.8672
accepting 2 measurements,
Unconstrained Least-Squares, 1.351 0.1% | 1000| 11.858%" | 91.8672
Davenport’s g-Method 1.137 0.1% | 1000 3.2243 16.0000
FOAM 1.110 0.1% | 1000 3.2243 16.0000
Singular Value Decomposition 0.629 0.0% | 1000 3.2243 16.0000
1) : Three instances of a badly conditioned matrix were deteand excluded




56 Image Processing Algorithms

the differential equation for the second case is derivedraiegly. The resulting state-vectors

were
_9] (3.19)
g

and
q
al . (3.20)
i

respectively. The measurement used is the vector part afubterniong. As expected, it turned
out that the increase in the number of states does not impheveystem’s steady-state behavior.
Thus, it is only of interest to include the higher order statecase applicable measurements, as
for instance provided by gyros, are provided. A design dogeall angular velocities of interest
(0—10°/s) proved to be difficult. An alternative approach, adaptine covariance matrig to
the estimated angular velocity, did not significantly imggahe performance of the filter. Instead,
it is proposed to use the raw measurements starting fromtaiceselocity (e.g. &b — 1°/s) or

to switch to a different filter. A wide range of investigat®has been performed in the area of
filtering attitude measurements, which range from incréasedeling efforts, including the actual
spacecraft’s attitude dynamics (e.g. [42]), to enhancéat fhethods, like the unscented Kalman-
filter (e.g. [35]).

This chapter introduced a variety of algorithms availabledttitude determination of satellites. It
was shown that the additional knowledge of the accuracyffarént axes is not easily introduced
into the algorithms. Further investigations on increasimgattitude information by computational
means therefore make sense only in the special case of higihaay attitude determination, and
were postponed in favor of readily available and numenyaabust algorithms.

3.1.5 Star-Tracking

There are some cases where a unique or highly preferergiatifidation of Stars is not possible.
This, for example, can happen if not enough Stars are prest field of view, or if the rotational
rates of the Satellite during the initial Star-identificatiare too high. In these cases Star-tracking,
as it will be presented in this chapter, provides the knogdedf the satellite’s angular motion,
without the need to perform a Star-identification. In thédwing, two versions will be presented
which perform a pattern matching which is specifically teeldb to be used with Star-images. In
this sense it represents an adapiptical flowfor the 2-D case: The algorithms are simplified by
determining only the motion of those patterns belongingéviously extracted Stars, the extracted
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Figure 3.16: Schematic of parallel use of LARM and the Stantdication pro-
cess.

motion can then be applied to the remaining image. For fuiitifermation onoptical flowbe
referred to [43].

In the data processing routines applied, two Star-trackioges are treated: Bw-angular-rate
mode(LARM) and ahigh-angular-rate mod¢HARM). The difference in these algorithms is the
shape of the Star-images as obtained by the camera and tha&bpity of observing more than
two Stars. While in LARM, the image is not too different from tineages as obtained in Earth-
pointing orientation, in HARM the Stars are spread over morelp due to the spacecraft’'s angular
rate. This results in a lower signal for the individual psaleducing the magnitude-limit, to which
Stars can be detected. In both modes, the Stars which arevetiseceive a tracking number,
which remains unchanged as long as the Stars are contiguritsicted. This allows for a parallel
Star-identification, which might take several image-cgcte be applied to the tracked Stars. The
schematic of this approach is shown for the example of LARMgn3i16

3.1.5.1 Algorithms for Star-tracking

In the following a schematic step-by-step approach of 8taking is presented.

LARM

Step 1:Definition of a Temporary Star-Catalog
In order to relate two consecutive images without the needricabsolute attitude deter-
mination, a relative attitude determination is performétiis is done by definition of a
temporary ,Star-catalog” which contains the measuremeciors of the current image in
sensor coordinates. Accordingly, a temporary catalogaioimty the separation angles is
built.
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Figure 3.17: Schematics of LARM. The Star-tracking is perfed using a re-

duced ,Star-identification“ based on the Centroids of thevipres
image. In the image the matched Star-patterns are conneygtadid
lines, the unmatched Stars-patterns by dashed lines.

Step 2:Attitude Determination

After the definition of the temporary Star-catalog, the Sdantification process in the
following image is performed as defined in chpt. 3.1.3 antbvekd by the attitude deter-
mination as described in chpt. 3.1.4. Both processes ariedaut using the temporary
Star-catalog for reference.

The schematics of this scheme are shown in fig. 3.17

HARM

Step 1:Threshold

In HARM the detection process needs to be modified in order talibe to detect Star-
images which are deformed by a high rotational rate. Instéagarching circular Star-
images, now the image is searched for line shapes. Thisfisrperd by moving a rect-
angular regiorR; with its center pixelk; at the detector positiofc; x, Ci y), a width of
approx. 11 pixels and a length of approx. 11 pixels acrossniage and performing a
summation of all inscribed pixelxj,y;) € R;.
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tk+1

Figure 3.18: Schematics of HARM. The Star-tracking is basetivo consecutive
images, supplemented by the Star’s trace, as it is obsenetbdhe
satellite’s rotation during exposure.

The sum needs to exceed a threshold which is set to be ap@¥4%o df the full dynamic
range of a single pixel with 65536 discretization stepsmive the 16 bit data-format.

y Signal (xj,yj) € Ri) > Threshold | Threshold= 68200
]

Additionally, the central pixe(c; x, Ci y) needs to be brighter than its neighbours:

Signalcj x, Ci,y) > maxR;

A reduction in the computational load can be achieved bytiingithe detection process
to the fringes and a horizontal line through the center. Waig all new Stars entering the
image are detected. If the detector is rotated about the tli@SStars in the image are
detected when they cross the central line.
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Step 2:Requirements on the candidate region
Once a candidate region is found, the orientations of the dinapes are detected by
changing the size of the rectangular region to a width of ep@ pixels and a length
of approx. 11 pixels. This new regidR jine is rotated in steps of approx. 1@rom 0° to
180°. Again a summation of all inscribed pixels is performed amel angle at which a
maximum is reached is searched for.
The sum of this sub-region needs to exceed a threshold whxt to be approx. 97 % of
the full dynamic range.

¥ Signal (xj,Yj) € Riline) > Threshold | Threshold= 63360
j
This provides a first estimate on the orientation of the Stare.

Step 3:Determination of the Length of the Trace
The length of the Star-trace is determined by following tbenid angle in both direc-
tions until a stop criterion is met. Starting poiStart with the detector coordinates
(Start, Start,) of this search is the central pix@d; x, ci y) of the regionR; .
In the following a regionR; syn, With a width of approx. 5 pixels and a length of ap-
prox. 5 pixels is defined which follows the approximate otaion of the found trace
in steps of approx. 1pixel. Its center being defined@s sub, Ci ysub). The sum of this
sub-region needs to exceed a threshold which is set to bexad@8 % of the full dynamic
range.

> Signal (xj,Yj) € Risup) > Threshold | Threshold= 15000
j

If the sum is lower than the given threshold, the stop coteend therefore the end of the
trace is reached. If the sum is higher than the given threshio step is repeated.

The starting point of the next step is determined by settivggoint at a distance of
\/(2)/2 relative to(Cj x subs Ci,y,sub) in direction towards the brightest quadrant of the
sub-region.

Step 4:Determination of the Sense of Rotation
The sense of rotation is determined using the successivgeintdy searching along the
orientation of the detected Star, which is determined byiriimthe extremes of its exten-
sion, a continuation of its shape is looked for in both diet.




3.1 Attitude Determination From Star-Measurements 61

Step 5:Determination of the Rotational Rate and the Rotational Axs
The rotational rate can be determined by two possible appeasa the first approach is the
determination of the rate by determination of the lengthhefdbserved Star-traces. The
rotational axis is determined by the different individuahgiths of the Star-traces, which
lead to the center of the rotation. The second is the relatitieide determination as
described for LARM with the vectors built from the center o tBtar-traces as reference
vectors. The second approach determines both, the raaht@ie and the rotational axis
in one step.

The schematics of this scheme are shown in fig. 3.18 (notee sinthe the motion is nearly

linear, the rotational axis is outside of the area shown).

In the following, further information on these algorithnssgiven.

3.1.5.2 Additional information on Star-tracking

In LARM, the Star-tracking is performed using a reduced &tantification based on the time-
varying temporary Star-catalogue definedsitepl. The Star-identification (for detailed informa-
tion be referred to chpt. 3.1.3) is therefore adapted to bd wusth this catalogue. It is obvious that
this identification scheme, which is based on the order ofta€sSis by far faster, than using the
complete catalogue, containing approx. 6000 Stars. Inlawolg ,attitude determination®, the
relative attitude between the consecutive images, andthieuangular rate of the satellite can be
deduced.

In HARM, the Star-tracking again is based on two consecuthages, supplemented by the Star’s
trace as it is observed due to the satellite’s rotation duexposure. This mode is of particular
interest during higher angular rates, which result in a cedunumber of Stars, since the Stars
are spread over several pixels. As an example: in case of @sabgystem, which is designed
for detection of Stars with magnituae, = 6, the detection-limit reduces to Stars witly ~ 1 for
angular rates which result in a trace of approx. 100 pixdisrigth. With a Ol sec. integration time,
this is approximately equal t@ ~ 15°/s. Actually, the detection limit is higher, meaning more
sensitive, than this estimate, as in the case of HARM a laeggon is used for detection of the
Stars. This allows for detection of a lower signal-to-naeio of the single pixels. Nevertheless,
the overall decrease in the sensitivity reduces the numbaservable Stars. As an example: If
the limiting magnitude isn, = 2 and the FOV is given with a total viewing angle of 23he
probability of observing &) Stars is already reduced to(27) %.

The reduction of available Stars for a valid Star identifmats countered by using the Star’s trace
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for extraction of the approximate rotational axis and theesponding angular velocity. As an
alternative toStep3 ,the orientation of the trace in the image can, for instabeefound by the
trace’s moments of inertia, which are defined as

k=Y Signalxy)- (y—Yo)?, (3.21)

and accordingly
ly="Y Signalx,y) - (x—x0)*. (3.22)

The moment of deviation is defined as

lxy =) Signalx,y)- (x—xo) (Y —Yo)- (3.23)
The principle axes can then be determined by solving theneadee ) and eigenvecton prob-
lem of
JV=Av, (3.24)
with
I —I
J=1| ol (3.25)
—lxy ly

The solution is the corresponding eigenvector, which can the translated to the angle relative to
the horizontal, which results as

1 I
B= = arctan| —2— | . (3.26)
2 h—ly

This approach additionally can replastepl, which determines the total intensity of the candidate
region to apply a threshold criterion. It is computatiopatiore demanding, yet it simplifies the
detection process, in that the information provided by tleem@nts of inertia already contains a
certain knowledge on the distribution of the light’s intéyns

The information of the approximate orientation of the tresogsed in the case of fractionally found
traces. They are joined by testing for parallelism and pnityi which as well rules out multiply
found traces. False identifications in the trace deternunatre covered by consistency checks of
two consecutive images. They put to use that the consedutize needs to start close to the end
of that determined in the previous image. This check addhiiy provides the sense of rotation.
Another check is the total length of the trace, which is a fiomcof the rotational rate and the
rotational axis.

An increase in computational efficiency was introduced bglgarnative approach when searching
for traces, which is shown in fig. 3.19. Instead of searchimegvthole image, only newly entering
traces are detected by a search-region at the perimetex BOK. The newly found traces, entering
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constant search gr >

Figure 3.19: Schematics of HARM search grids

the FQV, are then tracked during their passage through thé lR@rder to include the case of a
rotation about the LOS, an additional horizontal line idued in the center of the FOV. This is
necessary, as in the case of a rotation about the LOS, it togghossible that no new Stars enter the
FOV. A third case needs to be covered: in order to detect msgay pointing, a horizontal line is
moved about the image in discrete steps, proceeding onatépewly gathered image, searching
for Stars. The step size is approximately equal to the heaiftite rectangular region used in the
detection process. If the camera is motionless, in this th@total FOV is consecutively searched
for Stars. This last option is necessary if the HARM detectimode is used during start-up of
the sensor-system and should be performed using the saeidetcriteria as used in LARM.
Alternatively, the regular LARM detection-mode can be usadfe first image to eliminate the
possibility of a motionless or slowly moving camera. Theadigantage is the longer time necessary
for evaluation of the complete image.

The two Star-tracking modes were tested during a field expri and proved to be satisfactory.
The angular rate determination using consecutive imagesemasitive enough to follow the Earth-
rotation. In addition to their main purpose, in particul&RM can be used to perform consistency
checks on the ID provided by the Star-identification process
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3.1.6 Initial estimate of the expected accuracy

In this section the expected accuracy of the attitude débation is estimated. As a first approx-
imation, a simple stochastic assumption was made: If theracg of the position of a single Star
is known, the accuracy of the attitude can be approximatée faroportional to the inverse of the
square-root of the number of observed Stars.

1
Noisell | —————— - ,Centroiding-Accuracy"
,No. of Stars*” 9 y

Additionally, most algorithms determining the satellte&ttitude, provide the opportunity of an
estimation of the attitude’s covariance. As an example tts¢ éistimate of the covariance for
QUEST is given in eq. (3.27).

-1
P= [z ai- <|_—t_)it_)T>] (3.27)

This estimation is in first order dependent on the centrgigiovariance (1a;) for the individual
measurementd() and their distance from the center of the F@Vitself is in general dependent
upon the distance from the center of the FOV (see chpt. 3as2yell as on the brightness of
the corresponding Star (see chpt. 2). Settang- 1 for all measurements results in a geometric
interpretation of the covariance matrix and therefore mddes theGeometric Dilution of Preci-
sion(GDOP), as known from GPS measurements. In the case of GPSP@Bnotes the accuracy
to be expected due to the geometrical distribution of the -G&t8llites used. In the case of Star-
sensors, the reason for the typically lower accuracy inisalue to the geometric distribution of
the Star-measurements, which are primarily taken from aeetibn. An identical accuracy about
all three axes can be achieved, if the proposed system’sidéedV is used for Star-observations,
as in the case of multiple-FOV Star-sensors (e.g. StarNg44l). Alternatively, the boresight
can be chosen to be aligned with the axis of least accuracyrezgents. The covariance can than
be determined to be

P =TPT', (3.28)
with

A"=TA, (3.29)

andT as the alignment matrix from the Star-sensor system intaés&ed coordinate system de-

noted by the asterisk (see as well [27]). A list of typical sios requirements is given in Appendix
A.

Another characteristic, not yet covered, becomes appaténgher angular velocities: Due to the
finite exposure time, the Star-image is no longer determinyeits position on the detector only,
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but by the motion during exposure and the correspondingioot axis. This in turn renders
the centroiding process using PSFs as determined for aipgimtode, as given in chpt. 3.1.2,
meaningless. Additionally, the noise is increased due eéddtver illumination level of the indi-
vidual pixels. Depending on the angular velocity, only aa@erpercentage of the exposure time
is effectively used, resulting in a lower apparent magratadd thus a higher noise level, as seen
in fig. 3.5. Since the photon-noise induced centroidingrag@roportional to the inverse of the
square-root of the exposure time, which in turn is approxéyanversely dependent on the angu-
lar velocity, it is expected that the photon-noise increaggproximately proportional to the square
root of the angular velocity. This results in the followingpaoximation, using the assumption that
1pixek~ a x o °2, wherea ~ 60”. The effective exposure time amounts to

o
a+w- Texposuré

. 1
Noisell 4 / (3.31)
Teffective

1 @ (3.32)

exposure O

(3.30)

Teffective= Texposure

Using the relationship

results in

€

Noise[]

For long exposure times, this formulation results in theeibns from above. It should be noted
that this relation is only a crude approximation of realiiyt should provide an understanding of
the effects which are to be expected. Influences negleceedarinstance, the shape of the Star,
the direction of motion and the change in the ,angular direrss of a pixel, when leaving the
center of the FOV.

For a first assessment of the accuracy to be expected, ththege effects are legitimately ne-
glected. This is due to the expected operation in a satallitea slow change in attitude, which
for common Earth-oriented satellites in normal mode is &ow 1°/s.

Concluding, the accuracy of the attitude determination feeddent on a wide range of parameters.
The most important parameter for the static accuracy, wisicommonly referred to when using
Star-sensors, is the centroiding accuracy. As in our casegdhtroiding is designed to be accurate
to 0.1 pixel, the expected accuracy is in the range of 10” in the L @ISch will be confirmed
by the simulations carried out in chpt. 4.1 and the field expents presented in chpt. 7.2.1. The
accuracy about the LOS is dependent on the distributioneofStiars on the detector. For a Star-
sensor with a wide FOV, as the one presented, it is expectbd &xcurate to approx. 50”. This
shows that, even in the presence of low-cost componentsle@anange of mission requirements can
be met, when making better use of the knowledge on the syst@mracteristics in the evaluation
of the gathered data.
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3.2 Earth-Vector Determination

As shown in fig. 3.1, in addition to the attitude matrix, thetBavector is essential to the position
determination of the spacecraft. In the sections to folliw, process from the horizon detection
to the Earth-vector output, as shown in fig. 3.20, will be dssed. Main emphasis will be on the
horizon detection in the visual regime and the best fit of #slting horizon points when trying

to determine the Earth-center.

3.2.1 Earth-Horizon Detection

In the special case of the sensor presented, the Earth ssnsalized as a sensor in the visible
regime of the optical spectrum, thus resemblingAdimedasensor. While an optical way of de-
termining the Earth’s center seems to be straightforwduetet are several issues to be taken into
account to provide an appropriate algorithm for the imagadyens. Since in the case of imaging
the Earth in the visible spectrum it is not seen as homogestgas in the IR-spectrum commonly
used in Earth sensors, the detection of the horizon repieaarhallenge, which has to be tackled
in order to determine the Earth-center. The major sour@ssicg confusion are the terminator,
i.e. the day/night division and, even more disturbing, dl@onstellations showing similar local
properties as the Earth’s rim.

To overcome the issues of reliability and computation tithe, conditions leading to the accep-
tance of a point as part of the horizon have to be specified.

Earth-herizon detection

l Circular Best Fit

Earth-center

—

Figure 3.20: Flowchart Earth-Sensor
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3.2.1.1 Algorithm for the Earth-Horizon Detection-Process

In the following a schematic step-by-step approach of thehEaorizon detection-process is pre-
sented. The constants given are those used in the eval@dtiorages obtained by METEOSAT.
Details on the sets of data obtained are given in chpt. 7 apdrticular in chpt. 7.2.2.

Step 1:Construction of a Search Grid

A grid is introduced as shown in fig. 3.21, comprising eacH lifie and column. The
horizon is then searched for along these lines.

Step 2:Threshold

As a starting condition all pixels on the grid with their detter coordinatesx, y) exceed-
ing a defined threshold are chosen as the center of a candeg@eR; . The size of each
region is set to be 13 pixels 13 pixels. The threshold is set to be approx. 11 % of the full
dynamic range of 256 discretization steps given by the &id-flormat.

Signalx,y) > Threshold | T hreshold= 30

search grid

Figure 3.21: Search Grid using a GEO-observation as example
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Step 3:Requirements on the candidate region
In order to assure that only points on the Earth-horizon straeted, the candidate region
Ri needs to fulfill the following requirements:
The numbem gk Of points in the candidate region lower than the threshokeldseo
surpass a limit gark min.

Ndark > Ndarkmin | Ndarkmin = 27

The numbemyight Of points in the candidate region exceeding the threshoéisi¢o
surpass a limityright, min-

Nbright > Nbright,min | Nbright, min = 27

The average pixel value of the sub&tqark, Which contains the pixels darker than the
threshold, needs to be lower thileanyark min.

meanR; gark) < Meangark min |'\/Ieandark,min:]-5

The average pixel value of the subBgtyright, Which contains the pixels brighter than the
threshold, needs to be greater thaangyight, min-

meanR; pright) > Meanpright,min | M€aNpright, min = 45

The distance between the centers of illumination intensityR; gark and Rj prignt
(Ci,dark andc; pright) Needs to be greater th@istanceyark—bright, min-

| Ci,dark — Ci,bright| > Distanceyark-bright, min | DistanCeyark-pright, min = 10

Step 4:Determination of the Earth-horizon crossing
The crossing of the actual Earth-horizam at the detector coordinatésn; x, mj y) is
determined to be the first pixel on the line connectifngark andc; pright Which exceeds
the limit set by(min(R;) + max(R;))/2 .

Step 5:Introduction of a Global Criterion
In order to remove points in the determination which havestriution similar to the
Earth horizon, in particular clouds, a global criterionngoduced.
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This criterion makes use of the knowledge, that the Eartlsha&re and thus provides the
image of, approximately, a circle on the detector. To usekhowledge, systematically a
combinatiort, of three measuremeritsj andk is chosen, which is used to create a circle
with the radiug p and the centet,  at the positior(c. x,p, Cr,y,p). In the calculation the
temporary variable&, 9, andg2 are used.

c - |[Miy=Miy Mjy—Mcy

[ Mix —Mjx Mk x—Mjx
9, = [Mix-mox miy—myy)

1. ~-14T

g2 = _E'G 9

mi+m;
Ctp = J"‘92<1)'[mj,y—mi7y Mi,x — Mjx
rp = [Crp—mi

With this preliminary Earth-center and Earth-radius th&tahce of all measurements to
the preliminary Earth-center is determined and comparéugpreliminary Earth-radius.
The number of measurements in the comparison correspotalitngpleti, na; , with a
difference smaller thair nax is determined and compared to the total number of mea-
surementsoia. These steps are carried out for all possible triplet coatimns until
the ratio is greater thamatio, min upper- The corresponding preliminary Earth-center and
Earth-radius and the agreeing measurements are then utbedifurther Earth-center de-
termination process. If the ratio is never exceeded, themrery result for the best ratio
obtained throughout the comparisons is used if the ratiogiatgr thamyatio, min lower -

For all triplets of measurementg , with the total number of possible tripletsipiets ,

the measurementsy not used in the triplet are tested according to the followiagudo-
code:

for p=1tonyiplets

for k= 1tonetal | k not part of triplet
if | Cr,p— Mic| < AF max | AF max= 4
Na,p="Nap+1
end

end
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if na, p/ntotal > Nratio, min,upper | Nratio, min, upper = 95%
— use result; p andr p in the following process
break
end
end
if max(na)/Niotal < Nratio, min, upper
if max(na)/Notal > Nratio, min, lower | Nratio, min, lower = 50%

— use result;(max(na)) andr(max(na))
in the following process
break
end
end

In the further process no distinction is made between thedésolts. If the maximum ratio
max(na)/Ntotal found is lower than th@ratio min lower the measurements are declared as
invalid.

In the following, the individual steps are explained in dgezaletail.

3.2.1.2 Details of the Algorithm for the Earth-Horizon Detedion-Process

Since it is not feasible to check all points of the detectottiieir affiliation to the Earth’s horizon,
in Stepl a search grid is introduced, as shown in fig. 3.21. The re@wousing a grid, rather
than horizontal or vertical lines only, lies in the necegssitdetect steps, which is easier when the
search direction is normal to the circle being searched This might lead to a low number of
points in regions nearly tangential to those lines. Using perpendicular directions results in a
better coverage of these regions. In the special case of a WB€re the horizon has a very small
curvature, the use of two directions becomes essential.

In order to take into account the darker regions, e.g whezestimlight is nearly parallel to the
Earth’s rim, or where no clouds are present, the threshatds ¢ be adaptive meaning that the
field needs to be moved along the line connecting the darkightidenters, for instance as per-
formed inStep4. The check is repeated as often as necessary, while it veaasgthat a single
iteration generally is sufficient. It should be explicithated that a fixed threshold dramatically de-
creases the accuracy obtainable, because darker regosestolthe poles or the terminator result
in a ,rim* which is then closer to the Earth’s center.

Global criteria as introduced iBtep5 are used to check the consistency of the points selected by
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Earth

Figure 3.22: Possible Observations of the Horizon as seem ftEO (ap-
prox. 300 km orbit height)

the local criteria. Valid algorithms for instance would bmadifiedHoughtransformation, which
in general searches for circular features within a pictukééernatively, the intersections of the
local intensity gradients can be used to determine an adetionuwithin a certain area.

As an additional feature, once a set of points is determindaktpart of the Earth’s rim, a sec-
ond algorithm can search for additional points along thesetgu rim to enhance reliability and
accuracy.

In the case of a LEO, an additional challenge arises: Sindemof the low curvature, the Earth
has phases, as the Moon when seen from the Earth, the détdutaizon is reduced, which has
an effect on the obtainable accuracy. Simulated schemaitjggssible observations are shown in
fig. 3.22. An interesting feature of LEO-images is given tlgio the fractional part of the Earth,
which is observed: Since only a small portion of the Earttesns the Earth is ,fully illuminated”
for a longer period of the orbit. The drawback is that, depampdn the orbit, a long period of a
partially lit or unlit Earth is equally possible.

Depending on the phase of the Earth, the number of corre@dmidentifications varies, but
provides sufficient information to determine the Earthteecorrectly in most cases.
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3.2.2 Earth-Center Determination

Since approximately 1996 algorithms exist for a direct gotuof fitting ellipses and circles to
measurements in a least square sense (see e.g. [45] and T4g)leads to a suite of possible
algorithms when trying to fit the measurements and solveria@pimal center.

3.2.2.1 Algorithm for the Earth-Center Determination-Process

In the following a schematic step-by-step approach of thehE@enter determination-process is
presented. The example is based on the algorithms used evahgation of images obtained by
METEOSAT. In these images the Earth is already approximatattered in the FOV and observed
from within the equator plane, resulting in readily preséh D transformations. If this is not
the case further transformations in the §pace, which are dependent on the optics and the actual
position of the camera relative to the Earth, become nepesBae following steps are visualized

in fig. 3.23.

Step 1:Shifting the Measurements
Using the knowledge on the position of the preliminary Eahter in detector coor-
dinatesc, and the corresponding measuremantsas determined in the Earth-horizon
detection-process, the measurements are shifted in arderm a circle with its center
being located in the origin of the detector coordinate-axes

MNew = M—Cy

"y

Figure 3.23: Visualization of the necessary transfornmatim enable circular fit-
ting of measurements (exaggerated eccentricity)
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Step 2:Rotating the Measurements
Using the knowledge on the orientation of the Earth-imad@ixve to the detector axes
as described by the matrige 4rth, the transformed measurementgey are rotated, such
that the semi-major axis of the Earth is aligned with the isax

MNew = [mN eWTETarth} !

Step 3:Circularizing the Measurements
Due to the elliptical image of the Earth on the detector, gsatied in fig. 3.25, the mea-
surements are distributed in the shape of an ellipse. Asitbetditting of points to an
ellipse proved to be very sensitive to noise in the measunesnée knowledge of the
Earth’s eccentricity is used to transform the measurenterig distributed in the shape
of a circle. This is performed by stretching the measurement-direction.
mNeW(:,Z) = mNeW(:,Z) . ﬁ

~ “Earth

Step 4:0ptimally Fitting a Circle to the Measurements
In this last step, a circle is optimally fitted to the measugata. The algorithm presented
is taken from Gander ([47]).

B = [MNew(:,1).24+ MNew(:; 2)-2, Mnew(s 1), Mnew(:; 2), onegsizemMyen(:, 1)))]
U,S V] = svdB)

u=\V(:4)
a=u(l)

b = [u(2);u(3)]
c = u(4)

CLNEW — —b/(2 a)
Mew = \/(‘ Cr,New|2_ c/a)

CrNewCan be interpreted as a correction to the preliminary Eeetiter, as in an ideal case
the result would be 0, due to the shifting of the measuremarfisep 1. To account for
the transformations performed in steps 2 and;3yew Needs to be re-transformed. The
preliminary Earth-centes; is thus set to be

Crnew(:;2) = CrNew(:,2)" \/ 1_e%arth

-
Cr,New = [Cr, New I Earth]
Cy = Cr+CrNew
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& Algebraic fit x

z(a,b,c)

s Geometric fit
i)

4

Figure 3.24: Explanation of the different cost-functiosed in the optimal fitting
of circles and ellipses

Steps 1 and 4 are repeated until the difference in two cotigsedtarth-centers as determined
by the algorithm is smaller than a chosen threshold, whidhigicase was set to bel(ixel.
The detector coordinates are then translated into a unibvemvards the Earth in the sensor
coordinate-system using the same algorithms as for the-Seantroids.

In the following, the individual steps are explained in gezaletail.

3.2.2.2 Details of the Algorithm for the Earth-Center Deternmination-Process

The problem in using the theoretically more appropriatgtedial fit in the determination of the
Earth-center is two-fold: First of all, using a direct medheliminates the possibility of using the
well known a priori information on the Earth’s eccentricity as well as on themtation of the
Earth within the FOV. Secondly, the direct solution solvesthe minimization of the algebraic
cost-function. This means it solves for the deviation of sugament points relative to the alge-
braic formulation of the ellipse, thus minimizing the ermoithe radius from the estimated center
towards the measurements. The error therefore is the elifter in radius of the measurement,
relative to the radius of a point on the ellipse, which hasstime angle to the semi-major-axis.
It proved beneficial, though, to instead use a different fdation of the cost-function, resulting
in minimizing the minimal distance of the measurements wadlipse (see [47]). Though this
sounds identical, fig. 3.24 shows the difference. The madiieal formulation for the algebraic
fitis given as

FO) =Y |(axx+b"x+0)° . (3.33)
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with x; being themmeasurements aradb andc being parameters defining the cerzais

B b1 b
and the radius as
bj2 ¢
=1/ = ——. 3.35

F(X) = ) [(Zi,l—x(¢i))2+(>_<i,2—Y(¢i))2] : (3.36)

with
Xi1(9i) =z +rcoshi (3.37)

and
xi 2(01) = 2o+ r sing;. (3.38)

The only case, in which the results are identical is an ideelecwith its center on the origin of
the coordinate system. Using these more robust approaebeiésrin a nonlinear program, which
has to be solved for using numerical minimization.

Using a simple circular fit proved to be very robust, yet itutesin different solutions, when the
measurements are taken from part of the horizon only andsmgpsides are compared. This is
actually the case with the horizon measurements, whichrneig are only available for one side
of the Earth, since the other side is in darkness. As a rasulie case of a GEO, the illuminated
side changes, when the Sun passes noon. This in turn resatdifferent location of the Earth
center in the afternoon than during morning, which, obviygus not sensible. The reason for this
effect lies in the eccentricity of the Earth: Using only ma&a&snents from one side of the ellipse
and fitting them in an optimal fashion to a circle, results magpparent Earth center which is
systematically offset in direction towards the measurdasenhis can be explained, by observing
that the optimal radius, determined in the process, is isac#ssmaller than the semi-major-axis.
Considering that the resulting circle is attracted by thesusaments, the center is constantly mis-
estimated in their direction. This effect is shown for twgesiin fig. 3.25, while it should be noted
that the Earth eccentricity has been exaggerated in ordeake the effect visible. The first case
has nearly homogeneously distributed measurements atengide. In the second case, the effect
is even dramatized, by having more observations along thateqg

In order to reduce this effect several algorithms have beesstigated. First of all, the algorithm
for a direct elliptical fit was tested on the measurementstsliasing experimental data, which
are further explained in chpt. 7.2.2, showed that even irbtst cases only a minor advantage
was drawn from the algorithm, while in many cases the noiseinereased. Additionally a high
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Measurements

Figure 3.25: Visualization of the systematic mis-estimatilue to fitting a circle
to an ellipse (exaggerated eccentricity)

variation of the orientation of the semi-major axis showmel difficulties when using an elliptical
fit. Further investigations were conducted on how to effityejoin the knowledge of the present
ellipsoid and the robust methods of optimally fitting measoents to a circle. In a first attempt
it was tried to use the preliminary result for the Earth ceated the approximate orientation of
the Earth-ellipsoid on the detector to start a nonlineainupation, fitting the measurements to an
ellipse. The reason for this was the idea that only very fewation steps should be necessary for
convergence. Unfortunately, this approach lead to no tdmlstion, when only few measurements
were available. It was finally concluded that the elliptitalas it was implemented, was not robust
enough for the purpose of attitude and orbit determination.

This lead back to the idea of using the robust circular fit dreapproximately known step size
when crossing noon for a deterministic correction of the sneaments, based on the additional
knowledge of the Sun incidence angle. This in principle widwdve solved the problem, but was
not satisfactory from an analytical point of view.

To satisfy the aspiration of finding an analytical solutiardifferent approach was found: Instead
of bluntly fitting the measurements to a circle and disregaycll knowledge of their nature,
the measurements were transformed, as depicted in fig. B@&xplained in the description of
the algorithm for the Earth-center determination. Expenis using Earth-images showed that
about four iterations are necessary to reach a correctitessfthan 1x 10-8pixels in the center
coordinates, which is already far below the expected acguiBhe experiments are addressed in
chpt. 7.2.2.
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Figure 3.26: Schematics of the elliptical perception of Baath as seen under
large viewing angles

An additional correction might be necessary in case thenksiriot in the center of the FOV, since
in that case the Earth is perceived as a conic section. T$ustsdrom the characteristics of optical
systems: Since all rays propagate through the effectiveecehthe optics, the sphere of the Earth
might end up as the image of an ellipse on the detector. Tmsbeaseen in fig. 3.26, while it
should be noted that this drawing is a crude approximatioreality and only meant to explain
the basic principle. A comparison of a circle and the sinadamage of the horizon as seen from
a LEO is shown in fig. 3.27. Apparently, in that case, no cioda be used as a global criterion,
but an ellipse has to be used from the very beginning. It shbalnoted, though that this effect
has only taken to be into account in LEO, where the Earth iregeims observed tangentially, and
therefore is not in the center of the field of view and openggelaone, both of which changes
the shape of the conic section to finally resemble a hyperbidi@ nominal case in GEO uses a
centered Earth, since the apparent diameter is smallerthiealROV, so the complete horizon can
be observed, if it is adequately illuminated.

It turned out to be vital for the accuracy of the Earth-cedetermination to include the vignetting,
meaning the light drop-off when leaving the center of the F@¥he determination of the apparent
Earth horizon. Since the horizon is determined using théhEaintensity, the curvature changes,
when the horizon is at different angles relative to the LOSs™Effect is greatest in LEO, where
the horizon nearly crosses the LOS as well as it leaves the B@¥to the different lighting condi-
tions in the center as compared to the rim, resulting fronvitpeetting, the apparent diameter, and
thus the apparent Earth-center, changes. This effect datbemeglected, if the Earth is perfectly
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Visible Stars

True Horizon

Figure 3.27: Comparison of a circle and the simulated imagéeforizon as
seen from a LEO

centered in the FOV and fully seen, as in the case for GEOgesimthese cases, the vignetting
effects the horizon symmetrically about the Earth-centdre apparent radius remains underes-
timated, though, and thus should not be used for distan@rrdetation. Another effect, leading
to mis-estimation of the Earth-diameter is the systematmrénduced by choice of the threshold
defining the beginning of noticeable atmosphere and thegehamthe atmospheric height in the
course of the year. As the effect is of systematic natureant @ general, not be filtered by an
increased number of measurements. In general, this difésseis approximately symmetrical to
the Earth’s center and thus does not influence the centédt i@ effect needs to be taken into
account, though, when determining the satellite’s distadnem the Earth-center, which depends
on the apparent diameter. As explained in chpt. 5.2, it isnemessary, to actually include an
estimation of the distance into the measurements passhd taiman-filter used for an accurate
position and orbit determination. This eliminates the nfedhe Earth’s apparent diameter and
the associated drawbacks. Nevertheless, the informatioseful for initialization of the filter.

It should be noted that systematic mis-estimation in thelEadiameter as well holds for IR-
sensors. In particular, the stability of t8€,-emission, which is being observed, is abo&°0

A possibility to reduce the noise is to increase the numbemeasurements. Additional data
might be obtained by using a preliminary fit and searchingfiitional horizon-points along the

estimated horizon. This routine can be incorporated adsaptito be used only in case of too

few initial measurements, in order to verify the assumedzbarand increase the accuracy to a
tolerable level.
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Earth

Figure 3.28: Curvature of horizon as seen from LEO

3.2.3 Initial estimate of the expected accuracy

In this section the expected accuracy of the Earth-centerméation is estimated. A first approx-
imation for LEO applications at about 300 km height is based detector with a 24FQOV and a
detector area of 12801024 pixel€. This results in a visible horizon height of approx. 25 pixel
with respect to a secant connecting the two points where dhiegdn enters, respectively leaves,
the FOV (see fig.3.28). Assuming an accuracy of 1 pixel in #temination of the horizon then
results in an accuracy of approx30 in the determination of the Earth-vector.

This accuracy is assumed to be better in GEO due to betteirgigtonditions and a better defined
horizon. Accuracy in GEO thus is expected to be abolt,0which is confirmed by applying the
presented algorithms to Earth-images gathered by a gewstat weather-satellite (Meteosat) (see
chpt. 7.2.2).

Summarizing, the performance of the algorithms preserdedhe proposed sensor-suite work-
ing in the visual regime is comparable to that of standard dRlesensors, while yielding a wider
range of applications. In our case, the same sensor can tdéausewide range of orbits. The com-
bination of Earth- and Star-measurements and the predicfithe satellite’s orbit further provides
means for covering eclipse-phases and a three-axes Edetiemce, which can not be obtained us-
ing IR measurements. Using these pieces of additionalnmdtion results in a sensor which is
superior to standard IR Earth-sensors in possible apgitatind the information provided.







Chapter 4

Evaluation of the Image Processing
Algorithms

4.1 Simulations on the Attitude Determination From Star-
Measurements

4.1.1 Probability of success and computational burden

The following section will introduce the probability of stess as a function of the Star-centroiding
accuracy as well as the resulting computation time. Thelsesare of relevance, when setting the
tolerances of the Star-identification algorithm, and whettirsg the requirements on the computa-
tional power. In order to find the best relationship betwdendhosen tolerance and the expected
noise-level, several simulations have been carried outdardo obtain information on identifica-
tion reliability and computation time. The basic assumpdiare a white noise in the measurement
of the Star’s position on the detector. The position on theeater at first is determined using
a simulation of the observed Stars when scanning the calegtihere. The observed Stars are
.projected” onto the detector, where the resulting nompaditions are disturbed by a normal-
distributed noise with a standard deviationamfwhere typicallyc = 0.1 pixel andoy = oy (see
fig. 4.1). The advantage of disturbing the positions on theder, rather than disturbing the unit
vectors to the Stars is a more realistic representationeohdiise as well as the possibility of using
individual noise levels in the two detector axis, as theyex@ected from the results as derived in
chpt. 3.1.2.

The results of the simulations on the Star-identificationficoed the expectations: starting from
a certain defined level of tolerance on the inter-Star-aaglelefined in 4.2, the identification
probability does not change significantly any more. Addidlby, it was found that the computation
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AZ; = randn(g;)
Ay = randn(@,)
o =07 +O'

= *Jr:}_"_ + |

Figure 4.1: Introduction of noisé\, Ay) to the nominal Star-position

time is non-linearly dependent on the chosen tolerance.

These effects can be seenin fig. 4.3 and fig. 4.4. Differersierlevels are represented by the para-
metric plot in fig. 4.3, which shows the probability of a car&tar-identification as a function of
the chosen inter-Star-angle tolerance, which is given ittiptes of the expected noise level. The
parameters on the curves denote the simulated noise aplesiif /6" pixel, which resembles
approx. 10.

It seems to be essential to note that increasing the tolerfamther than necessary might result in
a degradation of the probability of a correct Star-iderdiian. This is due to the fact that higher

tolerances allow for more possible identifications. Sindevanumber of bad matches within a

set, chosen as a possible identification, might be compeshbgta large number of good matches,
this might result in favoring a false identification over areat solution. As mentioned above,

singular misidentifications can be detected using a tim@tyisand/ or the use of a propagation
of the Star-centroids in the form &tar-tracking The probabilities shown, are those of a single
identification, using n@ priori knowledge.

o-StEI' 1 astar 2 z

o;

Inter-
Star-
Angle

_ 2:
G-Star 1 O-Star 2

Focal plane

Figure 4.2: Definition of the inter-Star-angle and its noahiaccuracy
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Figure 4.3: Probability of correct identification using @&t for different sensor
accuracies and different tolerances

As expected the computation time increases with incredsiegance, because this increases the
number of Stars that need to be checked. Since with eachaddiBtar, the number of Star-pairs
and their resulting triangles to be validated increasesimeerly, the computation time increases
nonlinearly as well. A fit of the measured times in fig. 4.4 skan approximately quadratic
dependency on the total tolerance.

It needs to be stressed that, while in fig. 4.3 the inter-8tayle tolerance is given in multiples of
the sensor accuracy, in fig. 4.4 the tolerance is given ireasgls.

The result of this section is that the tolerance should be@has small as possible to reduce the
computation time. A fair trade-off between a high identifica probability and computational
burden seems to be a tolerance of approximately three timeessinsor accuracy.
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Figure 4.4: Computation Time as a function of tolerance, rabdizad to 0” tol-
erance; Example: 3Qesults in a 37 times higher computation time
necessary for identification

4.1.2 Expected Attitude Accuracy from Star-Observations

A simulation which added a 10” to 60" noise-level to the Siasitions on the detector, resulted
in fig. 4.5. The parametric plot shows the achieved accusdniattitude when using a varying
number of Stars and varying accuracies, which were thenalaed for comparison. Sample size
was 400, the position of the Stars on the detector variedigfirout the simulation. As easily can
be seen, the overall tendency is in agreement with the exg@oterse square-root of the number
of Stars, while the deviation from this idealized curve ig doithe varying position of the Stars on
the detector. This can be explained by the dependency oftiheda’s variance on the distribution
of measurement points, as determined by

-1
P= [za-(L—QibiT)] : (3.27)

Concluding, the static accuracy is determined to be approm the LOS and approx. 25” in the
rotation about the LOS. This accuracy is based on a cenmigpaticuracy of 10” (approx..Dpixel,
using the given camera system) in the centroiding procegsb&tars in the FOV. This matches
closely with the performance achieved in field experimealg{. 7.2.1), which was determined
to be approx. 10” in the LOS in the presence of atmosphertardiances. As apparent from the
equations above, this accuracy is dependent on the distrmbof the Stars on the detector and on
the satellite’s angular velocity. It was shown that, desgiie use of simple commercial optics, the
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Figure 4.5: Attitude Accuracy as a function of number of aoled Stars deter-
mined for different noise-levels as parameter (107-60" iaps of
107). The star denotes the mean of the accuracy, the dotetudts
for the different noise-levels. The deviation from the ectpd inverse
square-root of the number of Stars is mainly due to the varpivsi-
tion of the Stars on the detector.

accuracy can be tremendously increased, when includingnihveledge of the applicable PSFs in
the centroiding process, leading to a simple system whielilyithe required performances for a
wide range of missions.

Thus, the approximation of the expected accuracy was coadirby the simulations. Further
experiments with actual hardware in space environmentbgithecessary, though, to provide real
data, including additional effects like increased noisetlgh radiation and aging effects as well
as possible thermal deformations of the optical system.
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4.2 Simulations on the Earth Center Determination

This section deals with the simulations performed on thétEaorizon and -center determination.
What will be shown is the intensity distribution on the deteathen observing the horizon from
LEO. While from GEO it is primarily seen as a step, in LEO an exguttial increase in intensity
is seen.

The reason for this is partially due to the long optical patigth of the observation within atmo-
sphere, as itis explained in fig. 4.6. Assuming an exponidntation for air density and a uniform
scattering of light proportional to the air density leadsaitoexponential decay of light scattered in
direction of the observer, as a function of height. This glas@ven enhanced due to the reduction
of the optical pathlength, which can be thought of as a sebaotigh the atmosphere, the length
of which changes as a function of the height. Using these @varpeters for an approximation,
the expected relative intensity distribution can be sedigird.7. For the case of an orbit outside
the atmosphere an approximation in a closed form solutiedeseloped:
_o. L"lo .exp [_ (Rsateliite: Sin(a) — REarth)}

lo Ho

.exp [_ \/(HAtm+ F\’Earth)2|_T (Rsatellite* Sin(a1))2 - 1] | (4.2)
0

Rel. Intensitya) =

with pp being the air-density at sea-level adg being a scaling height, which is set to match the
air-density in a height of 100km. For orbit-propagation pasecraft, starting from this height,
the density is determined using therris-Priestair-density model, which is semi-empirical and

Observation

Orbit Atmosphere Earth

Figure 4.6: Visualization of optical pathlength when degliwith horizon mea-
surements
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Figure 4.7: Intensity distribution normal to the horizonadytical result using the
preliminaries of an exponentially decreasing air-denaitg the opti-
cal pathlength as defined in fig. 4.6

dependent on the Sun’s incidence angle (see e.g. [28])s the nominal intensity at ground-
level, which is determined by the formula, settipgequal to one and to the apparent angular
diameter of the Earth, as seen from the spacecraft, whilegeneral denotes the angle between
the satellite’s position-vector and the line-of-sightain is the height of the atmosphere, which
for our purposes is set to 100km. If the satellite is withia #tmosphere, the solution is not as
compact. It should be noted, though that, when determitiagtmosphere’s brightness, it can be
assumed not to extend further than to approx. 100km in heigfith is below all satellite orbits
of interest.

The feature of an exponential decrease in intensity hasnkiamce been exploited in ref.[48],
which uses a logarithmic detector (FUGA15d) and a simplesthold for horizon detection.

The exponential intensity decay lead to the idea, of usingxonential or polynomial filter to
extract the horizon be means of shape, rather than by usiaghblds, which are very sensitive
to local intensity variations due to cloud coverage. A toas$leen developed to determine the
appropriate filter values from actual images of the Earthzoor The results are given in the
experimental section (7.2.2).







Chapter 5

Algorithms on Position and Orbit
Determination

The following chapters deal with the position determinaiid a satellite using attitude and Earth-
vector information. Since the algorithm will be shown to bde@pendent of the satellite’s attitude-
dynamics and orbit, the sensor can be used without any kdgelef the host-satellite. The

section introducing the point solution from a single imagé# be followed by a section on the

orbit determination using appropriate filtering. Furthesults of the orbit determination are the
increase in the accuracy of the position determination arather important information: the

satellite’s attitude in &ocal Vertical, Local Horizontateference frame.

5.1 Position Determination Using the Combined Earth-/Star-
Sensor

As proposed in the patent on the ,Combined Earth-/Star-3e({449), it is possible to determine
the position of a satellite using the knowledge of the Eagbtor in combination with the obser-
vation of Stars. Commonly published algorithms are derivethfa geodetical point of view. The
~.geodetical” algorithms typically use the method of ineang lines of sight, often referred to as
»havigation fix" (e.g. [49, p. 229 ff.], [50]). In essence, Bily a closer celestial body (e.g. Earth,
Sun or Moon) and at least one other vector measurement (8igu-aneasurement) are combined
to result in a position fix. In most approaches, the distaneatds the closer celestial body is
estimated using the apparent diameter (i.e. the angularad& as perceived by the sensor) and
relating it to the known actual diameter.

The set of algorithms which will be presented here is baseathmisformations of reference systems
developed by Astrium GmbH, Germany (private communicatibnFichter, K. Ebert). They were
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Figure 5.1: Coordinate Systems and final formulation of RosiDetermination
Point Solution

further developed and adapted to be used with the propossdise

In common with other approaches, the proposed algorithohepisted in fig 5.1, uses the reference
of a closer celestial body, in this case the Earth, and thaseded by Star-measurements. Instead
of geometrically intersecting the lines of sight, howewedifferent approach is used: The knowl-
edge of the inertial attitude matrix of the sensor, whichatednined using Star-observations, is
used to rotate the observed position of the second celésidy (e.g. the Earth), as sensed in
the sensor’s coordinate-system, into the inertial frantas Tesults in the ,inertial position of the
observed celestial body, relative to the sensor”. In ordedetermine the position of the sensor
relative to the observed celestial body in inertial cooatis, it is sufficient to ,flip” the vector
by multiplying it with (—1). This shows that only two standard components for attitueterd
mination are needed for the position determination of allgaten the inertial reference system:
The first feature is that of aautonomous Star-trackefor attitude determination, the second is
that of an Earth-sensor. It should be noted that in an ingteeition determination, the distance
towards the closer celestial body is as well determinedgussnapparent diameter. In the process
of the thesis it was found that such an algorithm has beenas@ independently by J.R. Wertz
([51]). Initially this was to be used with a combination ofrBe, Moon- and Sun-Sensors. It was
further generalized to be used with an Earth-/Star-sermmbmation (e.g. [52]). Investigations
on the orbit determination will show that it is, in generadf necessary to use the information on
the apparent Earth-diameter - and sometimes even benéficdédregard it, since it serves as an




5.1 Position Determination Using the Combined Earth-/Stemsor 91

additional source of errors.

With this general introduction, the equation will now beaiigusly deduced. This will be followed
by an estimation of the expected accuracy.

5.1.1 Deduction of an algorithm for position determination of a satellite

Effectively, the formula for position determination usitige combined Earth-/Star-sensor, has to
rotate the Earth-vector, as determined from the Earth-@waigto the inertial reference frame by
use of the known relation between the Earth- and the Staesamd the known attitude matrix of
the Star-sensor in the inertial space.

The reference systems entering into the evaluation are thiothe Star-sensor- (,f the Earth-
sensor- (L,E), the Mounting- (,M"), the Body-fixed- (,B'), the Reference- (,R and the Inertial
(,1“)- system. The rotations necessary to transform a vecton fa systenx to the systeny are
denotedlyx. The transformation$gr, Tve, Tem, Tse as well asls) can be assumed to be known,
since the mechanical setup of the sensor is known as welleamdhtial attitude Ts;), which is
determined by evaluation of the Star-images . In this deamat will be shown that most of these
transformations need not to be performed, yet they lead impls formulation of the problem.

With the help of these transformations and the Earth-veadasupplied by the Earth-sensing part
of the proposed system (in the following called ,Earth-gef)s the unit vector from the center
of the Earth towards the satellite can be determined. Thermé@tation of the relative distance is
addressed later.

At first, the Earth-vector, as it is perceived by the Earthsse will be determined using the satel-
lites inertial position as well as the necessary rigid bamtgtions. This leads to

re =Tem - Twe - Tr-JRi- (1)) (5.1)
Using the same transformations, the attitude matrix of tiae-Sensor can be described as
Tsi=Tse-Tem - Tus - Tr TRI- (5.2)

By comparison of equations 5.1 and 5.2 it can be shown thatdimenmon transformations can be
combined to satisfy
Tem-Tvs - Ter-Tri =Tgg - Tsi- (5.3)

This shows that the relation between the inertial vectomftbe satellite towards the Earth and
the determined Earth-vector is solely dependent on théiahattitude of the Star-sensor and the
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transformation between the Star-sensor and the Eartioisesference frame. This leads to the
reduced formulation

r = I; - Tse - (—rg) (5.4)

[3x 1] [3x 3] [3x 3] [3x 1]

The property of rotation matrices has been put to use, wheldy
Tyt =Ty (5.5)

As previously explained, the negative sign in the formolaiis necessary to transform the result
in a vector from the Earth’s center towards the spacecrafippesed to the originally resultant
reverse vector. Furthermore, the distance to the Eartlhaslto be determined.

5.1.2 Initial estimate of the expected accuracy

In this section an estimate of the expected accuracy of tttevmeasurement will be given, which
in itself already represents an interesting value. The mapoe of this value is even increased
due to the fact that the determination of the spacecraf&dce to the Earth is dependent on this
accuracy, when usingMavigation Solutiorior a complete determination of the satellite’s position,
as given in chpt. 5.2. In this connectiblavigation Solutiormeans the solution based on filtering
for additional accuracy and state information.

To provide an estimate, several assumptions have to be maatelér to facilitate an analytical
solution. A typical approach is to assume a decoupled nimigbis case of the Star-sensor and the
Earth-sensor. Further, as common practice for Star-sensasurements (e.g. [23]), a white noise
(Gaussian) process is assumed.

Starting with the Star-sensor, it is assumed that we havecaugdéed noise in the three rotation
axes, resulting in a rotation matrik), due to mis-estimation of the satellite’s attitude matrix,
which can be defined as

Jg1 =ATs) Ty, (5.6a)
with the approximation foATs as
1 —¢ 6
ATlsi= |y 1 -—of. (5.6b)
-0 o 1

This can then be separated into the identity matrix and tmanrederA*Ts; as follows:

ATsi=14+A"Tg. (5.6¢)
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This definition will be of value, when separating the ideatl éime error components of the mea-
surement;.

The rotation matrix for errors in the Earth-vector deteration is derived accordingly, with the
difference that the accuracy is assumed to be identical itni@e axes. It should be noted that,
while this is not taken into account in the further derivatithis matrix could be augmented with
the errors of the transformation matrix between the Stas@eand the Earth-sensor in a first order
assessment.

With the assumptions as stated above, the measurement]imgthe errors, can be written as:
rf=[(1+4"Ts)) - Tsi]" Tse- (1 +47Trp) - Te. (5.7)
Separating the ideal and the noise-induced terms results in
I =r+A4r, (5.84)
with
Ary =[ [0 Ts Tsi] " - Tse
+[Ts) " - Tse- ATy, (5.8b)
+[A*Te - Tai) T - Tse A Tre | - Ie.
The expectation foér, is ,0%, its variance can be derived from
v=E[Ar,-Arf]. (5.9)

As can be seen from closer observation of eq.l§p.&he accuracy of the system is dependent on
the satellites attitude as well as the position of the Eantthe detector. Additionally it should be
noted that the Star-tracker’s accuracy is dependent oniskrédtion of the Stars on the detector,
and thus is time-varying.

As a first expectation, the total error would be the sum of tiavidual errors. For well defined
cases, this can be verified: Assuming an Earth-vecterdimection only, a Star-sensor orientation
which coincides with the Earth-sensor and an attitude wincturn coincides with the inertial
frame as well as neglecting second order terms, the erranceantains the sum of the individual
errors. Summarizing, the assumptions can be stated as

Tse = laxg
Tsi = liaxg- (5.10)

Thus, the linearized and maximal error matrix of the systamlwe written as

0 —(|Wsi| + [Wsel)  (|9si] + |OsE])
ATgese= | (|Wsi|+ |WsE) 0 —(losi| +[@sEl) | - (5.11)
—(|0si| +(0sel)  (|@si| + |@sE]) 0
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For the general case of an arbitrary attitude matrix as veelEa@rth-vector, a covariance-analysis
based on eq. (519 results in a similar representation. Due to the couplingvben the axes,
the individual components of the system’s covariance matnin out to be rather complex in
structure. For demonstration purposes, the first elemeheafovariance matrix will be given and
discussed in greater detail. The components are ordereddiieg to their affiliation to the linear
and nonlinear part of the equation. As demonstrated in theigljized case, a linear dependency
becomes apparent when the nonlinear components are rezjjlect

Minear = +£E(1)2' V(Ysg)- ISI(?":]-)Z
+g(1)* V(8s)-  Tsi(3,1)
+re(1)* V(0sg): Tsi(2,1)?
+re(2)% V(s Tsi(2,1)2
+rg(2)% V(Wse) Tsi(1,1)
+Eg(2)* V(0s):  Tsi(1,1)?
+re(2)% V(pse): Tsi(2,1)?
+re(2)% V(ps):  Tsi(2,1)?
+re(3)% V(6sg): Tsi(1,1)2
+re(3)% V(Ps): Tsi(1,1)2
+re(3)% V(pse): Tsi(3,1)2
+re(3)% V(gs):  Tsi(3,1)2
—2:1g(1)-1g(2)- V(Wsg): Tsi(3,1)-Tsi(1,1)
—2:1g(1)-1g(2)- V(6s1)- Tsi(3,1)-Tsi(1,1)
+2:1g(1) - re(3): V(ds)- Tsi(2,1)-Tsi(1,1)
+2:-1g(1) - re(3): V(Bsg): Tsi(2,1)-Tsi(1,1)
+2:1£(2)-1e(3) V(gse): Tsi(2,1)-Tsi(3,1)
+2:1£(2)-1e(3) V(gs)- Tsi(2,1)-Tsi(3,1)

(5.12)

In the equations (5.12) and (5.13Y", denotes the variance of the corresponding values. The
additive behavior of the system’s variance can readily la» e eq. (5.12), while the nonlinear
terms are given in (5.13).

In addition to these stochastic errors this system, as ntbst systems, includes a certain level of
errors due to misalignment and other deterministic errbine advantage of this sensor as opposed
to other systems is the compact setup which allows for afsignit reduction of time varying mis-
alignments (e.g. due to thermal deformations). This gdvkes misalignments resulting from the
manufacturing process, which can be measured and caliboatequipment level, as well before
launch as on orbit. Again a specific feature of the system laadrmulation of the measurement-
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Vihonlinear=—2-Tg(1)-rg(3)- V(Bsg)-V(Wsi)- Tsi(1,1)-Tsi(3,
—2:1g(2) - 1e(3)- V(gse) V(gs) Tsi(3,1)-Tsi(2,
+2:1g(1)-re(2)- V(Wse)-V(Bs1)- Tsi(1,1) Tsi(3,1
+re(1)? V(Wse) - V(Bs)- Tsi(1,1)?
+re(1)? V(6sg)-V(Wsi)-  Tsi(1,1)2
+re(2)% V(pse)-V(Wsi)- Tsi(1,1)?2
+rg(3)% V(psg)-V(Bg))-  Tsi(1,1)2
+re ()% V(Wse)-V(@s):  Tsi(2,1)2
+rg(2)% V(Wse)V(Wsi)- Tsi(2,1)2
+re(3)% V(pse)-V(gs):  Tsi(2,1)2
+1g(3)% V(6sg)-V(Wsi):  Tsi(2,1)2
+re(1)% V(6sg)-V(gs):  Tsi(3,1)2
+re(2)% V(pse) V(s)):  Tsi(3,1)2
+re(2)% V(Wse)-V(Bs1)-  Tsi(3,1)?
+rg(3)% V(6sg)-V(Bs)-  Tsi(3,1)?

(5.13)

algorithms leads to a satisfying solution: since the athars do not depend on a perpendicular
separation of the observation axis, the correspondingfibamation can be adapted to virtually any
layout. The only restriction results from the necessitytterauate the Earth’s brightness relative to
that of the Stars. This results in a necessary minimal seéparaf the two lines-of-sight. For typ-
ical contemporary Star-trackers the so-cali&dth-exclusion-angl€EEA) is approximately 260.
This translates to a minimal separation of about,48&sulting from 20(EEA) + 2-12.5° (2- half
FOV).

As the angular separation between the two FOVs is introdusaty the partially transmissive
mirror, this mirror serves as a source for a constant misalent. In the case of a 5050 mn?
mirror an error of 01 mm while cutting a retaining groove on the top and the bottd a 45
angle in the worst case results in an angular errot@3Q which is in the same order of magnitude
as the stochastic error expected for the determinationeoE#rth-center. It should be mentioned,
again that this error is deterministic and can be calibrateat to launch and, in special cases, in
orbit. These cases for instance include a calibration usiadgcnown position of the satellite.

In essence, the variance of the stochastic error to be eeghéxtequal to the sum of the maxi-

mal variance in the Star-sensor and the variance of the fsartkor. In the case of the sensor
as proposed, the error due to the Star-sensor can be neglglce:n compared to the inaccuracy
introduced by the Earth-sensor. In the case for a GEO, theote@ single-measurement accu-
racy is assumed to be in the order ol Q corresponding to approx. 70km. This accuracy is
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approximately equal to the position accuracy required Bosgationary satellites (@ — 0.1°).
The accuracy for LEO is derived equivalently and amount&i¢oorder of B°, corresponding to
approx. 36km. In chpt. 5.2 it will be shown that this accuraay be improved. This is necessary,
since the knowledge of the position should be better for idenations of safety and fuel saving.
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5.2 Orbit Determination from Consecutive Position Measure-

ments

The determination of the satellite’s absolute position lsarcarried out in different fashions, two
of which will be presented. The intuitive solution is using estimate of the satellite’s distance
from the Earth based on its apparent diameter, as it has wepoged in chpt. 5.1. Yet, as briefly
mentioned there as well, it is not generally necessary tdicithp obtain the distance through
measurements. The following section will propose a Kalrfiléer based approach for position
determination and prove the observability of the propogestesn. The advantage of the system
is the additional information about the satellite’s ingrtrelocity vector. This information can be
used to generatelaocal Vertical, Local Horizontateference system, as shown in fig. 2.3. This is
composed using the ,negative” position vector aszais, the vector perpendicular to the orbit
plane as theg-axis (vector-produc¥elocityx Positior) and thex-axis being the cross-product of
they- andz-axis, which is oriented approximately parallel to the w#thp vector. The reason for
this additional reference system lies in its advantageamthEpointing satellites on circular orbits,
which then have a reference system in which the nominalid#itioes not vary.

5.2.1 Composition of a Kalman-Filter for Position and Orbit Determination

The determination of the satellite’s orbit and positiomfrmeasurements can be achieved using a
variety of methods. For instance, the orbit could be derfvech angular measurements and their
timed separation using Kepler-elements, meaning

semi major axis,

e: eccentricity,

i : inclination,

Q: right ascension of ascending node,
w: argument of perigee,

v: true anomaly.

In the case of observations using ground stations, whicmairgvithin the satellite’s orbit plane,
three measurements are sufficient. It should be noted, khdlgt an explicit solution in our case
needs four, instead of only three measurements, sincepdheit nature, they are within the orbit
plane of the ,observed body“ (see [53, 28]). This solutioamss not to be beneficial, due to the
singularity in case of equatorial orbits, which is given bg tindefined value for the right ascension
of the ascending node. In the case of circular orbits, likee®Gthe argument of perigee as well
is undefined. Additionally the measurements are in inectardinates, resulting in a nonlinear
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and time-varying transformation, when casting the systera Kalman-filter. Nevertheless, in
the course of these studies, the use of Keplerian elemestbden investigated. The idea to use
this approach is based on the extremely slow variation oft wiohese parameters, with theie
anomalyas the only exception. This results in the possibility ofngsa long filtering period
and thus in a high accuracy of the LVLH-system. To elimindie problems associated with
the singularity of theRight Ascension of the Ascending NdBAAN) when observing equatorial
orbits,Non Singular Keplerian Elemen(&quinoctial Elements) have been used. The appropriate
elements then result as

= a : semi major axis,

= e-sin(w+1-Q) .
components of the eccentricity vector,

= e-coJw+1-Q)

components of the ascending node vector,

= [tan(iz)}I -sin(Q)
= [tan(})]'-cosQ)
= M+w+1-Q ) mean longitude .

>~ O T X T 9

In this notationl is the ,retrograde” factor, which is

| +1: direct equinoctial elements,
—1: retrograde equinoctial elements.

The use of the additional parameteeliminates the singularity for = 1. The approach was
made difficult by stability problems. One of the major prab&eis the bounded region of valid
values for the eccentricity. This limited the choice of thats covariance-matrix, the process-
noise covariance-matrix and the measurement-noise eowaimatrix. It might be of interest to
pursue an approach using for instance ,,(over-)criticathgang of the eccentricity to eliminate the
necessity of a ,bounding box“, which limits the region of idavalues. Additionally, due to the
use of a Keplerian orbit, the influence of the osculation emKeplerian elements during an orbit
is neglected. The resulting Kalman-filter was shown to sstttwer than the alternative approach,
which uses the satellites position and its velocity as statet approaching similar values in the
overall accuracy. For further reference on the topic of pigdtision orbit propagation using Kepler
elements be referred to [54].

Instead of using the Keplerian orbit representation, the@gch presented is based on a Kalman-
filter using the transition and propagation of the satédlipmsition in the inertial reference frame.
As mentioned before, the observation is already in inecoardinates, facilitating this approach.
The nature of the Kalman-filter allows the use of the knowéedpout the system’s noise. Another
advantage is inherent to this representation: the well knoan-linear orbit models of higher
precision, taking into account, among others, the influsréehe triaxiality of the Earth and the
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Table 5.1: Formulation of Kalman-Schmidt-filter

System
Xk = ik_l()_(k—l) + Wy, E(Wk) = Qk
Z = hy(X) + Vi E(w) = R«

Propagation of State and Measurement
X = ik_l(XJkr—ﬁ

7 =he(X)

Linearization at operating point
ol ~ %

Py ks,

1 _ oh,
Kalman-gain Update K
p-—olt .p. .ol +0
Tk T Fk-1 1—]ka1 E]k—l _Iff]%
Ke=P - HIT 1 P T Ry
Update of Pandx
EQL =(1—Kg-Hy)-P - (l—ﬁk'ﬂk)T +Kk'Bk'KI

%5 =%+ Ky (Z—2)-

gravity of the Sun and the Moon, can be included in the proj@gatep to further increase the
system’s accuracy.

The composition of the Kalman-filter for the current syst@muires two major steps: At first, the
transition matrix® needs to be found from the linearized funct@(rg), which relates the current
statex, to the state to be expected at a later point in timg {). In this contextx consists of
the satellite’s position and its velocity. The second stplitates the possibility of not using any
information about the satellite’s distance from the Eantkhie measurememnt This results in the
necessity to normalize the position of the satellite to awettor, which in turn leads to a nonlinear
observation matri¥d, which is determined from the observation functigr). In their union these
changes lead to a so-calléhlman-Schmidfilter with linearized dynamics and observations (see
table 5.1 and [29]).

Step one

In the case of Kepler-motion the governing equation is nyedelpendent on the gravitational
forces, leading to the differential equation

(5.14)
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Building the state vectox from the position ) and the velocity\{) results in a representation as

x=f(x), (5.15)
with
v
f(x)= H ) (5.16)
r
The linearization of ~
or
G= a (5.17)
leads to
G=p- (") 2 [1-3(rT)- ()Y (5.18)
This matrix in turn can be used in
01
Ax = DX (5.19)
G O

As in the Extended Kalman-Filter the system is linearizeoualbhe estimated state, the transition
matrix needed is that fakx. For the system as presented, it is thus easier to de¥eddm the
differential equation, than to actually determihg) and the corresponding partial derivatives. In
general the transition matrg which transforms the state at tihéx,_;) to the state at time+ At
(Xy), can be composed from the linear system with

X = AX (5.20)

as

i=infrq

o= Z} [i—,A' -At'] (5.21)
& L

whereAt is the time step. The linearized system is treated accdgdbygappropriate substitution

of A, leading to the linearized state transition magﬁ%ll as

i=3
110 1 -
ol = Z) bl YN U (5.22)
S |1M|G 0
resulting in
At? A3
CD[]'] — |—3><3+73‘§ At|—3><3_|—2Tg (523)
T At e+ .62 1.+ G
In this case, the linearization was truncated to third order
Step two
With x being defined as
r
X= H , (5.24)
v
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the nonlinear observation is given as
1

7=
-

r, (5.25)

resulting in the linearized observation matrix as follows:

C = [lax3,Zerozs]
r = |C-X|
1
Hk nonlinear = r -C (5.26)
0z
Hk7linear = 5)(—_T X=%,
5 Cx
_ XTCTey?
- 5)_(—T X=X,
Cr—C-x-3rt.2xT.CcTC
- r2 x=5%
1 xxT-CTC
1. o7 AT
Hy linear = Hk,nonlinear'(|6><6_r_2)_(k X, -C C). (5.27)

The filter will be initialized using either a position proed by the groundstation or a first approx-
imation by the system itself in using the approximate distagerived from the apparent angular
Earth-radius. To give an estimate of the initial accurasguaning an angular error of approx10

in the Earth-radius measurement results in an error of kess2 % in the estimated orbital radius.
The state covariance-matriR)is used to take this knowledge into account.

The process-noise covariance-mat@ @s well as the measurement-noise covariance-magjix (
are fixed in this approach. It should be noted that the Stases&s covariance matrix is, in general,
not constant, since it depends upon the distribution ofsSiarthe detector. Since the main driver
for the decrease in accuracy, though, is the Earth-measmtethis dependency can be neglected
in favor of a stable and well defined Kalman-filter. The pr@eesise can be explained as to take
into account all effects which are not covered by the propagagpreferably those with an unbiased
nature and a ,white* Gaussian noise.

The Q-matrix is used to cover errors in the linearization, whick tme dependent. In our case,
with an Kalman-filter update rate of Hz, the errors are taken to be better than the meter and
millimeter/second range.

Since theR-matrix covers the measurement noise, it is taken to be tbmggic sum of Star- and
Earth-sensor noise (120° and 1/10°, respectively). The resultant error is in th&lD° range and
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assumed to be constant. The misalignment of the mirror isGaunssian in nature and therefore is
calibrated prior to launch and not covered by the covarianatix.

With these preliminaries, the Kalman-Schmidt-filter reggnetation as shown in table 5.1 is chosen.

In the given system, the only nonlinear propagation is edraut to obtain the propagated state
and the corresponding observation. All other propagatwasarried out using the linear terms of
the linearized transition matrix. In deriving the Kalmaahg(K) by using finite differences, it can
be shown that the constant partsl—_dj] are not used for its determination ([29]). This results & th

]

sufficiency to expresgl[(1 using only the linear components. Using cartesian coote&anables

the explicit derivation of the linearized system, so no ntioa differentiation is needed.

The Kalman-filter, as derived above, has been successfaig throughout the investigations and
further improved to tolerate sensor outages, for instancagd eclipse, when no Earth information

is available, and during Sun intrusion, when no informatian be extracted from the detector. In
order to do so, the filter skips the update while still progienggthe state and the state covariance.
Additionally the information resulting from the system Hasen put to use in determining the

spacecraft’s attitude in the LVLH-system as defined in cBpt.

As additional feature, it is possible to include the estadadistance in the filter. This reduces the
»honlinearity”, in that part of the state becomes the obatown, and thus eliminates the necessity of
linearization. As mentioned previously, though, the deiaation of the Earth-cone angle is rather
inaccurate: the cone angle accuracy is approximately atgntto the accuracy of the Earth-vector
determination, which is approx.Ir. This error results in an error in the distance determimatio
by use of the Earth-radius. The inclusion of the distancermétion therefore might result in an
noisier state, after the Kalman-filter has settled, but hasatlvantage of a much shorter settling
time. Additionally it should be warned that the estimate Imige biased due to cloud coverage
and the dependency of the Earth-radius on the chosen ithiteghold, when the image is searched
for the Earth-horizon. If the use of the apparent Earthusdh desired, it might be advantageous
to include the measurement in form ofFgedlandHilter (e.g. [55]). The best alternative, though,
might be a combined method, using the distance informatiaeduce the settling time and then
to switch to the raw vector-measurement to reduce the intred noise and bias. A comparison of
the different algorithms is shown in chpt. 6.2

Summarizing the results of this section, a successful glgorfor the position determination using
the combined Earth- and Star-sensor has been establisgied both, either pure vector measure-
ments or measurements augmented by the information of th#itess distance from the Earth.
The orbit of the satellite can now be determined by use ofgéttdorward algorithms using the
knowledge of position and velocity. Exemplary algorithmsKeplerian and Equinoctial Elements
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are given in the Appendix A.1.3. The usefulness of theserdlgos, however, is limited, as real
orbits are time-varying, resulting imsculating elementswhich either need to be expressed as a
function of time, or by their mean value over a given orbit.diobnally it is possible to determine
the satellite’s LVLH-reference system, as shown in fig. ar8] its attitude within it by using the
same results, namely position and velocity.

In general, it might be of interest to introduce an additl@moothing/low-pass filter prior to the
determination of the satellite’s position. This is due te #iow motion of the Earth-image in the
FQV, resulting in the knowledge that high-frequency chargehe Earth-vector necessarily result
from measurement errors.

5.2.2 Observability of the proposed system

With the formulation of the observation formula, which ssdvfor the spacecraft’s position, it is
now necessary to determine its limitations. The invesogatin this section will start with an
observability analysis of the overall system in a Kalmatefilvhich does not use the information
on the distance. This is essential, since the distance mezaeut introduces an error, which is not
only large in comparison to the error of the vector measurgsyéut might be biased.

The system’s observability has been demonstrated in théiaheystem. The matrices in this
case are more complicated and necessitate a linearizdttbe eystem along its operating point.
The nonlinear observation matrix further complicates thalysis. It was shown, though, that,
as expected due to the invariance of observability undereate-system rotations, the system is
observable using a formulation in the so-calléitl -system (fig. 2.2).

In the Hill-systems only deviations of the spacecraft'sifi@s relative to a reference orbit are
evaluated. This leads to a simpler formulation of the sy&eransition matrix. In combination
with the appropriate observation matrix, this results iraaalytical determination of the system’s
observability as well as the observability of misalignngent

Since the system determines the observability in a rotatifegence system, the observation taken
from the equation

ry =14 -Tse- (—rg) (5.4)

needs to be rotated accordingly. This is accomplished bpdocing a further transformation
matrix (Ty)), rotating the spacecraft’s inertial position into theltdystem £,).
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Figure 5.2: State Space Schematics of the Hill-System (ggfoy A andB ) and
the Corresponding Observation (defined®sndD )

The differential equations for the spacecraft’s positiothie Hill-system can be stated as follows:

6] [0 10 o 0 o] [g] [o o 0
Bl |-®2 00 0O 0 ol [B| |1 00 f
B
A O 00 O 1 0 A 00O
| = |+ - (5.28)
Z O 00 O 0 1 Z 00O ;
A 0O 00 O 0 2wl |A| |0 10 L*
z 0 00 3w 2w O z| |0 01
In this representation, the following definitions are putise:
B = —VYnuin/r
A = XHill /r (5.29)
Z = Zyn /T,

with r as the distance from the Earth-center to the satellfef, and f; are the errors introduced
to the system by external forces which are not accountednfane Hill-equation, such as the
triaxiality of Earth, the atmosphere, the Solar pressure,gravity of the Sun and the Moon, to
name but a fewwyis the orbital angular velocity of the satellite.

Rewriting these equations in the control system’s stateespatation as visualized in fig. 5.2 re-

sults in:
X=AXx+Bu
(5.30)
y=Cx+Du
and
X(tg+At) = O(AL) X(tg) + W (AL) u(t
(to+At) = D(At) X(to) + W(At) u(to) (5.31)

y(t) =C x(t) + D u(t).
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In this notation A andB are the matrices as defined in eq. (5.ZBjs the state-observation matrix
andD directly passes control inputs to the observation. In thseat is identical to ,zero®, since
the inputs do not have an immediate impact on the measurement

The representation can be separated in the motion withan@z) and transverse t@J the orbit
plane. This is implied by the decoupled formulation in thgmébsystems*, when only taking first
order terms into account. Using this formulation, a closaanf solution can be obtained, which
is then used for the determination of the linearized trasiatrix at each point of the orbit. In
this formulation,® from eq. (5.31) can be separatedddy and ®,, which denote the transition
matrices of the ,,Out-Of-Plane-* and the ,In-Plane-“ motspmnespectively. Accordingly can be
separated il and¥,;, which are the transition matrices of the forces appliece itatrices are
defined as the following:

cos(wot) & -sin(wot)

=0~ —wp-Sin(wpt) cos(uwpt) (5.322
and
1 6-fwpt—sin(wot)] —g-[Buwot—4-sin(wnt)] & [1—cos(wot)
o _ |0 43 cosaoy) —& - [1—cos(wp 1) %-S_irwwot) (5.32h)
0 6wp-[1—cos(wpt)] —3+4-cos(upt) 2-sin(uo t)
0 3wp-sin(wpt) —2-sin(wp t) cos(up t)
AccordinglyWo and¥, result as
1 .1-
w, 2 1[1 .cos(ooot)] (5.33)
@-sm(wot)
and
14— 4 coslant) — (wo ) Z-[oxt—sin(oxo t)]]
2 : 1
w o | g lotosin(eot) wg (1~ coslwot) (5.330)
L[4 sin(wot) —3 oyt & [1—cos(ant)]
] —& - [1—cos(wot)] & -Sin(wot)

TheC-matrix contains elements such that the resultant outputespond ta andp. Those result
from the transformation of the determined vector towarésstitellite in polar coordinates. Having
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the state vectax as

B(t)
B(t)
_ M)
X= 2 , (5.34)
A(t)
|20
C results from eq. (5.29) as
[o 0100 j
C= . (5.35)
1 0000

Using the derived formulation of the system, it is now polesib carry out an observability anal-
ysis. The observability condition results in

C
C-A

rank

Il
-

: (5.36)

c.-AM-1

with n being the number of states. An analysis of the original sygpeoved the algorithm’s
observability.

In the following, the system is augmented by constant ngeafients along\A andAB, resulting
in the following system:

x| [ao] [x] [B Q] ’
Ax 0 0 [Ax 00 (5.37)
y=C, X +D-u
— LA Ax 5
with
A
AX = B
AN
This leads to

0010O0O00O0
Ca= .
10000001

The analysis of these augmented systems showed that a miomssalignment i3 can be ob-
served. This does not hold far, though. A constant misalignment of the sensor resulting in
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mis-estimation ol is treated as a shift along the satellite’s orbit, which cahbe detected with a
first order system (see as well [8]).

The unobservability i\ necessitates a calibration of the system. This is prefe@de during
mission while having a known position. In the case of no subabilities, a ground calibration
can be carried out.

5.2.3 Initial estimate of the expected accuracy

An estimate on the accuracy to be expected from the filtenmoggss is difficult to assess prior to
simulations and highly depends upon the choice of the pasmset in thé?, Q andR matrix.
Regardless of the exact value, though, the accuracy can bmeddo increase by at least a factor
of 10, resulting in an angular error which is in the order @fl0 and a resulting 3D-error, which
in the case of a GEO is in the order of 7km. A better estimateb&ithe result of simulations, as
presented in chpt. 6.2.







Chapter 6

Evaluation of the Algorithms on
Determination of Position and Orbit

6.1 Simulations on the Position Determination Using the Com-
bined Earth-/Star-Sensor

Using the results obtained in chpt. 5.1.2, numerical sitmada confirmed that the maximal error
which occurs in the position determination, is the sum of tieximal variance in the attitude,
as determined from the Star-image, and the variance of thi-&ector. For the simulations

as presented, the input of the Earth-vector and the attio@ieix was artificially disturbed by

noise, which was added to the two systems according to tkpeated accuracy. Assuming a
constant Earth-vector and a varying attitude matrix, tiseilteof a simulation for the accuracy of
the satellite’s position in the-axis (ECI) is shown in fig. 6.2. The sphere can be thought ohas t
celestial sphere, which in turn sets the basis for the sitionlaf the attitude. The Star-sensor’s

z

ECI

Figure 6.1: Construction of the Star-sensor coordinateegy$br simulations
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Figure 6.2:x-Position Accuracy of the satellite in the ECI reference eystfor
varying attitudes. The red-colored areas are areas of lowracy, the
blue areas those of high accuraey, e, ande, are the components of
the Star-sensor’s LOS-vector.

coordinate system is defined as shown in fig. 6.1.

For the simulation, it is assumed that the Star-sensorsdirsight points away from the Earth,
which is assumed to be in the center of the sphere. The segmis dangential to the sphere and
in the plane defined by the position-vector and zkexis of the ECI-reference system. The last
axis completes the right-hand coordinate system. Thes&tasor’s line-of-sight was then moved,
spiraling over the sphere in 411steps. In the graphic showfigi 6.2, the Earth was assumed
to be in the center of the FOV. The accuracies were chosendingao the results given in the
previous chapters. The effect of interest, though, is iedépnt of the chosen accuracies and will
be explained in more detail. The red-colored areas are afdaw accuracy, the blue areas those
of high accuracy. It can be seen that the accuracy is depeonddhe area in which the line-of-
sight is located. In general, the accuracy is dependenteattiiude matrix and the Earth-vector,
as obvious from equations (5.12) and (5.13).

The variability of the accuracy is due to the fact that onlg thccuracy of the position’s-
component is shown. When adding up the variances of all thoagponents, the difference is
negligible (1x 10~ 6rad). This behavior is expected and confirmed by the linegrgd equations
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(5.12) and (5.13). It should be noted, though, that the enrone axis varies only by the difference

in the Star-sensor’s variances. Since this variation isrdgrs of magnitude smaller, than the error
introduced by the Earth-sensor, it is a valid assumptiomake the maximal experienced error as
the total error. This result shows that the mounting of theseeis not limited by the demands on

the overall accuracy and thus can be chosen to satisfy otisseram requirements.

6.2 Simulations on Orbit Determination from Sequential Posi-
tion Measurements

This section will introduce the methods used in the nonlis&aulation of the orbit and the Earth-
and Star-vectors, as they are later used for tests of thé @ebermination algorithm using the
combined Earth- and Star-sensor.

For the simulation of the satellite’s orbit the followingées are accounted for:
1. Triaxiality of Earth up to 2 order zonal , 8 order tesseral
2. Atmosphere
3. Solar pressure
4. Sun
5. Moon

For an overview on possible sources of perturbations and dependance on the orbit height
be referred to the Appendix A.4.2. The propagation is inocafed in the developed Extended
Kalman-Filter, using a fourth order Runge-Kutta algoritifhe orbit propagator was implemented
under Matlab in a project on ,high precision orbit propagatiat EADS Astrium GmbH, Germany
([56], based on [28]).

The orientation of the coordinate systems involved, inipaldr the Earth-sensor system and the
Star-sensor system and the mounting were chosen to be eniaithe MITA-experiment ([9]).
Since the Stars are mirrored onto the detector by means cdm-splitter, their position on the
detector is not obtained by a pure rotation, but in additieads to account for the reflection on
the partially transmissive mirror, leading to a determinah—1 in the transformation matrix.
For a LEO, as used by MITA, and having the camera’s effect/ lof about 17, in a true
Earth-pointing orientation the complete FOV would be ceddoy the Earth, leaving no available
space for Star observation. Therefore, the sensor was ewiman angle of 71rotated off Earth
orientation towards flight direction. This resulted in agantial view of the Earth horizon in
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approximately the center of the FOV, as seen for instancgir8f28. To enhance the simulation
capabilities, it is furthermore possible to include attéumotion of the simulated satellite.

The calculation of the simulated measurement data is pegdrby transforming the inertially
known direction towards Earth and the applicable Starersahto the sensor’s coordinate system.
The directions, as perceived by the sensor, are then tramstbinto their images on the detector.
These sets of data are disturbed by superimposing Gaussisgand then fed to the algorithms
for attitude and position determination. This sets the 9&si the evaluation of the algorithms
developed in the frame of this thesis. Algorithms testedtheeStar-identification, the attitude
determination and the consecutive position determinatidms position is then fed into several
Kalman-filters displaying different features. The firsttoistion to be made is that of the ,normal-
ized" Kalman-filter, which works with unit-vectors of thetsHite’s position, to that of the ,real”
Kalman-filter, working with the true position. The secondtufiction is the feature to outlast sen-
sor outages. In order to simulate failures, it is simply isseey to set the input to ,,zero“. This
is in particular done for the cases, when the Earth-sensonctdetect the Earth, due to adverse
lighting conditions, where either the Sun is in the FOV, whas well averts Star-measurements
and thus attitude determination, or when the Sun is behiadetrth, such that no horizon can be
seen.

A comparison of the different algorithms, based on a geostaty orbit, is shown below. The
systems compared are:

1. with / without distance information (fig. 6.3)
2. with / withoutsensor outage (fig. 6.4)
3. with / without high precision orbit propagation (without: Keplerian aylffig. 6.5).

In the plots givengreenand solid will refer to ,with“, red and dotted to ,without”. The outage
times, if applicable, are given inlueand can easily be distinguished due to their step shape. The
criterion under investigation is the accuracy of the oradius, which in case of no employment

of the apparent Earth-diameter is the most critical paramétwas shown during the simulations
that the ® -error is approximately equal to the error in the orbit radimaking the criterion even
more valuable.

It can be readily seenin fig. 6.3 that the inclusion of theattise reduces the settling time. The total
accuracy, though, is comparable. In the period between QDS to 300000sec the mean and
standard deviation as compared to the simulation compatd4s : 548m and 222m : 1539m,
respectively, with the values being the results in the farith radius information : without radius
information In the period between 300000sec to 350000sec the mean amdast deviation
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Figure 6.3: Comparison of error in the orbit radius deterinama with
(green,solid) to without (red,dotted) distance inforroat{(GEO, or-
bit duration 86164 sec)

as compared to the simulation compare as 184x18m and 253m : 400m, respectively. The
conclusion to be drawn is that, while the inclusion of thetEaliameter is of interest with regard
to settling time, it is not necessarily needed for succésfsition and orbit determination. This
represents a simplification in the algorithms: As mentiopegliously, the determination of the
Earth-diameter might be biased. Excluding it from the odetermination relieves the algorithm
from accounting for this uncertainty.

The simulation of sensor outages resulted in nearly no degjan of the system’s performance,
which primarily proves that the propagation during sensaages is highly accurate (see fig. 6.4).
In the period between 200000sec to 300000sec the mean antthgladeviation as compared to
the simulation compare as 156m : 144m and 268 m : 222m, regplgcivith the values being
the results in the formwvith outage : without outageThis encourages the use of this system for
position and orbit determination, in proving its reliatyilduring outage times. The reason for the
outage time of approx. 75min is given by Sun-presence inghs@’s FOV.

The comparison of the high precision orbit propagation éoKkplerian orbit, as given in fig. 6.5,
shows nearly no degradation in accuracy, leading to thelgsion that the low precision algo-
rithms, which yield a lower load on the on-board computeg, sufficient. In this nomenclature
»high precision” includes disturbing forces of the Sun, keon, the Earth’s triaxiality, solar pres-
sure and atmospheric drag (which, of course, is not preseBEHO). The different parts in the
Earth’s triaxiality are different levels of accuracy, inding different orders of higher (spherical)
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Figure 6.4: Comparison of error in the orbit radius deteritnoma with
(green,solid) to without (red,dotted) sensor outage (bétep func-
tion, duration approx. 75min) (GEO, orbit duration 8616&)se

harmonics to model the true gravitational field. For a poimtss) so a spherical, homogenous
Earth, the only non-zero component would be called ,J1“ nap$e rotational ellipsoid would as
well include ,J2“. In the period between 200000sec to 3002@0the mean and standard devia-
tion as compared to the simulation compare as 156+1170m and 268 m : 410 m, respectively,
with the values being the results in the fomgh precision orbit propagation : Keplerian orbit
propagation It should be noted that, while the difference in the propedaosition to the true
position is in the order of 100 m after one completed geastaty orbit, the main difference in the
propagation is not to be expected after a complete orbitdbring this orbit, due to oscillatory
effects. Therefore, in order to cover longer outages, tga brecision orbit propagation should
still be considered.

The image processing algorithms have been tested on ex@dahdata obtained from in-orbit
flight experiments, laboratory and field experiments. Thigiparticular the Star-detection and
centroiding, the Earth-horizon detection, and the Eadtiar determination. The results will be
shown in detail in chpt. 7.

The same Kalman-filter, with no changes in structure andravees, proved to be stable from
LEO to GEO, including inclined orbits. When dealing with hiigleccentric orbits, the problem
is not in the algorithms, but in the optical system, which imigequire the satellite to change its
pointing direction. In the case of not using any distancerimation, a sensitivity analysis has been
carried out, which confirmed that the filter is stable for aewidnge of false initializations. In the
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Figure 6.5: Comparison of error in the orbit radius deterinoma with
(green,solid) to without (red,dotted) high precision bgsbpagation,
both with sensor outage (blue, step function, duration@ppf5 min)
(GEO, orbit duration 86164 sec)

example of a GEO, this holds for all initial orbit radii fronEarth radius to 100 Earth radii. This
might indicate that a further optimization of the Kalmanefilin terms of steady-state accuracy
can be performed, at the loss of universality and toleramaetialization errors.







Chapter 7

Experimental Validation of the Developed
Algorithms

The purpose of the experimental part is to test the perfocenahthe proposed sensor suite in com-
bination with the developed algorithms concerning the ienpgpcessing, the Star-identification
and the determination of the Earth-center. Data from the MUBAS experiment provide an au-
thentic experimental basis for the evaluation, represgrttie only flight data of such a system
available to date. However, due to the fact that the sens@iai@ment was not the main purpose
of this experimental satellite, a number of additional expental data had to be obtained for a
thorough analysis of the system performance. For this mapessential sensor components were
assembled to allow for laboratory and field experiments umal controlled conditions. In ad-
dition, data-sets from another satellite equipped with ptical sensor were used. The following
chapter summarizes the experimental sources exploiteldeirtaurse of the project, explaining
their setup and purpose, and ends with a presentation oé$udts obtained. In general, the struc-
ture is organized in starting with the in-orbit experimeotfh on MITA, which are followed by
the laboratory experiments, and concluded by field experisael'he set of data is complimented
by images obtained from the regular METEOSAT operation.

7.1 Experiments - Sources

7.1.1 MITA Satellite Experiments
7.1.1.1 Experiment Environment

A key experiment to the verification of the sensor’s feagipilvas carried out as part of ESAs
Technology Flight OpportunityTFO)-program: the flight experiment on the Italian micededlite
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MTS-AOMS

Earth Direction

Figure 7.1: Schematics of Italian micro-satellite MITMiqisatellite Italiano a
Technologia Avanzajawith Flight Experiment MTS-AOMS; Orbit:
450km, 873° (nearly Sun-synchronous [SSO])

MITA (fig. 7.1). The satellite was placed on a nearly Sun-$ynoous orbit with an inclination of
87.3° at an altitude of approx. 450km. Essential data of the MITigliige are shown in table 7.1.

The flight experiment uses a common optics for Earth- and@iservation. The desired different
LOS were achieved by use of a partially transmissive miriidie mirror, which consisted of a
coated gray-filter, attenuated the brightness of the Earta tactor of 4000, while maintaining
91% of the Star-intensity. The overall intensity differeretween the fully illuminated Earth and

Table 7.1: Technical Data of Flight-Experiment Platform

Satellite MITA, Fuchs-Group
Dimensions (w/o Solar-Pane[)1800x 1400x 700 mn¥
Mass 170kg

Power 70W, avg.

Attitude Control 3-axes-stabilized,

+1° accuracy

Orbit LEO: 450 km

nearly circular (42 476 km)
87.3° Inclination

In-Orbit Time Begin of Mission: 1507.2000
End of Mission: 1508.2001
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Stars is about 50000, leaving the Earth as the brighter bbjaccase the Earth is observed at
night, the constant attenuation results in too low an Eagihad, leading to the idea of an adaptive
attenuation.

Since the MITA platform was placed in LEO, an Earth-pointorgentation of the camera system
would lead to a FOV completely covered by the Earth. As thisldoesult in the inability of de-
termining the horizon as well as observing Stars, the seasoounted such that it tangentially ob-
serves the horizon in flight direction, having the Earth cmgeapprox. ¥3" of the 127° x 17.2°
FOV. Using a mounting as depicted in fig. 7.1, a simultaneoes wn the Earth and Stars was
achieved. For redundancy, accuracy and functional tesse¢hsor was augmented with a fluxgate
sensor for determination of the local magnetic field byRheunhofer Institute of Microelectronic
Circuits and System@&HG-IMS), Dresden, and an angular rate sensor (ARS) by thef®RBlbsch
GmbH, Stuttgart, based dviicro Electro Mechanical Syste(MEMS) technology. The ARS used
in the MTS-AOMS is a commercial device developed for the dyicacontrol system in cars.

7.1.1.1.1 Active Pixel Sensor In the sensor as flown, the optically sensing device was an
APS-detector. The APS-technology differs from CCD-techgglon that they are processed in

a CMOS-process and include the charge-to-voltage convasteell as the analog-to-digital con-
verter on each pixel, which can be addressed and read-adtlgir The main advantage in the
proposed setup, though, is their high resistance againss¢alk between neighboring pixels.
This allowed for the sensor’s functionality of observinghdibjects in the proximity of very bright
ones. The feature as well inhibits the saturation of the whletector, when observing bright ob-
jects. It should be noted, though, that this does not effexirtfluences of the optics being used,
such as reflections on optical surfaces, which might leadhtsgimages and blur.

The specific detector used is the IBIS1 by IMEC, Leuven (Belgjuh® technical data of which is
given in table 7.2. At the time of the experiment, it reprdedrihe ,State of the Art" Active Pixel
Sensor.

The detector’s photosensitive area i§ § 5.3 mn¥, consisting of 386« 290 quadratic pixels with
14pm sides. The fillfactor resulted as 72 %. The electronicsatbfor exposure times of 30 ms,
100 ms, 400 ms and 1600 ms.

7.1.1.1.2 System The overall parameters of the sensor suite, as it was flowheoltdlian MITA
platform are given in table 7.3.
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Table 7.2: Technical Data of Active Pixel Sensor

Sensor IBIS1, IMEC

Size 6.5 x 5.3mn?

No. of Pixels 386x 290

Pixel size 14 x 14um?

Power 2.1 W, max

A/D 10 bit

Exposure Times [RMS] 30 ms,100 ms,400 ms, 1600 ms
Sensitivity 5my (min. visual magnitude)
Accuracy (Centroid) | approx. 0005° (167)

Table 7.3: Technical Data of the MTS-AOMS System

Sensor MTS-AOMS, Astrium

Size 172x 78x 90 mn¥

Mass 12009

Power 980 mW

S/C Interface 12 bit parallel (Image Data
0..5V (DRS,FGS)

Temperature Range —40°C..+60°C

Vibration Environment [RMS] 16.2g

Radiation Tolerance 2.2 krad (Si) over 3 Years
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7.1.1.2 Data provided by the MITA mission

Data from the MTS-AOMS experiment, as shown in figures 7.6at8 was obtained from July
2000 to March 2001. In July 2001 the satellite re-entered the atmosphere, due to the low
orbit and an unfavorable orientation of the solar panelsclwvincreased the atmospheric drag.
This orientation was necessary for the main mission of thig(bima-2), which was developed for
the observation of solar and galactic cosmic rays. Thistaten caused a limitation in the data
obtained from the MTS-AOMS, as it used a different data-tasch was not designed to transmit
the experiment’'s data. 174 images delivered by the sens@ trensmitted during the mission.
Due to memory restrictions, only four consecutive imagesevatored between ground station
contacts, thus preventing the verification of the orbit dateation algorithms. Data from the
secondary sensors (Magnetic Field Sensor and ARS) were goirad simultaneously with this
data. Data of the secondary sensors was gathered at fow, tiweeof which comprised complete
orbits (approx. 5900 sec.), with a data rate &9z for the first 200 seconds and each 30 seconds
thereafter. The position of the satellite in the orbit camdsmlculated with high accuracy from the
flight data and the time information. This, however, is nagtfor the recapture of the orientation
of the satellite at a given time, due to the scarce infornmatiow from the secondary sensors.
A full characterization of the reliability of position andtitude determination was therefore not
possible from these data alone.

7.1.2 Laboratory Experiments with a Complete Sensor Suite
7.1.2.1 Experiment Setup

In the laboratory experiment a test environment for a seasoproposed in the patent on the
~,Ccombined Earth-/Star-Sensor” ([1]) was set-up and opdralbe main purpose of the laboratory
experiment is the functional test of the system and the sidfiisdgorithms developed in the scope
of this thesis. The overall arrangement can be seen in fig.[h.2rder to provide a simulated
Earth- and Star-environment, the Opto-Electronical-Siarulator (OESS) is complemented with
a sphere for Earth simulation. The sensor suite for the &boy setup, in functionality identical
to the flight experiment on MITA, comprises of a partiallyrismissive mirror combining the
two lines of sight, and the APS detector. The beamsplitteviges a ratio of 70/30 between
transmitted to reflected intensities. This ratio diffegndiicantly from the beam spilitter in place
for the real system (approx. 9/91). In this sense the setopishs slightly different from the
MTS-AOMS, in which the Stars were mirrored and the Earth waenswith a highly reduced
intensity.
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APS Detector Partially transmissive mimrar DESS

Figure 7.2: Laboratory setup as assembled and used foidanattests

The detector was an APS-camera by PixeLink, using the PC3-2P5 detector, with an im-
proved performance compared to the camera used in the MTi8SAEetup. Detailed technical
data are given in the appendix in table A.11.

Special care was taken to create a somewhat realistic vieleofEarth“. For this purpose, a
sphere with a diameter of 30cm is illuminated by a light sewtich has an exit-diameter slightly
larger than the sphere itself. This geometry is close toghestic lighting conditions by the Sun.
Different levels of brightness can be chosen by using coatlans of different light-bulbs. Since
the light source can be moved relative to the sphere, sdigintihg conditions can be simulated.

The OESS was previously used for functional tests of Stas@s. It provides a 4FOV. Within
the FOV, up to 10 Stars with individual visual magnitudes a# &as an artificial background-noise
can be commanded. The #0V limits its possibilities in the simulations carried pas it does
not take full advantage of the large FOV provided by the cam&hey are sufficient for functional
tests, though, which were intended for this setup. Specéiaild can be found in references
[57, 58].

A new simulation software was developed rather than usiegptiovided OESS user-interface,
while using the same control-software. The user-intertdfdde simulation software can be seen
in fig. 7.3. A feature, which has been included in the simalasoftware, is the rotation of the
Star-field with a specified rotation rate, simulating a fiotaf the satellite. In addition to this,
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Figure 7.3: Graphical User Interface of Simulation-Sofeva

the user can freely chose the orbit, the satellite’s orteriaand various other parameters by using
the panels in the lower left. The software package also dedian on-line image acquisition and
analysis of the frames acquired by the sensor package. Tageimorresponding to this input
is shown in the upper left. The extracted Stars as well as #rghEhorizon calculated from the
camera data are shown in the upper right. Parameters othtloma the image analysis, e.g. the
distance from the Earth-center, as determined by the Kafitian are displayed in the lower right.
The only limitation is that the Earth-image is given by thedweare position of the sphere. This
Earth-vector has to be determined prior to - and used as an fop- the simulation. The same
software can as well be used to work with images gathered {oylit experiments. A closer
explanation on the capabilities of the simulation envirenitris given in the appendix, A.2.1.

7.1.2.2 Data provided by the laboratory experiment

The laboratory experiment primarily was intended to prevseénsor image data together with the
input data of the Star-field simulation. In this way the positand orientation of the satellite is

given in an absolute way, allowing for an analysis of the a@cy of the position data obtained by
the image processing and the position and orbit deternsimaligorithms. The system was used to
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produce sets of data throughout the simulated orbit of thedléa. A drawback of the laboratory
setup is the not really realistic view of the Earth, which i@mwidealistically simulated by the
sphere. Effects of shape deviation from a perfect sphereensh more difficult to simulate, of
clouds and other deteriorations from a perfect horizon aggatted. Besides this, the simulation
process might omit complications due to non-listed Stacsather irregularities, which show up
only in real images. Also, the effect of smear of the Stargesat higher rotation speeds of the
satellite is not adequately reproduced. Another limitatonsisted in the small FOV given by the
OESS. These issues, however, were treated using real inadges in field experiments and from
METEOSAT data (see chapters 7.2.1 and 7.2.2).

7.1.3 Field Experiments
7.1.3.1 Experiment Setup

Thefield experimentscan be divided into two sets of experiments: The first coedist an APS-
detector based camera by FillFactory (IBIS4b, which is aessgar of the IBIS1 as flown on the
in-orbit experiment), the technical data of which can benfbin the Appendix in table A.10. A
standard 4-lense objective, as given in fig 3.6, was usedeXjperimental setup is shown in the left
hand part of 7.4. In addition experiments with a second detersing the PixeLink-camera were
performed. The experiments were carried out on the Maxdrafdm in the Bavarian Alps (right

Figure 7.4: Setup in the Bavarian Alps for verification of tharSdentification
algorithm




7.1 Experiments - Sources 125

hand part of the Figure). In this environment the amount i@yslight is very low. Nevertheless,
a light baffle had to be used around the camera to reduce tke fevel. This was particularly
necessary to allow for higher exposure times that show tleetedf the rotation of the Earth in
form of Star-traces on the image. In fact, different imagden in a well-determined time interval
had to be used to simulate this effect.

7.1.3.2 Data provided by the field experiment

The field experiments were used to provide real-sky data ofknregions for tests of the Star-
detection-, the Centroiding- and the Star-identificatitgeathms. Image series and combined im-
ages to artificially produce Star-traces further allowadésts concerning the LARM and HARM
tracking modes. A Star-image taken by the IBIS4b-cameravengh fig. 7.8. A combined image
to simulate the trace of Stars, taken by the PixeLink canoanape seen in fig. 7.11.

A further source has been put to use: pictures taken by a drbased telescope using a 35mm
camera (Provided by amateur astronomer Martin Closs). Theeemsys focal-length summed up
to 75mm, the original image size was.4k 54.8 mn¥, resulting in 2608« 3456 pixel€ using

a 1600dpi-scan.

7.1.4 METEOSAT Data
7.1.4.1 Experiment Environment

In addition to these data a set of images provided by Eumetaptured by the GEO weather-
satellite METEOSAT (see fig. 7.5) were used. Unlike the MIBaedlite, the orientation of the
METEOSAT is not 3-axes-stabilized. The satellite is spgebgized, rotating about its axis of
largest moment of inertia. Scanning from east to west thalseved through the spin of the
satellite. Scanning from south to north is achieved by smatlemental steps in the pointing of
the telescope. At each satellite rotation during the imggiocess, the spin clock delivers a signal
to the scanning motor electronics, which has the effect titireg the telescope through an angle
of 1.25-10~* radians (nearly 26”).

7.1.4.2 Data provided by METEOSAT

The Meteosat Visible and InfraRed Imag@VIRI) is a high resolution radiometer with three
spectral bands. With a mass of nearly 63kg and a total height3d m, it constitutes the main
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payload of Meteosat. It provides the basic data of the Mate®gstem, in the form of radiances
from the visible and infrared parts of the electromagnegigcsrum. The radiation is gathered by a
reflecting telescope with a primary mirror diameter of 400.nine instrument allows continuous
imaging of the Earth, with radiance data from the full Earngtdeing acquired during a 25 minute
period. This is followed by a five minute retrace and stahtlan interval, so that one complete
set of full Earth disc images is available every half houre Tata needed to be adapted in order
to make the uncorrected pixel values usable. Since the isnaigesampled by two pixels, which
are not exactly lined up, every second line was shifted wagpect to the immediately adjacent
line ([59, 60]). In order to eliminate this effect withoutetimeed for a sub-pixel shift of one of
these lines, and since the image had a by far higher resolitam those of the camera used in the
flight and laboratory experiments, every second line, amtespondingly every second column,
to maintain a square image, was eliminated. An image withctreesponding Earth-center, as
determined by the developed algorithms will be presentdidyiry.15.

7.2 Experiments - Results

7.2.1 Experiments on Star-Measurements

This chapter will introduce the experiments carried out evaluated on behalf of the Star-related
algorithms and discuss the results obtained. The mainrissbf the system under investigation is
its large FOV, combined with a low quality lense-system. Thapter will start with the in-orbit
experiments on MITA ([9]) which proved the system'’s fedgpiand showed the wide range in
centroiding accuracy accepted by the Star-identificatlgorahm, followed by experiments car-

Figure 7.5: Eumetsat’s geostationary weather-satell e IOSAT
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Figure 7.6: Image obtained using the FillFactory IBIS1 ARSedtor Camera

ried out in the laboratory, performed to prove the concegtwili close with the field experiments,
verifying the Star-identification and the expected Staensity limits.

7.2.1.1 Tests using Experimental Data from MITA

The image shown in fig. 7.6 was taken during the flight expeninten MITA. For reasons of
visibility, it has been split in two parts: the upper part l@en inverted and enhanced in bright-
ness and contrast to have a better view of the Star-backdrotime lower part is the image as it
would be seen without any changes. In order to be able to atyrielentify the Stars using an
uncorrected optics, the tolerance had to be set td' 2dfbving, the enhanced capabilities of the
Star-identification algorithm. The determined Star-idfe&rgtions are superimposed on the image
seeninfig. 7.6. The diamonds denote the Stars which wergfaistiee identification process. The
circles denote the Star-locations as expected for the@¢tiletermined using the identification and
using an ideal optical system for imaging. The presencerof®in the real optical system thus
explains the difference in the observed and expected positiThe attitude as determined by the
image compares well with the nominal satellite attitude tthiv 1°. A precise determination of
the attitude accuracy was not possible due to the low reapaings (+ 1°) set for the MITA satellite
and the absence of a precise reference attitude.
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Figure 7.7: Image obtained using the laboratory setup. Tiwées denote the
position of calibration-,Stars* given by the OESS. The /Staare
seen directly the Earth through the partially transmiseieor.

7.2.1.2 Tests using Experimental Data from Laboratory Experinents

The laboratory experiment was used to test the basic furaity of the algorithms. An image
as taken by the PixeLink camera is shown in fig. 7.7. Here tivemeage is presented in order to
visualize the principle. The circles denote the positioralfbration-,Stars* given by the OESS.
In the simulation, they are replaced by the simulation ofSta's visible by the Star-sensor part of
the optics.

One of the advantages of using the OESS is that also the memslechn be increased artificially by
increasing the noise level in the simulation parametemsa$t shown though, that the noise present
was in the range of 110" pixel even in absence of a commanded noise. This noise xdinted

by three major sources: the detector, the OESS and the timisigatch between the OESS and
the camera, which results in a time-varying brightness ef3tars observed and thus a higher
variation of the Star’s center when Star-brightnessesvbébe requested values were observed.
Since the commanded Stars were, obviously, known, it wastedasst the results for agreement.
It was thus possible, depending on whether or not the Stars Mentified as those simulated, to
chose the resulting spacecraft position as update or faégsesunement. Another problem arouse
from the design of the OESS, which was planned for a Staresevith a much smaller FOV. This
necessarily resulted in a reduction of the used detectar. again, it was advantageous to have
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Figure 7.8: Image obtained during a field experiment, inclgddentification of
the Stars. The insert shows the location of the identifiedsStéthin
the ,Big Dipper*

the results of field experiments to validate the camera’alftength. This was used in order to
determine the simulator’s effective focal length such thaterror made in the determination of
the simulated Stars was minimized.

7.2.1.3 Tests using Experimental Data from Field Experiments

In figures 7.8 - 7.12 the Star-identification algorithm is lgggbto various data-sets obtained by
field experiments.

Figure 7.8 shows the identification of Stars grabbed withlBi84b. It was taken during a field
experiment carried out in the Bavarian alps. The confirmatiothis image’s Star-identification
was simplified by the knowledge of the camera’s approximaentation throughout the experi-
ment. The ,Big Dipper* was aimed at and later-on successfdéytified. The tolerance necessary
for the determination was approx. 240This value again was due to an uncalibrated optics and
thus even larger than one pixelX77 pm?).

For comparison to the simulated Star-shapes as presertbptir3.1.2, figure 7.9 shows the image
of a Star captured using the PixeLink camera. The image ieshabout the brightest pixel, the
Star was observed.& off of the LOS and under an angle of 3@bout the LOS relative to the
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Figure 7.9: Shape of a Star observed“off of the LOS, image centered about
the brightest pixel

x-axis. By closer observation, the similarity to the simulatase of a detector planel®nm in
front of the focal plane and a Star 8ff of the LOS is evident.

Figure 7.10 shows the Earth spin-rate, which is obtainedgufie LARM tracking mode as de-
scribed in chpt. 3.1.5. The data, which is sampled at a freqguef 0.193 Hz, is unfiltered and
yields a mean of 82-103°/s, as compared to the constant line, representing the abfBarth
spin-rate of 416- 10-3°/s. The standard deviation isOll- 10-3°/s, translating to a standard devi-
ation of approx. 138" in the single-frame attitude. A closer examination on itaes determined
for the individual axes showed that the accuracy in pitchyawl is by a factor £ better, than in
roll. In particular, this leads to accuracies of approxX "4pitch,yaw) and 18" (roll) at a mean
of 5 observed Stars.

In fig. 7.11 an image comprising 46 exposures to simulate e tod Stars with a length of ap-
prox. 1°, taken by the PixeLink camera, can be seen. It was put to ube iesting of the HARM
tracking mode (chpt. 3.1.5). It can easily be seen that, dtiect desire of capturing as many Stars
as possible, a certain number of false measurements engeasgorithm. In the particular image
this effect was engraved by the two horizontal lines of insesl noise, which were a result of an
error in the camera read-out, which later-on was fixed. Adagmed in the chapter dealing with
HARM, the false measurements can be eliminated by compaw#bna second image. On this
image, the HARM tracking mode extracted traces of Stars downeagnitudemy = 5. This is not
representative of an actual image: If the image is actuddtgioed by a longer integration time at
the same rate, the noise in that image is lower, but the bipesed by dark current is higher. This
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Figure 7.10: Spin rate of Earth as determined by LARM durinlgl fexperiment
from consecutive images

results from the read-out time of the detector between tinsemitive images in the experiment,
which actually reduces the exposure time. If the total eMpwime is the same, the dark current is
representative, but the noise in the actual image is higiséhe rotation rate needs to be higher in
order to result in the same length of the trace. This resunllsss photons reaching the individual
pixels. If the image is the result of a higher rotational radie dark current in the actual image
is representative if the total exposure time of the expeningechosen for normalization, but the
noise will be higher, as the composed image effectively cedithe noise and, again, less pho-
tons reach the individual pixels. Nevertheless, the erpent was highly helpful in validating the
functionality of the HARM tracking mode. A very interestinffext was observed by closer ex-
amination of the images: the individual traces of Stars $ones were influenced by a ,shadow*,
which first was interpreted as a halo, but then turned out ttheesecond Star in a double-Star
system. If the two Stars are separated by very small angtkar@nsimilar in brightness, they can
not be discriminated from each other. Therefore these meamnts need to be detected as not
applicable by either their extension or the different aidtion of the axis connecting the two ends
of the trace, if the orientation varies considerably fromt ttietected in the remaining image.

In fig. 7.12 the Star-identification on a picture taken by theugd-based telescope can be seen.
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Figure 7.11: Artificial ¥ Star-smear by superposition of 46 consecutive images
taken during field experiment

The advantage of this image is the unambiguity due to the highber of Stars, which can be
used as reference. In this special case, the identificatisrbeen carried out using five Stars only,
and been manually verified by observing the match of the nemgiStars. The Stars used for
the identification process are marked with diamonds, thies®tgected with circles. Additionally
a ,Star” used for identification is marked with a square, Whizas not matched, since it is not
present in the Star-catalog, which only covered Stars dovaMisual magnitude of 6yn

7.2.1.4 Accuracy of the Star-Measurements

In summary, it was shown that the Star-identification aldponidesigned is appropriate for use with
large-FOV Star-sensors, and has a high probability of ss;aen in first acquisition mode and
under use of uncalibrated optics. The algorithm as predérae been used throughout all phases of
the project and has proved its value in the evaluation of Xpe@ments carried out. The attitude
determination algorithm proved its conceptual correctriasghe comparison to MITA-data and
the field experiments. A first estimate on the achieved dgitaccuracy using the field-experiment
data shows a standard deviation in the single-frame agtiticipprox. 138”. As this accuracy is
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Figure 7.12: Image obtained using a 75mm ground-basedctgdes including
identification of the Stars.

obtained with no further calibration of the camera and irspree of atmospheric turbulences, the
nominal attitude accuracy can be expected to surpass this,ereby proving the expectation
of the attitude accuracy as given in chpt. 3.1 to be correct.

7.2.2 Experiments on Earth-Measurements

This chapter will deal with the experiments carried out ia fileld of Earth center determination in
the LEO and GEO case, and demonstrate the results obtained.

Two series of experiments have been evaluated with twordriteobjectives. The first was to check
various ideas of possible filters for the applicability ontBdorizon detection. The second series
was performed to then validate the selected and develogedithin on a series of consecutive
images to get a better estimate on the standard deviatidredEarth-center determination when
using real measurements.

7.2.2.1 Tests using Experimental Data from MITA

The first application of algorithms to extract the Earth hon from images was carried out using
the data obtained by the flight experiment. This was primaliine to take advantage of the flight
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Figure 7.13: Comparison of various filters for Earth horizetedtion

data, providing an image of the horizon in LEO. The advanta#deEO data lies in the intensity
distribution normal to the horizon. While from GEO it is primg seen as a step, in LEO the
exponential increase can easily be seen.

The results as obtained by three different filters, one uamgxponential filter, the other a fifth
order polynomial fit and, for comparison, a third using a dentpreshold, can be seenin fig. 7.13.
Since this is the same image, as fig. 7.6, which has been ust#ef{Star-identification, the results
can be used for the determination of the satellite’s pasitib should be noted that these results
did not undergo a further refinement or validation using amyiori-knowledge about the circu-
lar shape of the Earth or further verification of possibleizmr points using surrounding pixels.
Though it is apparent that a simple threshold is by no meamnsdibal solution, since it follows
variations in the horizon’s intensity too easily, it was idiec upon due to its low computational
demands. The variations were reduced by choosing an adaptieshold and excluding false
identifications by means of additional local and globalesré.
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Figure 7.14: ,Earth” -horizon and -center determinatioteg$ed in the laboratory

7.2.2.2 Tests using Experimental Data from Laboratory Experinents

The laboratory setup, though limited in its capability obyiding realistic data for Earth-images,
was used to determine the stability of the Earth-centerat@ation algorithm. This is of partic-
ular value, as the lighting conditions as well as the surtddbe ,Earth” do not change through-
out the experiments. An image showing the Earth as it is perdeby the PixeLink camera is
shown in fig. 7.14. The image is not representative for coteenulation in that the laboratory
background can be seen. The horizon as detected is markisdthascenter of the sphere, as de-
termined by the Earth-center determination algorithmse Emporal noise was determined to be
approx. 006 pixels in the ,south-to-north* direction and approxlDpixels in the ,east-to-west*
direction. For the given system this translates to apprateéhy Q001° and 0003°, respectively.
The Earth-radius is estimated with an accuracy of apprdé fixels, yielding approximately the
accuracy of the worse axis. These results are better thexpested accuracy as givenin chpt. 3.2,
yet not necessarily representative of a true Earth image itgittime-varying cloud- and surface-
structure.
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Figure 7.15: Image acquired by the METEOSAT-satellite wviite result of the
Earth-center determination as presented

7.2.2.3 Tests using Images from METEOSAT

The Earth-center determination algorithm, as explainezhpt. 3.2 was tested using image series
taken from GEO by METEOSAT. Throughout the evaluation, masi series were investigated.
To take into account the variation of the Sun incidence atlgieughout the year, four full day
cycles have been chosen at the extreme points: the equihoaiits gernal equinoXMarch 25
andautumnal equino{September 28)) and the solsticessgmmer solstic&June 2%) andwinter
solstice(December 2%)). An example of an image by METEOSAT with the Earth-centeing
determined by the algorithms for the GEO case, as presemttpt. 3.2, can be seen in fig. 7.15.
The image was taken June™2it 9am, Greenwich Mean Time (GMT). Due to the effects of fitin
acircle to an ellipse, as explained in chpt. 3.2.2, the tegusteps at noon can be seenin fig. 7.16.

As can easily be seen in fig. 7.16, the apparent step is gtéat®gring and Autumn. The reason
for this, though, is only a combination of the ecliptic’s irghce, which results in a tilted illumina-
tion relative to the equator, and that only theosition is shown. It was verified that the total step
size is approximately equal in all cases (appra2°R A comparison between the direct methods
for elliptical and circular fits showed that, while the efigoslightly reduces the step size, the noise
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Figure 7.16xx-Position of Earth center throughout a day’s cycle, circtitgdot-
ted) and adapted circular fit (solid)

throughout the two plateaus is increased.

In a next step, an adapted circular fit, using the known edcégtand orientation of the Earth,
as presented in chpt. 3.2.2 and visualized in fig. 3.23, wadeimented. This in itself already
reduced the mis-estimation of the Earth-center by a fadtabout two. An additional reduction
was made possible by introducing apparent eccentricitywhich was originally meant for com-
pensation of the lower illumination levels at the poles.etastingly enough, the Sun incidence
angle does not have a major effect: when implementing tharapp eccentricity, it was designed
to include the Sun incidence angle, so as to correct the appaltipse accordingly. It was shown,
though, that this did not improve the determination of thellizaenter. The explanation for this is
supported by the assumption made for instance in [14]ngfditiat the highest fraction of incident
sunlight is reflected diffusely. In an ideally diffuse refiag body, this would result in an appar-
ently homogeneous illumination. Another source might leehtigher average cloud density at the
equator throughout the year. A study on cloud coverage oE#réh ([61]) published the average
density distribution as seen in fig. 7.17, supporting thipdifiesis. A third explanation might
result from the line-scanning device, which gathered tlfi@mation: since the pictures were not
calibrated, they might still include errors due to the Isenning mechanics. This results in a
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deformation of the image, resembling an additional eca@tytr The optimal apparent eccentricity
as extracted from data covering several days by Meteosat@sto be approxeapparent= 0.075.
The orientation is aligned with the Earth-equator, thenefesulting in a total eccentricity of ap-
prox. eqtal = 0.16 . As a comparison: the eccentricity of the Earth amoungg g, = 0.081. It
seems like it might be beneficial to introduce a time varyipgaent eccentricity to cover varia-
tions occurring throughout the year. The reason for thiseschange in the apparent Sun-diameter
due to the Earth’s slightly eccentric orbit about the Suaulting in a different angle for the sun-
light from the Sun’s horizon when finally reaching Earth. BEweithout the introduction of these
additional parameters, the standard deviation of the Eaatiter was reduced to belowlO.

7.2.2.4 Accuracy of the Earth-Measurements

Applying the improved Earth-center determination aldomtfor LEO to the images gathered by
MITA resulted in an overall performance of better th&° in the determination of the Earth-
center (see as well chpt. 7.2.3). It should be noted thawtlige is affected by the relatively low
resolution of the camera system flown on MITA. Additionallye comparison to the flight data
assumes a slowly changing orbit and a constant attitudee3ie orbit is a LEO, which is highly
affected by the atmosphere, and since the satellite’sidé¢titontrol was designed to perform in
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the range oft-1°, the performance of the Earth-center determination s#inss to be adequate.
The mean accuracy is furthermore reduced due to imageshwitlided the terminator, which in
general yield a lower accuracy. Finally, not all horizore were being used, which allows for
further improvement.

As apparent from fig. 7.18, the estimated Earth diametergklyidependent upon a radiometri-
cally calibrated image. If a standard correction using &-@tenuation towards the edges of the
FOV is used, the horizon as determined by the horizon deteatisults in a smaller apparent Earth-
diameter and thus in too high an orbit. This can be explainethé attenuation, which reduces
the brightness at the rim of the FOV, implying a retractingizan. This in turn would represent

a smaller diameter, and thus a higher orbit, from which thelh&a being seen. The experiments
showed an accuracy df45km in orbit height, which is equivalent to the above-meamsid+ 2°

in the apparent Earth-radius, and thus the Earth-vectaghaid directly dependent upon the esti-
mated Earth’s angular diameter.

Considering the drawbacks imposed by the low resolution efdétector as used in the MTS-
AOMS experiment and emphasizing the results of the evalnatf the METEOSAT-data, which
showed an accuracy of better that Q the performance of the system can be concluded to surpass

our expectations.
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7.2.3 Experiments on the Position-Determination

As the position-determination can only be carried out bycihabined Earth-/Star- sensor and can
only be validated by experimental data, the experimentssitipn determination concentrated on
the data provided by the flight experiment on MITA.

7.2.3.1 Tests using Experimental Data from MITA

The final test of the algorithms was performed on flight datanfthe MITA mission. Using the
latest version of the image-processing tools, the algwmstiior position determination and the
satellite’s ephemeris data as providedAmnalytical Graphicsfor the Satellite Tool Ki® (STK),
the results were compared to the nominal data. As discussedeh the satellite’s orbit was well
within the atmosphere, which leads to a rapid change in thg-elements, requiring the use of
updated ephemeris data, which needs to be valid as close tm¢hsurement as possible. This
necessity arouse from the unknown actual position of theespaft at the time interval of interest.
Additionally, the satellite’s attitude accuracy was sfiedi only to within4+1°, which allowed
only for an ,order of magnitude“-verification of the attitedietermination.

Processing the image given in figures 7.6 and 7.13, withopfather changes in the software,
results in a deviation of approx.3° as well in the attitude determined by the Star-measurements
as in the determined Earth-vector, when compared to thectsp nominal values. The nominal
attitude additionally does not include any information bba tleformation of the satellite’s structure
or misalignments of the sensor with respect to the body-fsyetem, which further reduces the
comparability of these attitudes.

7.2.3.2 Accuracy of the Position-Measurements

The position finally was determined using the relation giveeq. (5.4). Comparison to the nom-
inal position was accomplished by using a set of ephemetés dédnich was available for the day
prior to the actual experiment. The comparison was theropadd by finding the minimal angular
error between the nominal position-vector and the one otexd experimentally. The result was
a match to within 5° at a time which differed only by 5seconds from the time-tagyjated with
the image. The radius is accurate to appro%kén, resulting in a single-measurement 3D-error
of approx. 300km. This is less accurate than predicted, wisiclue to the absence of reference
images for LEO to further improve the LEO-algorithms andwdoresolution of the detector.

Considering this variation of the satellite’s data as foupdh® experiment from its nominal atti-
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tude results in the following explanation on the overalllaecy: As the position deviates from the
nominal position by 5°, this is the geometric sum of the errors induced by the Eeatiter and
attitude determination and mirror misalignments. As it barassumed that, even with the uncor-
rected optics used, the attitude is accurate in the orde©8fDwhich is equal to the mean angular
pixel size, and neglecting misalignments, one can condlualethe Earth-center determination is
accurate approximately equal to the position accuracychvisiabout 2. This in turn indicates a
deviation of the sensor’s attitude from its nominal attéud; approx. 2, which might either be
due to deformation of the satellite’s structure, misaligmts or due to a deviation of the satellite
from its nominal attitude. In particular, it was shown thag taxis of the satellite which should be
aligned with the velocity-vector, deviates from its nonlioaentation by 15°. The major amount
in this error is due to a rotation about the nominal positiestor, meaning the satellite has an
angle of sideslip equal to approx2?2.

Taking these effects into account, the accuracy is very wihin the prediction, proving the
effectiveness of the approach.

7.3 Experiments - Conclusions

This chapter will summarize the results of the experimeatsied out and compare them to the
expectations drawn from the analysis and the simulatiotisaprevious chapters. In table 7.4, the
guantitative comparison shows a good agreement betweeslines under investigation.

The Earth-reference accuracy is as predicted, with theiaddl comment, that the imaging system
had a higher resolution than the proposed sensor and thugldead to better results. Neverthe-
less, as the Earth covers a large number of pixels at a higadmocurvature, the accuracy is
representative.

The Star-related accuracies show a close to perfect matbhr@spect to the target values. This

performance is expected to be increased by calibrationeot#mera system and the use of Star-
images not disturbed by the atmosphere. The actual ceimgoadcuracy can not be specified, as
the measurements do not provide the means of determiningdirectly, yet they can be deduced

from the overall ,Inertial Attitude® accuracy.

The position accuracy as determined by the MTS-AOMS expantris worse than predicted. This
is a result of the low-accuracy consumer optics used, therémwmlution APS detector and the
use of LEO data as opposed to images taken from GEO. Congideringher grade optics, a
high resolution detector and a larger number of images irrafurther improve the algorithms
necessary for Earth-center determination in low Earthtgrthis accuracy will increase.
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Table 7.4: System Accuracies

Value Analysis/ Simulation | Experiment
Single Frame Earth-Reference 0.1° <0.1°
Single Star Centroiding 10” approx. 30" (deduced
from Inertial Attitude)
Inertial Attitude 6" [pitch, yaw] 4.4” [pitch, yaw]
(257 [roll]) (28.3” [roll])
Position
Point Solution 60km (GEO) 300km (LEO)
Navigation Solution (after 2 3orbits) 5km n/a

Accuracies given ared values

The 5km in the accuracy are a conservative estimate. Thelagiom results after 2- 3 orbits
were in the order of 500 m in radial direction, 1500 m dowrgitrand 500 m cross-track. In total,
the accuracies are in the same order of magnitude as preédintecan be expected to meet the
prognosticated values after further improvements on tingpoments of the proposed system.




Chapter 8

Operational Aspects

This chapter will introduce some of the operational aspebisn dealing with purely optical means
of attitude and orbit determination. Emphasis is put on tE®&ase, which is then extended to
different missions and mission phases, including restoi® the flight experiment where applica-
ble.

8.1 Acquisition

The initial procedure, which occurs in all applicationsngsoptical sensors, is the acquisition of
the desired target. In the following, an Earth-sensor ismgsl to be present, in order to comply
with the desire to use the Earth as reference system.

In the case of a ,classical configuration®, as seen in fig. doRsisting of Sun- and Earth-sensors,
the acquisition is typically simplified by the fact that ateusf Sun-sensors provides full coverage
of the celestial sphere. Earth acquisition is then perforlneusing thea priori information of the
Sun-vector: If the satellite’s position is approximatelyokvn by using a rough orbit model, the
satellite is oriented such that the Sun-vector and the Esatisor's LOS comprise the predicted
angle. The satellite is then rotated about the Sun-vectorder to capture the Earth when it enters
the Earth-sensor’s FOV. If no such knowledge is availalble,Earth-sensor’'s LOS needs to start
spiraling about the Sun-vector.

Using Star-sensors instead of Sun-sensors results in éyrkeaown attitude as long as Stars can be
detected and identified. Using thepriori knowledge on the satellite’s position, the Earth-vector
is known in body coordinates, and the satellite can be poiateordingly. If no such knowledge
is available, the satellite’s known attitude allows for @edministic search, for instance orienting
the satellite such that its Earth-sensor’s LOS is withingkpected orbit plane and rotating about
the orbit-normal, or spiraling the Earth-sensor’s linesafht across the celestial sphere.
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8.2 Critical Mission Phases

In most missions, critical phases can occur, which eitheclpde determination of the satellite’s
attitude or might even damage the sensors due to Sun in@defkese situations need to be
analyzed prior to the mission, in order to prevent loss ofsitellite or sensors.

Using conventional CCD-based Star-sensors, in acquisitmaenior example, it is of importance
to guarantee that neither Earth nor Sun are in the Star-8ef<0V, since they would destroy the
CCD. This limitation can be relaxed, when dealing with APSedg&dr based Star-sensors. It was
shown during the MITA flight-experiment that the APS-deteavithstands direct Sun-exposure
(see table 8.1, states 1), 3) and 4) as well as fig. 8.2). Thandaye in this case is that the
information of Sun-presence in the FOV can serve as a pmdirgiinformation on the satellite’s
attitude. The same holds for Earth-presence, which catydasidistinguished from the Sun by
their different apparent diameter. The Moon does not reprtes major problem, since it is only
about as bright as the Earth, at a size of abg@t’las seen from an Earth orbit. The main source
of irritation - which is ,Moon-rise”, respectively ,Moonet* - was shown not to be an issue in

Table 8.1: Definition of sensor-states

1 Coinciding Earth and Sun

Sun In Earth-FOV

Sun In Star-FOV
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Figure 8.1: Centered vs. oblique view of Earth, Example: GEO

Earth-center determination, since the few measuremestigrded by the Moon are treated as false
measurements.

Once the satellite has reached its nominal (Earth-poihaittgude, autonomous attitude and orbit
determination can be performed. Some limitations have todosidered, though, which mostly
depend on the satellite’s orbit and need to be accounted for.

The first issue when dealing with optical sensors for deteation of the Earth-vector is the
eclipse, i.e. when the Sun is behind the Earth (see tablestates 2)). As in the case of ,New
Moon*, in the case of an eclipse, no Earth is visible and trusenter can be determined, when
using sensors in VIS. The eclipse has (nearly) no effect wisemy IR-sensors, since the Earth
is always warmer than its surrounding. As shown in the sitraria on the orbit determination
in chpt. 6.2, in particular in fig. 6.4, the unknown Earthtegacan be propagated with high ac-

Figure 8.2: Image of Sun in unattenuated Star-FOV




146 Operational Aspects

Figure 8.3: Image of Sun at Rim of Earth-FOV

curacy during eclipse and therefore does not representtdeono In this context, the accuracy
of a purely Keplerian Orbit in GEO is approximately 1 m/ordta secular deviation, with an ap-
prox. 25km periodical component. In LEO the errors amount to 20bitowith a 6 km swing.
The high precision orbit propagator (HPOP) can be assuméed tccurate. Juckenhdfel ([8, p.
40 ff.]) determined a difference of approx. 270 m/orbit fdEG satellites. This already includes
errors in the position determination from ground and itig&tion errors, which are not part of the
actual propagation error. The larger deviations in LEO camxplained by the higher influence
of non-Keplerian effects, in particular air-drag. Combithe propagated position with the full
knowledge of the attitude using the Star-image, inforrmatia the Earth-vector can be deduced.
Obviously, eclipse-phases have a different duration ifedéht orbits, depending on height and
inclination. Due to the high accuracy in the propagation ateHlite orbits and the availability
of attitude information, though, it can be concluded tha&t ¢tlipse does not represent a major
limitation.

The second issue, which is not as easily overcome, is Suteimce. Sun-incidence can be ob-
viated for the Star-FOV, during nominal operation, sinsepbinting direction is not constrained
by the need for specific target Stars. There are satellper#ent limitations for the mounting
angle of Star-sensors, as for instance the presence offsials, thrusters and payload compo-
nents as well as environment-dependent limitations likérEand Sun. In GEO applications, these
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Figure 8.4: Image of Sunrise in Earth-FOV

limitations lead to a typical mounting angle of 46 70° with respect to the equator-plane (see
[62]). The pointing direction of the Earth-FOV, though, & by the necessity of Earth-observation.
Except for very few occasions, this leads to an at least ,goezeorbit* Sun-incidence in the Earth-
FOV. In the GEO case as shown, using a centered Earth (fig.Suh}incidence in the Earth-FOV
occurs twice per orbit, if the Sun passes behind the EarththAsquator is not parallel to the
Earth’s orbit-plane, there are periods, during which tha Basses behind the Earth (spring, au-
tumn), some at which it passes just above or below the Eautlwitthin the FOV and then others,
where it passes outside the FOV (summer, winter). As becdmmiews during the flight experi-
ment, due to the Sun’s brightness and optical imperfectievsn Sun-presence in the attenuated
Earth-FOV resulted in an unobservability of Stars in the bimad image (see table 8.1, state 1 as
well as figs. 8.3 and 8.4). This, in addition to the loss of taell=vector, causes the loss of attitude
information. While the satellite’s position still can be pegated, the attitude information is lost,
when solely relying on the combined Earth-/Star-sensocoker the loss of attitude information,
several options need to be evaluated. They include attpudeagation, shutters to prevent the
Sun from entering the optics, a redundant Star-sensor er atleans providing an attitude refer-
ence. Other means, for instance in the case of LEO and low MiEOmagnetometers, resulting
in an accuracy of approx.0°. Alternatively, gyros can be used in any orbit, with the tistion

of losing accuracy with time (depending on gyro, typicallyl°/h). Depending on the satellite’s
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requirements on attitude accuracy, the emerging MEMS ga®sivestigated as part of the flight
experiment ([2]), might be used, which currently have a cedaccuracy when compared to other
means of rate determination (e.g. Ring Laser Gyro). It shbaldoted that, contrary to common
believe, they do not, in general, reduce system cost: ewrmgththe cost of the sensing element is
drastically reduced, this does not change the system cosssderably, since the sensing element
only amounts to about 2% of the overall prize. The major foacof the sensor’s cost results from
Space-qualified electronics and the extensive testing;iwisinecessary to guarantee lifetime and
performance. Nevertheless dimensions, mass and comypéeitreduced, resulting in a techno-
logically interesting alternative to e.g. Ring Laser Gyréairthermore, it is predicted that they
will provide a higher reliability and longer life, allowinf@r a continuous use over a time period of
more than ten years. This is advantageous to current desiicsh, in general, use gyros to cover
periods with no attitude information and switch them off fbe remaining mission. Concluding,
due to the possibility of Sun-presence in either the Eantth@Star-image in most orbits, the need
for alternative attitude references arises. An effect,lamto these incidences, is caused by the
South Atlantic Anomal{SAA), which causesingle Event Upsef{SEUs), which in turn might
prevent detection or identification of Stars, and thus leaa lbss of knowledge on the satellite’s
attitude. The SAA, which is a radiation belt formed by thetBarmagnetic field, is restricted to
special orbits, including some LEOs and GTOs. The diffeeeiocsituations with Sun-incidence
is that the effects of the SAA can not be solved by shuttengesihey directly affect the detector
and its electronics. Solutions are the augmentation ofyteeem by gyros and/ or magnetometers.

Since the Earth-horizon always needs to be observed, aebffeinting, as shown on the example
ofa GEO infig. 8.1, isrequired in the case of LEO and non-¢aoorbits: This is in particular true
for a SSO, with a constant height of approx. 800km andGE€-Transfer-Orbi{ GTO) which
extends from a height of approx. 200km to 36000km. Exanonatif the experienced outage
times will be given for these cases.

8.2.1 Mission Scenarios

In figures 8.5-8.10 the expected worst-case outage-peftwdSEO, GTO and SSO are shown,
showing different types of deterministic outages. In ther&s, and as shown in table 8.1, where
0) denotes full sensor performance. 1) denotes a Sun-imogdie the Earth-FOV and 2) denotes
eclipse, which is a Sun in the Earth-FOV, while the Sun istledan the other side of the Earth,
leading to loss of Earth-center information. Similarly,d®notes Sun-incidence in the Star-FOV,
4) Sun-incidence in the Star-FOV when coinciding with thetEdémage. In general, situations
1), 3) and 4) need to be avoided, where it should be mentidmetg tnder nominal conditions,
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situations 3) and 4) will not occur.

8.2.1.1 GEO Outages

Figure 8.5 shows the predicted sensor outage times during@ @ this case, the Earth-LOS is
pointing towards the Earth-center, and the sensor is mdusteh that the Earth-LOS and the Star-
LOS are located in the orbit plane, leading to Sun-incidendbe Star-FOV. In this orientation,
the Sun passes the Earth-FOV from top to bottom. In fig. 8.6,Star-LOS is perpendicular
to the orbit plane, resulting in a longer Sun-presence ingagh-FOV, due to the rectangular
shape of the detector, and no Sun-presence in the Star-Fo¥,the Sun is always approximately
perpendicular to its LOS. The Sun passes the FOV from rigleftoSince in the ,,unique” case of
a GEO, the Earth-LOS is pointed towards the center of thehiaud the orbit is circular, the outage
times are ,symmetrical“: When looking at either the Earthther Star-FOV outages, the periods
1) and 3) before and after states 2) and 4), respectivelyharsame. It might be advantageous to
orient the satellite, such that the horizon is located incénater of the FOV. The reason for this is
a larger area available for Star-identification. As an edangr the difference in a centered and
oblique view of the Earth, as perceived from a GEO, be refetoefig. 8.1. Since the oblique
view results in a generally non-symmetrical placement ef Harth on the gathered image, this
consequentially results in non-symmetrical outage-times

4 ‘ ‘ ‘ " 13sec. | 12 sec.’

« Sensors in Orbit Plane

« Earth Center in Center of FOV
3k * T 86914 sec. -
2r 14 sec. 13 sec. |
1 - -

4215 sec. 4215 sec.
1 1 | |

1 Geostationary Orbit (24 h)

Figure 8.5: Sensor Outages in GEO, centered Earth, Starih @it plane
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Figure 8.6: Sensor Outages in GEO, centered Earth, Stardu®&f orbit plane

8.2.1.2 SSO Outages

As an example for an important LEO, the SSO was chosen. The$s§gecial, in that their orbit-
plane revolves by 360year about the normal to the ecliptic. This leads to illuation conditions
on the Earth, which repeat every orbit. This again can beoéegol when the inclination and height
of the orbit are chosen adequately: In the cadeaddarsatthe inclination was chosen to be.88,
the height to be 798km. This results in a SSO, whose orbitaabwas set to be the Earth-Sun
vector. The constellation leads to a seemingly constamnitation of the Earth, allowing for
instance for the generation of maps by combining conseslytiyathered images. Other orbits,
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1 Sun-Synchronous Orbit (SSO) (1.6 h)

Figure 8.7: Sensor Outages in SSO, oblique Earth, Star-n@%®it plane
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Figure 8.8: Sensor Outages in SSO, oblique Earth, Star-LdSf@rbit plane

for instance in surveillance satellites, are chosen suahatltertain area is always passed at the
same time, allowing for observation of changes in the laapsavithout the necessity to account
for changes in shadowing.

For our sensor, which needs information on the Earth-harizie to the low orbit, an oblique
observation of the Earth is necessary. As in the case for bguebobservation from GEO, this
results in a non-symmetrical outage of the sensor. Yetesine orbit examined is circular, the
outage-times for the Earth- and the Star-FOV are equival€né simulation results can be seen
in figs. 8.7 and 8.8, again showing the difference for a Stasar in- and out-of the orbit plane.
The orbit as used for the simulations was a noon-midnight. 843 means, the satellite observes
the Earth below at either local noon or local midnight. Thasults in a dawn during each orbit,
which is represented by case 1) and can be seen in fig. 8.4héngpecial SSO, the dawn-dusk
SSO, always stays on local dawn or dusk, never experiencingsg or sunset in the sensor’s
FQV, thus no outages will occur throughout nominal missiargeneral, SSOs will lie somewhere
in between these two extremes, exhibiting outages in evdaiy for some mission periods, not
experiencing any outage in others.

8.2.1.3 GTO Outages

The final orbit to be examined is the GTO. It combines manyuieat already known from GEO
and SSO, in that it starts as a LEO and reaches GEO. Yet, itdmstking more to offer: For
a GTO, the satellite needs to track the Earth horizon, sineeotbit is no longer circular. This
means the off-set angle is no longer constant, as in the daseciocular LEO, like the SSO
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presented above. The eccentricity furthermore changeapparent diameter of the Earth and
the angle between the Earth-vector and the horizon thrawtghio orbit, potentially resulting in
different horizon-determination algorithms for diffetéractions of the orbit. This follows from
the change in the atmosphere’s apparent height. In patjdhle elliptic orbit results in variable
outage times, which depend on the satellite’s position erothit and the relative Sun-position. In
the simulation shown in figs. 8.9 and 8.10), the orbit was ifipatty chosen to show the longest
and (approximately) shortest outage times. This was ly aligning the orbit's semi-major
axis with the Sun-vector. Thus, since the satellite is skiwethe apogee, the Earth-FOV’s outage
time is longest for this geometry. The Star-FOV’s outageucgclose to the perigee, thus being
close to the shortest possible outage time. Any outages i@, @r either the Earth- or the
Star-sensor will be between these two extremes.

4 ‘ ‘ 211 sec.

« Sensors in Orbit Plane

* Horizon in Center of FOV
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1 GEO-Transfer Orbit (GTO) (10.6 h)

Figure 8.9: Sensor Outages in GTO, oblique Earth, Star-liGfhit plane
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Figure 8.10: Sensor Outages in GTO, oblique Earth, Star-c@%f orbit plane

8.2.2 Interpretation of the results

For interpretation of the figures, it has to be minded thatSbe might pass through any part of
the image, thus the ratio between the times for states 1) pas\®ell as 3) and 4), might change,
while maintaining the overall outage time of ,3R)“ and ,3) +4)“. The total time changes only

if the Sun’s path is not parallel to the detector’s axes. TBitigation in general decreases outage
times, except for when the path is close to any of the detsatiimgonals, in which case they
amount to the geometrical sum of the outages as presentettheFaore, in the case for LEO, as
soon as the orbit is inclined, the figures represent the veaist. In some orbit-passes the sensor
might never see the Sun. In the special case of a dawn-duskr&Sitages will occur throughout
nominal mission, while in a noon-midnight SSO, as in GEOc¢ttuws in every revolution.

In practical operations, the geometrical conditions legdo situation 1) can not be eliminated. In

order to further obtain information on the spacecraft'géwde, some kind of shutter mechanism

should be considered. Alternatively, the spacecraftituai could be propagated, as long, as the
predicted outage times and the attitude accuracy requitenage not too severe. Be aware that
using the Sun-and Earth-vector for attitude determinatidhis case results in a poor knowledge

of the three-axis attitude, due to the near-co-alignmefiuof and Earth.

Situation 2) does not represent major difficulties, sinced@monstrated in chpt. 6.2, the space-
craft’s position can be propagated with sufficient accuraegr a longer period of time, while
the attitude can still be observed by the Star-FOV. The spording Earth-center can then be
determined using this information.
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Situations 3) and 4) represent the major challenges. Fgraditical purposes, Star-sensors are
located and oriented such that they do not point at the Sunyirpariod of the satellite’s nominal
mission. Such, these cases represent an abnormal situdtisituations like these need to be
covered without shutters, the demands on the propagatitdmedfatellite’s attitude are severe. If
the Star-FOV can be attenuated, the Earth-center infoomaian further be used for two-axes
attitude determination, the third axis would still need égdnopagated in case of complete shut-off
of the Star-FOV. This is equivalent to a sensor-suite ctingiof Earth- and Sun-sensors during
eclipse, which only leaves the Earth-reference for twosatétude determination. Depending on
the spacecraft’s setup, the motion of this axis might be embwith the other two, simplifying
this effort. In case the FOV can be attenuated enough as reattwate the detector, at least in
situation 3) the sensor-suite could act as a combined E3tuh-sensor, allowing for resolving
the three-axes attitude. This leaves situation 4) as theywst difficult to cover, since at times
differentiation between Earth and the coinciding Sun migittbe possible. Further enhancement
of the image-processing techniques and improvement of #nghanical layout could cover this,
but lead to a more complex system. For instance, at thess, tiimeattenuated Star-FOV could be
completely shut-off each second exposure, allowing focrdignation of the Sun’s signal in the
combined images.

One further possibility to cover situations 3) and 4) mightrbalized in case the Star-FOV can
be shut-off: Since the Sun is seen in the Star-FOV, this iespiat the Earth is partly lit - in our
case to about 50%. This results in two prospects: The useedktiminator, so the day-/night-
division, and landmarks, e.g. coastal lines, for threesatgtude-determination. Feasibility tests
on METEOSAT-images on using the terminator for determaratf the Sun-direction lead to ac-
curacies of approx. 7about the LOS and 20in the Earth-Sun-satellite plane, where the parameter
of interest in general is only the angle about the LOS. Thanges only, if the observation is to be
used as a Sun-sensor replacement. The low performance eaplaeéed by the ,fuzzy“ nature of
the terminator, which highly depends on the local landseaqaecloud coverage. This leads to the
conclusion that, even though the use of landmarks is cortipag burdensome and more difficult
to tackle, it might lead to better results, if the landmanesraot obstructed by clouds. The idea of
using the terminator for attitude determination is as waelspied by Mortari ([63]) and Svensson

([18]).

As a conclusion, it can be stated that, regardless of therdiit FOVs and methods when dealing
with Sun incidence, Sun incidence remains a nuisance intthade determination. Neverthe-
less, Sun-incidence can be avoided, as far as the Star-F@heerned, and does not represent a
problem during eclipse, where the position can be propdgate the attitude can be determined
by the Star sensor. This leaves only state 1), which has tcebk @ith, where additionally in
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some cases the outage time for state 1) is that of-2)) of the case presented. Depending on
the required attitude accuracy, this time can be covereduby propagation, the use of gyros, or
the use of shutters, which close the Earth-FOV and therdby &br attitude determination using
the Star-FOV. If no shutters are used, the two FOVs can natdageid independently, since their
images are combined onto a single detector.

8.3 General Considerations

To minimize the cost and complexity of autonomous attitudd arbit determination, gyroless
operation is of great interest. To date, it has successbhdbn implemented in a wide range of
satellites and missions (e.g. Intelsat V (MBB), ERS-2 (ESA),®efax (Alenia Spazio), SOHO
(ESTEC, Matra Marconi Space). Various algorithms have beegaldped, taking into account dif-
ferent levels of modeling and thus different states of thterlused. These range from purely
kinematic relations to the inclusion of the craft's angutaomentum and modeled as well as
stochastic external torques (e.g. [24, 27]). The diffeeeimcthe sensor as proposed in this the-
sis is that in general, due to their smaller FOV, the outagesdi of systems using IR-sensors are
far below those expected for our system, as long as no pienawtgainst Sun-blinding are taken.
It needs to be stressed, though, that the attitude of théiaédout the IR-sensor’s boresight as
well needs to be propagated during eclipse, since in geraTdR Earth-sensor is augmented by a
Sun-sensor for three-axis reference (see fig. 1.2). In daselipse and (near-)collinearity, which
means, when the Earth, the satellite and the Sun form a Istriaig, information on the attitude
about this axis can not be obtained. The main advantage osggpart from their insusceptibility
to optical influences, is their higher bandwidth, the maiswdyack their drift and drift rate, which
require frequent calibration. With conventional Star-eaas (definition see chpt. 1), using Star-
tracking for rate determination, as introduced in chpt.3.teduces the computational load, but
does not cover a higher bandwidth than the Star-sensomgsa®the same hardware is used. The
bandwidth in this case is limited by physics, rather than potational power: Since the SNR for
Star-detection and centroiding has to be high enough todeediible from photon-noise and other
noise-sources, the exposure time needs to be high enougfatargee observability of Stars with
a certain magnitude. Alternatively, the optics could bengfeal, which would change the system’s
specifics. A higher sensitivity would require a larger ledsameter, which, for physically realiz-
able systems, reduces the FOV. The negative effects areltvdfirst, the FOV was specifically
designed to be large enough to cover the Earth and Starstaimeolusly. Second, the increased
sensitivity results in the necessity to account for gaksuethe Star-observation, since they can
be detected starting from approry = 7 (e.g. [64]). For an optical system designed for highest
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sensitivity with a given FOV, this leaves the exposure tiana] thus the frame rate, as the only
variable. Considering that the system needs an exposureofi@gprox. 1sec. for detection of
Stars with magnituden, = 6, the detection-limit reduces with increased angularaigtpsince
the Star is spread over several pixels. In the case givesreébults in the necessity of Stars with
my < 2for angular rates witlw > 3°/s. The probability of observing(3) Stars withmy < 2in

a FOV with a total viewing angle of 25is already reduced to 7R7)%. Due to the detector’s
rectangular shape, the effective FOV is reduced to abott 20is reduction has been taken into
account in the probability-calculation. The constrainaaflose to 100 % observation probability
can be relaxed, since a larger fraction of the celestial reptsecovered due to satellite motion.
Three observed Stars are preferred, especially when tlagnitude is close to the detection limit,
since they allow for a higher identification probability taagantee the tracking process captured
the same Stars in two consecutive images.

In the position determination, as discernible from the $ation results in chpt. 6.2, in general it
is desirable to perform at least one complete orbit abouEtmh (see [53]). This as well holds
for other reference-bodies, e.g. Mars. In the case of itdegtary missions, with the Sun as
reference, this is not feasible, demanding for a higherr@oyuin the initialization (AutoNav on
DeepSpacel: Settling time 1 month [65]). Another interesting application would be @son in
one of the Lagrangian points of the Earth-Sun and the Eadbsvbystem. As estimations show
that the Earth can be observed up to a distance in the ordé&at3 the Earth can still be used as
reference body.




Chapter 9
Lessons Learned and Conclusions Drawn

9.1 Lessons Learned

In addition to the overall positive results presented,alage further possible improvements. This
chapter introduces some proposals for future investigatid hough not all improvements can be
covered, they illustrate the target of this project and #seilts obtained.

9.1.1 Lessons Learned From MITA

Since the space industry does not request great quanfifi#S D components, it is not a driver for
new developments in this technological area. To profit frawetbpments in this fast expanding
field it is advantageous to look for off-the-shelf composemt components in an advanced status
of development. To close the gap to space, ,rapid protot/pin specific space needs and early
»in-orbit demonstration” is helpful. The objectives of tNEI'S-AOMS flight experiment were:

e to select MST components which have the potential to suwitsttomponents in traditional
Attitude and Orbit Measurements Systems (AOMS),

¢ to build a functional model and to bring it into space quigkly
¢ to determine the performance and reliability under spacelitions.

The benefit of this experiment was to get early experienckebehavior of MST in space and to
promote its further application in satellite systems. Rennore, the augmentation of the optical
system by other means of attitude and attitude rate measatsmade the experiment inherently
more significant.

The experiment was successfully completed after 229 dagsbih This makes the experiment the
so far longest in-orbit test of MST components.
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The evaluation of flight results from the MTS-AOMS experirhenlicated the following additions
for future missions: In all, the evaluation of the flight datas made difficult because not all
information on the state of the satellite were availablasTiparticular prevented the comparison
of the spacecraft’s position as determined by the algostdeveloped to the actual position. The
use of ephemeris data as meansgfosterioridetermining this value proved to be insignificant
due to the low orbit of the satellite, which introduced a higlviation from the theoretical data due
to atmospheric drag.

9.1.1.1 Optical System

Depending on the detector, another effect has to be takeraadount: the difference in the read-
out time when comparing the upper-left to the lower-rightehi Since in many cases, especially
conventional CCD-cameras and current ,standard* APS-det®dhe pixels are addressed con-
secutively, the exact point of time, at which the pixel's espre starts, is different for each pixel.
This leads to an additional apparent motion of the Stars s ¢he attitude changes throughout
the read-out time of the array. Knowledge of the camera’donatan be used to take this effect
into account. Additionally, this effect changes the angskparation between the Stars, thus the
need for higher inter-Star-angle tolerances arises, ia t#@&s sensor is not in tracking mode. In
case of ,high speed” maneuvers, the centroiding itselffiscééd, not only due to smear, but due
to the fact that the ,upper” part of the Star-image is gattiezarlier than the ,lower* part, thus
shearing the Star, depending on the change in attitude. ifiinelte this effect, it is desirable to
use information on the spacecraft’s angular velocity, dg&termined by rate sensors, to increase
the accuracy and bandwidth especially at higher angulaciteds, which might be covered using
MEMS gyros. As solution to this problem, there are on-goiegedopments using APS-detectors
to enable a synchronous exposure time of the whole detewar(as it is the case with some film
cameras) to eliminate this effect.

While the APS-detectors are not destroyed by direct Sunemagi, it was shown that the incident
Sun otherwise inhibits Star-identification by flooding thetettor with straylight. Thereby the
experiment demonstrated the vital necessity to adaptattdnuate at least the Earth-FOV.

A natural addition to any optical sensor is an adequate baddfeyn, which only due to restrictions
in the system’s dimensions was not included in the experimen
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9.1.1.2 MEMS Components

In the post-processing of the flight data it was advantagd@ighe acquisition of the magnetome-
ter data was performed simultaneously to that of the onéboagnetometer, which allowed for a
direct comparison.

Had the sensors been operated simultaneously, the infommgdined from the optical system,
could have been used for validation of the magnetic-fieldseas well as the integrated gyro-
signal.

The reverse process as well is valid: Using this informatioaddition to the Earth-vector and the
Star-identification, the consequent attitude deternomatould have been validated more easily.

Since the satellite did not use any rate sensors, the cosopani the MEMS to a known system
was difficult, yet a comparison of the processed data olddnoen the gyros and the magnetometer
showed a consistent behavior ([2]). The comparison couwe lheen further improved, had the
magnetometer data been corrected using the satellitatsgrosnd the known magnetic field of the
Earth. Further investigations on possible ways of obtaimate information led to the conclusion
that, while it is possible to use delayed quaternion measemns, this reduces the bandwidth while
increasing noise, due to the derivation of the signal anddlaively low frequency, with which
the attitude is determined.

Therefore in future missions the data of complementaryesystshould be synchronized simulta-
neously available.

9.2 Recommendations

From the observed behavior, recommendations for futureldpment arise. These include algo-
rithmic, software, hardware and experimental modification

In future experiments, more data should be gathered in order to validate the sistedicted
accuracies. These data-sets need to include the com@ttaéthe satellite at each sample point.
In particular this would be the position, an attitude andta raference, as it could for instance
be provided by the satellite’s AOCS. Additionally, the infaation from the experimental sensors
involved should be gathered simultaneously, in order mafbr their combination.

The inherent advantage of a combined system, UStagsensorsandgyrosis the mutual benefit:
The gyros can be calibrated for bias and certain fractiotiseodlrift during slow maneuvers, while
the Star-sensor can be supported during fast maneuvers.@ef]). The additional advantage
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of angular velocity information is the use in predictive teiding of Stars, thus reducing the time
necessary for Star-detection and identification, whilegasing the system’s accuracy.

While theStar-identification algorithm as presented is an ,acquisition“-algorithm, not using any
a priori information, its speed can be dramatically increased bgiptien of the sensor’s attitude
for the next step. This information can be used by implenngrdi Star-catalog which is divided in
sub-catalogs to be searched for the detected Stars. Alteriyathe position of individual Stars’ in
the next frame can be propagated, using for instance a Kafitemn and performingstar-tracking
rather tharStar-identification

The use of &alman-filter additionally might increase the system’s accuracy, eistwtunally fil-
tering the attitude itself (e.g. [25]), or the individuab®positions (e.g. [23]). The advantages in
the tracking of Stars are the lower identification time arelgbssibility of eliminating false Stars
from the identification process.

Using the expectedsymmetric accuracyfor each measurement direction Y), rather than using
the same accuracy for both measurements, as mentioneadysbivichpt. 3.1.4), results in the
interest to find an alternative algorithm for attitude deteration using Star-measurements. Es-
pecially in the case of simple commercial optics combineth\ailarge FOV, this might lead to
higher accuracies, without any changes in the hardware used

In order to remove the inaccuracies due to the different-caadime, the arising technology in
APS-detector, allowing for simultaneous start and end pbeure for all pixels, should be further
investigated.

The most important change, which should be implemented) edaptive filter for at least the
Earth-FOV, if possible for both FOVs. The development ofliayCrystal Displays (LCD) fortu-

Table 9.1: Extensions to a ,multi-mode sensor* by choiceadfftive) filters

Filter for — Star-observation | Earth-observation | Sun-observation
combined with|

Star-observation | Increased accuracyEarth-bound on+ Interplanetary on-

about LOS board autonomousboard autonomous
navigation navigation
Central-body Central-body - -
observation bound  on-boarc

autonomous navir
gation
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nately was accompanied by emerging filters, based on the saheology: Filters and shutters
based on liquid crystal technology were developed, whiclhdy have a rather high attenuation
(approx. 1000 for shutters, 100 for variable filters [e.g. GBjito]) and a variation speed which
is far above our needs. Using, for instance, a shutter antkaifil union, would result in a high
dynamic range, with variable filter settings, thus allowargincreased range of applications (e.g.
Sun-sensing, increased reliability). Even a single shutéront of the Earth-FOV would pre-
vent the saturation of the detector in case of incident ghhklose to the eclipse condition, and
therefore allow uninterrupted attitude measurementgubia Star-FOV. An additional solar array
which provides the shutter with the necessary power forchinigy to the ,,off“ position would as
well result in a safe design, in case the solar array onlyiges/enough power when the sensor
is pointing towards the Sun. Using an adaptive filter wouldvekhe detection of a larger fraction
of the limb during low lighting conditions. A combination bbth might lead to a variable ,multi-
mode sensor®, which for instance could be switched to a ;Star Sensor“-mode, so a Star-sensor
with two lines of sight, which in top of increasing the acayrabout the boresight would intro-
duce a simple means for autonomous on-board calibratidmea$eénsor. This, for instance, would
as well facilitate investigations on the actual behaviothaf partially transmissive mirror under
thermal stress. Examples of further extensions are giveabir9.1. This idea has been manifested
in a pending patent ([6]) by the author and affiliates. Thelalke technology needs to be tested
and maybe altered for use in Space. To our knowledge no Syalesations have been developed
so far, using these systems, even though they might be ady@mis in that they avoid moving
elements.

A different way of increasing the system’s accuracy is towalfor Star-observation in the center of
the FOV. The reason for this is the deviation of the Star-iesafgom the expected circular shape,
as shown in chpt. 3.1.1, resulting in a lower accuracy inagtlene of the two directions. One way
of achieving this new observation strategy, is to move thagenof the Earth in the four corners,
leaving empty space for Stars in the center, while only m&icantly reducing the accuracy of the
Earth-horizon detection. The schematics can be seen in.fig.The idea has been submitted as
a patent ([7]). Due to the rather high complexity of the pregmb system, though, it might be a
better trade-off to invest in higher accuracy optics.
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Figure 9.1: Freeing the center of the FOV for Star-obseowati

9.3 Conclusion

Based on the Ph.D-thesis ,Einsatz richtungsmessender i@ansoder autonomen Bahnregelung
geosynchroner Satelliten“ by Juckenhdofel ([8]), the patam a ,Combined Earth-/Star-Sensor
System and Method for Determining the Orbit and Positionpdc®craft‘ developed at Daimler-
Chrysler ([1]) and the encouraging results obtained by th&MDMS flight experiment on MITA
([9]), this work successfully demonstrated the feasipitif the combined Earth- and Star-sensor
for means of attitude and orbit determination. Technolallycthis work is based on the emerging
APS-detector technology in combination with low-cost agner optics. In the process of the
thesis, the limitation to GEO was dropped, since it was shibatthe algorithms hold for virtually
all orbits.

This work was engaged in determining the algorithms necgssa the performance of the sy-
stem, the evaluation of experiments and the investigatiofurther improvements. The flight
experiments have been amended by field and laboratory expets, in order to validate the al-
gorithms. The investigations on the algorithms showed eéliah the most-critical parameter, the
distance from the Earth towards the satellite, can be détedeither directly by using the appar-
ent Earth-diameter, or by adequate filtering (e.g. Kalmberiing). It should be noted, though, that
a tremendous increase in accuracy is achieved once thiéteateipleted one orbit. Afterwards,
accuracy increases only gradually.

The expected system accuracies at the current point, whitipare well with the results obtained
in the experiments carried out in the frame of this thesis sammarized in table 9.2.
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Table 9.2: Expected System Accuracies

Single Frame Earth-Reference 0.1° (10)
Single Star Centroiding 10" (10)
Inertial Attitude 6" [pitch, yaw] (25" [roll]) (1 0)
Position
Point Solution 60km (10)
Navigation Solution (after 2 3orbits) | 5km (10)

Even though the autonomous attitude and orbit determimasong optical sensors might not reach
the position accuracy of other systems, e.g. GPS, the aziesrachieved are satisfactory for many
missions - and its advantage is obvious: The system is cdempladependent of any infrastructure
and orbit and can be used with any target planet by a mere etadrspftware.

In total, using the emerging APS- and MEMS-technology, amouative system was successfully
tested. This work facilitates the use of simple means toiolitdl attitude and orbit information
of a satellite, which can further be improved by the posybdf self-calibration. Encouraged by
these positive results, the implementation of the gathknedvledge in a follow-up mission has
been proposed to ESA.

Thus, the sensor presented is another step towards thd [Foraier”.
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Appendix A
Appendix

A.1 Algorithms

A.1.1 Star-Identification, Example

In the following, an example for the Star-identification gess is given. It is to be taken as an
illustration for the steps covered in chpt. 3.1.3.1.

The Star-image to be identified is shown in fig. A.1. It inclsidlee information on the optical co-
ordinates of the Star-centers in units of pixels. The S&alog shall consist of two constellations
as shown in fig. A.2.

For Step 1, the unit vectors to the measurements need to be deterrasied the centroiding
process and the angles between them need to be calculatstbaad in a way that maintains the
information on the relation between the measurements andrtgles. In this result, measurement
4 is placed in the center of the FOV and the focal lenigth chosen as 3432 pixels. The resultis a
table as the one given in tab. A.1. The resulting table camtgithe angular separations between
the measurements is given in tab. A.2. The Star-catalogasechfor this example is given in
tab. A.3. The corresponding angular separations are givéabies A.4 and A.5. The reason for
having two distinct parts of the catalogue is, that the amgletween Stars taken from the two
different parts are larger, than the size of the FOV. Thismeethat Stars from the two parts can
not be detected simultaneously. According to the angulparsg¢ion, the matches are given in
tab. A.6.
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[0 Detected Stars LY
[x,y] Optical Coordinates

.

) 0] [271.6,89.4]
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Figure A.1: Image to be identified

a) Star-catalogue - Part 1
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102 103 ’
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b) Star-catalogue - Part 2
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Figure A.2: Star-patterns contained in the Star-catalogue




A.1 Algorithms 173

Table A.1: Unit vectors to the measurements [-]

,3“| [-0.0430 00046 09991]
[ 0.0000 Q0000 10000]
[ 0.0217 —0.0283 09994]
6| [ 0.0854 —0.0092 09963]
[ 0.0789 00260 09965]
[ 0.0992 —0.0422 09942]

”7 e

Table A.2: Angles between measuremenfis [

Measurement number,3“ 4* oy 0" wl” wl
W30 | - 24787 41598 74062 70975 85905
Wi - 2.0436 49275 47655 61888
oy - 3.8151 45231 45231
0" - 2.0511 20511
wl" symm. - 4.0778
nl ™ -

In Step 2, where finally Star-pairs are combined to triangles, eaehsurement is chosen as a
.Pivot Star®. This means, that the measurement is chosenstarting point of two angles. In
addition to using two angles which are connected to this nreasent, they both need to com-
prise the same Star. According to tab. A.6 this means thatedisurement ,7* is chosen, valid
combinations would be either two of 163 107, 104« 107, 105~ 107 and 106— 107, or the
combination of 203— 205 with 204~ 205. The end-points of the two chosen combinations then
compose an additional Star-pair, e.g. 20304, which is searched for in the already identified
matching angles, i.e. in table A.6. If the pair is presenhmtable and combines the correct mea-
surements, the triangle is declared to be a candidate fduttieer process. All triangles fulfilling
these requirements are given in tab. A.7. As obvious frontthemn containing the Star-IDs, the
lines marked with an asterisk contain invalid trianglesjolhare excluded by the criterion, that
the three IDs and the three measurements need to be distinetefore these lines do not enter
the identification process and are only given for completene

In Step 3 the sense of rotation of the triangle on the detector is @vatpto that of the corre-
sponding Star-candidates. The results are given in tabalang with the found triangles. Those
triangles, for which the senses of rotation match are kéjoisd, where the sign differs are dis-
carded.
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Table A.3: Unit vectors contained in the Star-catalogue [-]

»101"
,102¢
»103"
,104*
»105"
»106*
»107*
,201"
,202"
,203"
,204%
,205"

[
[
[
[
[
[
[

—-0.9911
—0.9941
—0.9990
—1.0000
—0.9994
—0.9963
—0.9965

0.9967
0.9984
1.0000
0.9994
0.9965

00065
00131
00046
Q0000
—0.0283
—0.0092
00260
00131
00359
00000
—0.0283
00260

01327]
00795]
—0.0430]
00000]
00217]
00854]
00789]
—0.0797]
—0.0435]
00000]
~0.0217]
—0.0789]

Table A.4: Angles between Stars in catalogue - Paf{ 1 |

Measurement number,101* ,102¢ ,103* ,104“ ,105* ,106“ ,107“

,2101" - 3.0772 100912 76351 66858 28713 32939
,102" - 7.0537 46337 40882 13208 07387
»103“ - 24787 41598 74062 70975
,104° - 2.0436 49275 47655
»105" symm. - 3.8151 45231
»106" - 2.0511
,107 -

Table A.5: Angles between Stars in catalogue - Paf{ 2 |

Measurement number,201"

,202° 203" 204"

,205"

,201"
,202"
,203*
,204*
,205"

24527 46337 40882 07387
3.2333 38858 21091

symm.

Wl__;___ 2.0436

47655
4.5231

In Step 4 the remaining triangles are combined along common sidesravagain care is taken,

that the measurement, as well as the Star-candidates miattie given example, this results in

polygons with the corners as given in tab. A.8.
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Table A.6: Matching Angles

Measurement number,3* Wi " 0" wl" wl
.3 | - 103+ 104 103~ 105 103+ 106 103« 107 -
i - 104+ 105 104« 106 104~ 107 -
- 203+ 204 - 203« 205 -
D" - 105+ 106 105- 107 105~ 107
- - 204+ 205 204« 205
0" - 106+ 107 106~ 107
nl" symm. - -
nl ™ -

Table A.7: Matching Triangles

Measurements| Sense of Rotation Star-IDs Sense of Rotation
.3 405" -1 103 104 105 -1
G R L -1 103 104 106 -1
w3 AT 1 103 104 107 1
w3 96" 1 103 105 106 1
W35 T 1 103 105 107 1
C R L & 1 103 106 107 1
WA 5% 6" 1 104 105 106 1
WA 90 T 1 104 105 107 1
203 204 205 1
A Y & 1 104 106 107 1
* a7t - 104 107 107 -
MR CE A 1 105 106 107 1
MR 1 105 106 107 -1
* b7t 7 - 105 107 107 -
* 204 205 205 -
* et 7t 7 - 106 107 107 -

Table A.8: Matching Polygons

Solution1| ,3“ ,4“ 5 6" ,7° 103 104 105 106 107
Solution 2 WA 5" L | 203 204 205
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In Step5 the most likely solution is chosen by a user-defined cateriln the present case, the
most appropriate selection is that of the largest polyganthé Star-identification algorithm as
implemented, the additional information on the error maté¢he construction of the triangles
is taken into account. This error is introduced by the meament noise and inaccuracies of
the optics. As a result the selection is based on the ratiean error per triangl¥d, number

of triangles. In the given example, the measurements are exact. A typalae for real-sky
measurements with the set-up as described in chpt. 7 isxa@008in the individual measurement,
so the error per side is approx. 392 (= 42.4"). If noise is introduced, both selection methods
identify the correct ,Solution 1. During the identificatigprocess the false measurement was
detected and removed.
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A.1.2 Extended Wahba Problem

As mentioned in chpt. 3.1.4, an investigation on an alt@éreaolution to theWahba-Problem
might be of interest when dealing with simple optics, prawgdifferent accuracies in the two
sensing directions. This section will show the approaclessary and briefly discuss the achieved
solutions.

The starting point to this approach is the origiMéhba-Problemwhich is stated as follows:
L(A) = S a- (b —Ar;) 2 (A1)
|

The idea is, to find a way of differently weighting the indiuel components, according to their
accuracy. This can be done by ,scaling” the vectors by useti@Erasformation matrix. Thus, the
function might be rewritten as

L(A) =Y (D;- (b —Ari))? (A.2)

or alternatively
L(A) =Y (bi—Ari) T -D" D; - (b — Ary) (A.3)

|
wherea; is substituted byD;," D;, which corresponds tdiag([ai(x),ai(y),a(2)]), with a(j) as
weight for the individual component This equation can further be expanded to lead to

biT 'DiT Qi ’ bi
LA =>| - 2rfAT-D'D;-b; |- (A.4)
| + ffAT-D"D-An

In A.4 it can easily be seen that the first line does not coumteilbo the optimization process, since
it is independent oA. Furthermore, the second component can be rewritten irotine f

S —2rf AT-D"D;-by = —2tr(AT-D;' D;-bir), (A.5)

which again can be subsumed as
—2tr(AT D" D;-birl ) = —2tr (AT -By), (A.6)

which is the well known nomenclature for the standéfahba-ProblemThe problem associated
with the expansion to a more universal formulation arisesifthe third line. In combination with
the second, this leads to a nonlinear cost-function, whésh & general, not be solved as easily
as the case for homogeneous weights. Note that, in cafe=of; - |, the third line becomes
independent oA and thus the formula reduces to the original formulation.
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An attempt was made, explicitly solving the system’s castetion, but did not lead to a system
that is easily solved. The investigations were performedtie formulation inA as well as in
guaternion-notation.

While in this process, no analytical solution was found, nucaé solutions showed that the for-
mulation of an adequate functions defining the weights sderbgar its own set of challenges.
Even in the case that the functions used for disturbing tmeilsitions were used in the weights,
the results did not necessarily improve. The nonlinear ranmgwas successfully tested for global
convergence, leaving the definition of the weights as theatiparameter. As long, as no analyt-
ical solution to the problem is found, it will be difficult taefine the right functions leading to an
optimal solution. At the current point, after analysis ofid&range of simulations, which showed
that, while there are cases, where the accuracy in attitidecreased, there are cases, where it
is dramatically decreased, the author proposes to use déisemirsolutions. Should the analytical
solution be possible, though, it might be an alternativetoaase the accuracy of simple systems.
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A.1.3 Orbit Determination

This section shows two possible representations of orbl&zhents. The first set of equations
derives the ,classical (Keplerian)* orbital elements frposition and velocity, the second derives
the ,non singular (equinoctial)* elements. The differebetween the two representations is how
the orbits withi = 0 ande = 0 are handled. In the classical orbital elements, this indeads to
an indeterminate state which needs to be detected and kaanxtierdingly.

Classical (Keplerian) Orbital Elements

Taken from [28]:

L = 39860044-10° knPs ?|
h = rxv

W = h/|h|

p = [h?/u

)]

Il
N
=IN
|
t\g

N
N—
|
[E=Y

e — /1 lhl>/u
a
V/W(1)24W(2)2
| - arCtanW
Q = arctan—w—gg

o v/ /am
E = arctan(m)

M = E-—e-sin(E)

3
u = arctan ( _E(l)w(%jz(Z)V_V(l) )
v = arctan <%>

W = uUu—-v
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Non Singular (Equinoctial) Elements

a, pandW are defined as above. The other components equal to (takarj28j):

o w(@)
T LW()
_ -W(2
R E)
A = \—/X(LX\_/_)_Uﬁ _
1-p?+0f
_ 1
T = i5e 2pq
2pq
9 = e 1P
2q
- =
_ A
Toow
B = (1vi e R)
X]_ = LTI
Y1 = [T'g
F = E+w+Q

Using these results, the eccentric longitude and the mewyitlae can be determined.
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A.2 Simulations

A.2.1 Simulation Environment

In the scope of this thesis, a simulation environment has deeeloped to facilitate various ranges
of simulations and experiments. The tool was designed naodsuich that it is possible to investi-
gate different aspects. The first intention was a simulaticthe satellite’s orbit and the resulting
images, as perceived by the sensor. This resulted in anamtiattitude simulation, which checks
for Earth- and Sun- presence in either of the FOVs and vizesitihe appropriate output. The sim-
ulation was then augmented by the algorithms for positiderde@nation, testing different stages
of its development, which finally resulted in a filter capabltecoping with sensor outages. Step
by step the simulation was extended by attitude deternoina8tar-identification, Star-detection,
centroiding algorithms, horizon extraction and Earthteedetermination. The low-level image-
processing algorithms were not tested on simulated imdgesyerified in experiments prior to
their implementation. The result is a simulation tool, wheaomprises all elements of the actual
sensor. As mentioned, the simulation does not make use whtge-processing algorithms. These
can be tested with real images, as provided by either the #igteriment, the field experiments or,
in the case of Earth-images, by METEOSAT-data. Another dppdy arouse with the inclusion
of the optical testbed: since the Star-images were provigedn optoelectronic Star-simulator,
this resulted in the possibility of including the camerarrol and read-out algorithms as well as
the image-processing in the simulation, which thereby titss part of the experimental setup.
In these experiments, where only the Stars can be simuldted&arth-vector was assumed to be
known and subjected to white noise. The attitude dynamige lsa far been restricted to ideal
Earth/horizon pointing, but can easily be extended to cowal satellite dynamics. In a further
extension of the optical experiment setup, an image of ththEeas provided by means of an illu-
minated sphere and a beamsplitter to resemble the actusdrigearrangement. The drawback of
the Earth simulation is that the Earth-vector is fixed, thosatlowing for any arbitrary dynamical
motion.

The accuracy of the orbit-propagation for simulation aritatetermination can be chosen from
Keplerianto HPOP in a setup file and by means of a graphical user interface (Gdlkeen in
fig. A.3. The type of simulation as well is chosen by either tgdile or a GUI, as shown in
fig. A.4. For a SSO, and the simulation parameters as set ifighees, the main window of the
simulation tool will result in an image as given in fig. 7.3. drder to further improve the image
processing algorithms, the tool was extended by the pdisgibi viewing the pixel values in an
area close to the cursor. The resulting main window can beisefey. A.5.




182 Appendix

In total, the simulation tool provides means for
e Attitude and Orbit simulation,

Attitude and Orbit determination algorithm verification,
Evaluation of real images,

Low-Level Image-Processing algorithm verification,

Control of Experimental equipment.
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A.3 Experiments

A.3.1 Camera Parameters for cameras used in the experiments

Table A.9: Technical Data IBIS1-APS-Detector (Flight-Expeent)

Size [mnf] 6.5%x 5.3
Pixel Size [t m?] 14% 14
No. of Pixels [-] 290x 386
Quantization [bit] 10
Fillfactor [%] 72
Dark Current Noise [mV (Photon Equivalent)]

00°C 23

20°C 24 (100

40°C 28

Table A.10: Technical Data IBIS4b-APS-Detector (LabongtBxperiment,
Field-Experiment)

Size [mnf] 8.96x 7.17
Pixel Size [tm?] 7x7
No. of Pixels [-] 1280x 1024
Quantization [bit] 10
Fillfactor [%] 58
Dark Current Noise [electrons/s]

20°C 800

Table A.11: Technical Data PCS-2112-LM-x-APS-Detector hbiduatory-
Experiment, Field-Experiment)

Size [mnf] 6.5x5.3
Pixel Size [Im?] 75x75
No. of Pixels [-] 1280x 1024
Quantization [bit] 10
Fillfactor [%] 51
Dark Current Noise [bit]

20°C 5
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A.3.2 Flight Experiment

Prior to this project, an In-Orbit Experiment, as mentiomedhpt.7, has been carried out. This
section contains detailed information on the secondarg@srused.

A.3.2.1 Magnetic Field Sensor

As magnetic field sensor (MFS), the FGS1/COBO05 byRtainhofer Institute of Microelectronic
Circuits and SystenidVS), Dresden, was chosen (for technical data see tabl2)A.1

It consists of two planar fluxgate sensors with preciselgrigd perpendicular sensitive axes (X,Y)
and an ASIC for sensor supply, readout and signal procedsiritjon an printed circuit board.

The two-axes fluxgate sensor is fabricated in a CMOS compaplainar technology. The sen-

sor consists of an arrangement of flat three-dimension#d,irrounding a ferromagnetic core.

Driven by a excitation current, the core is periodicallyusated. Due to the changes of magnetic
flux inside the core a voltage is induced in the pick-up cdilse second harmonic of this voltage

depends on the external field. The signal processing is dpaespecial designed ASIC using sec-
ond harmonic detection combined with a zero field compensatiethod realized by a feedback
loop.

The sensor is powered with-5Volts and gives an analogue output voltage in the range of
0.5...4.5\0lts corresponding to the external magnetic field in theimam detectable range of
+80uTesla for each axis. Due to the existence of disturbing magfield inside and outside the
MTS-AOMS experiment the mounting position has to be choseafally, which is why in many
experiments, the MFS is mounted on a boom. The MFS outpuagedt are fed into the MITA
telemetry channel where they are 12bit A/D converted. Thepéiag rate is 1Hz.
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Table A.12: Technical Data of Magnetic Field Sensor

Sensor FGS1/COBO05, FHG-IMS
Size 46 x 12x 0 mm?

Mass 59

Power 130 mwW

No.of Axes 4

Measurement Range| +80uTesla

Sensitivity 28.6 mV/uTesla

Noise [RMS] < 0.2uTesla

Drift < 0.2uT/110min
Temperature Range | —40°C..4+80°C

Shock Insusceptibility

2009 (10 ms)
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A.3.2.2 Angular Rate Sensor

An important component of the experiment was the angulargansor (ARS). It was to be shown
that a commercially available sensor, based on MEMS teoigyois capable of improving the
attitude and angular rate information of a satellite, angthroviding a second reference in the
case no optical observations are available. In the framdedet studies, a master-thesis ([2])
showed that it is indeed possible to maintain an accuracysdflD) © in pitch/yaw (roll), for about
40 minutes, when taking into account an additional therralbration of the sensor. These values
can even be increased to approxl 0.7)° in pitch/yaw (roll) by use of a better Star-sensor for
calibration.

The angular rate sensor (ARS) is a commercial device by RobexttB&mbH, Stuttgart (D),
as seen in fig.A.6, developed for the dynamic control systerars (for technical data see ta-
ble A.13). The sensor part is encapsulated in a hermetiegenétallic housing. The module
is produced in serial production and is tested and caliiraféh standard methods. The module
contains an angular rate sensor, a linear inertial sengbttenevaluation electronics, all compo-
nents realized on one hybrid. The functional principle @& #mgular rate sensor is based on two
vibratory masses equipped with conductor paths carryingli@nnating current. The masses are
located in a homogeneous magnetic field, thus the Lorentz facts on the moving masses. If
the masses are subjected to a rotation an additionally @fake is affecting the masses. This
additional acceleration due to the Coriolis forces is deteind transformed to a signal which is
proportional to the angular rate. The sensor is placed iiVth8-AOMS experiment in such a way
that it records the satellite’s rotation around its orbétsis.

The angular rate sensor’'s nominal output signal is in thgeddb...4.5\olts, equivalent to an
angular rate o~100... +100°/s. In the MTS-AOMS experiment the output signal is 12 -bgitil
converted and transmitted in the same way as the magneticsielsor signals to the satellites
telemetry channel. A second output is bandwidth limited itz and amplified to provide a better
angular resolution of 08°/s (10) in a reduced measurement range-df0... + 10°/s. In this ,high
resolution“ mode the sensor is sensitive enough to resh&edtellite’s rotation around the orbital
axis in its nominal nadir pointing mode (360n 83min = 0.07°/s). In each test campaign the
ARS was operated together with the MFS over one complete @8inin). Data acquisition is
every second for the nominal and the high resolution outpute process of evaluating the flight
data, it was shown that the filtered output failed and was dneregarded in the further process.

In the frame of this project, the performance of the sensa@s @ompared by integrating the gyro
signal and differentiating the magnetometer signal. Thegarisons showed that the overall be-
havior agreed well with the expectations, as the procesata af one sensor agreed with the
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unprocessed of the other. The only divergence was givengltie times of polar passages, since
in these cases, the Earth magnetic field tends to changerétstidn and thus imply a motion
of the satellite, in case the magnetic field is not modeledtaken into account in the attitude
measurements.

The evaluation of the flight data confirmed that it is indeessilde to observe the Earth and Stars
on the same detector. Contemporaneously, it was shown ttgioad| components, such as gyros
and possibly magnetic-field sensors, should be used in todgwarantee reliable information at

all times.
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Figure A.6: Measurement Principle of Angular Rate Sensor (IMREL.O,
Bosch)

Table A.13: Technical Data of Angular Rate Sensor

Sensor DRS-MM2.0, Bosch
Size 16x 12x 3mn?
Mass 209

Power 980 mW

No.of Axes 1
Measurement Range| +100°/sec
Sensitivity 17.5mV/(°/sec)
Noise [RMS] 0.22°/sec

Drift < 0.15°/seck/h
Temperature Range | —40°C..+80°C
Shock Insusceptibility 200 g (10 ms)
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A.4 Miscellaneous

A.4.1 Accuracy Requirements

Table A.14: Accuracy Requirementsa(3of Typical Missions

der of severa
meters

Mission || Example Orbit Height Orbit Position Attitude
Inclination Accuracy Accuracy
LEO Globalstar ~ 1000km 0°< o <180° | 1km 0.01°-1°
MEO Galileo ~ 20000km 0°<0<180° | 1m 0.01°-0.1°
HEO Molnya, GTO | 400 x 36000km| 0° < 1km 0.5°-1°
(GTO)
GEO Telecommuni-| 36000km 0° 35(70) km 0.01°-0.1°
cation and
TV-Broadcast
Science|| - all heights 0°< a < 180° | highly mission| 0.001°-0.01°
dependent,
down to or-
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A.4.2 Sources of Perturbations
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Figure A.7: Perturbations as a function of orbit radius (284)
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A.4.3 Abbreviations & Nomenclature

Abbreviations

a.u.
APS
ARS
DCM
DJO
ECI
EEA
EMF
FOV
GEO
GMT
GTO
GUI
HARM
HEO
HPOP
IR
IRES
JPL
LARM
LEO
LOS
LVLH
MBB
MEMS
MEO
MFS
MITA
MST
MVIRI
NEA
NLO
OBCU

Astronomical Units (approx. 15010°m)
Active Pixel Sensor

Angular Rate Sensor

Direction Cosine Matrix

Jena-Optronik GmbH
Earth-Centered-Inertial (reference system)
Earth Exclusion Angle

Earth Magnetic Field

Field Of View

Geostationary Earth Orbit

Greenwich Mean Time

GEO-Transfer Orbit

Graphical User Interface

High Angular Rate Mode

Highly Eccentric Earth Orbit

High Precision Orbit Propagator
InfraRed (light spectrum)

InfraRed Earth Sensor

Jet Propulsion Laboratory

Low Angular Rate Mode

Low Earth Orbit

Line Of Sight
Local Vertical, Local Horizontal (reference system)
Messerschmitt- Bolkow- Blohm GmbH
Micro-Electro-Mechanical-Systems
Medium Earth Orbit

Magnetic Field Sensor
Minisatellite Italiano a Technologia Avanzata
Micro-System-Technology
Meteosat Visible and InfraRed Imager
Noise Equivalent Angle

Non-Linear Optimization

On Board Computer Unit
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OFTB  Optical Functional Testbed

SAA South Atlantic Anomaly

SAR Synthetic Aperture Radar

SCI Sun-Centered-Inertial (reference system)
SEA Sun Exclusion Angle

SEU Single Event Upset

SLR Satellite Laser Ranging

S/N Signal-to-Noise (ratio)

SSO Sun Synchronous Orbit

STK Satellite Tool Kif® by Analytical Graphics
TFO Technology Flight Opportunity

uv UltraViolet (light spectrum)

VIS Visible (light spectrum)

Nomenclature

A Attitude (direction cosine) matrix
b Star-vector in Sensor-system

f Focal length of the optical system
q Quaternion, ([q1,92,93],94)

ry Unit Vector inx-System,

in special cases: Star-vectord8 Star in ECI
state covariance-matrix
process-noise covariance-matrix

7 O 1T

measurement-noise covariance-matrix
Signalx,y) Pixel value of pixel at positiofix,y) on the detector
Transformation fronuto v

—]
c
<

Indices

B Body-fixed

E Earth-sensor
| Inertial

M  Mounting

R Reference

S Star-sensor
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Auxiliary Variables

m;jy

MNew
Meanpright,min
Meangark min
n[...]

Npright

Nbright, min
Ndark

Ndark min

Nai

Nratio,min,lower-
Nratio,min,upper
Ntotal

Ntriplets
Outer

Pij
Ri

Ri,bright

Coordinates of Center of a circle

x-Coordinates of Center of a circle

y-Coordinates of Center of a circle

x-Coordinates of Center of lllumination

y-Coordinates of Center of lllumination

Maximum difference between Earth-radius as determineah fitee individ-
ual measurement to the reference radius as determined frosaaurement
triplet

Earth Eccentricity (approXegarth = 0.081)

Inner subset of candidate region (see fig. 3.3)

Temporary variable in the Earth-detection process

Temporary variable in the Earth-detection process

Temporary variable in the Earth-detection process

List of Measurement-Coordinates

Coordinates of Measuremeint

x-Coordinate of Measurement

y-Coordinate of Measurement

List of Transformed Measurement-Coordinates

Minimum Mean of the pixels brighter than a given threshold

Minimum Mean of the pixels darker than a given threshold
Star-polygons consisting of measurements/ Stars witlc@sgh- - |

Number of Points brighter than a given threshold

Minimum Number of Points brighter than a given threshold

Number of Points darker than a given threshold

Minimum Number of Points darker than a given threshold

Number of Measurements within the toleradae,ax for the comparison cor-
responding to tripleit

Second (Lower) Minimum Ratio fama i/Ntotal

First (Upper) Minimum Ratio fona i/Notal

Total Number of Measurements

Total Number of possible Triplets

Outer subset of candidate region (see fig. 3.3)

Star-pair consisting of measurements/ Stars with indie@sl j, respectively
Candidate region

Subset oR; which contains the pixels brighter than a given threshold
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Ri dark Subset oR; which contains the pixels darker than a given threshold

Ri line Line-shaped sub-set of Candidate regiyn

Ri. sub Sub-set of Candidate regidty

TEarth Orientation of the Earth relative to the detector-axes

tijk Triangles consisting of measurements/ Stars with indigeandk, respec-
tively

tp pt" Triangle under investigation
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