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Abstract

Within the present study, experiments and numerical computations are conducted to analyze the cooling performance of different convective cooling techniques for backside cooled combustor walls. For all investigated configurations, the pressure loss and the heat transfer enhancement is observed. As possible candidates for a convective cooling scheme, rib turbulators, channels with dimples and channels with hemispheres are considered.

The data bases for such convective cooling techniques, which have already been reported in literature, arise from the experience in internal blade cooling. Compared to the typical conditions found for backside cooled combustor walls, the Reynolds number and the mass flow rates are lower in the case of internal blade cooling. Additionally, the ribs or other convective cooling techniques are applied to two opposite channel walls within the blade. For backside cooled combustor walls, the heat transfer on only one channel wall needs to be enhanced.

For the experimental setup, several measurement techniques are applied. The heat transfer coefficient between two successive ribs is obtained with a steady and a transient measurement technique. A comparison of the two measurement techniques is also provided. Averaged heat transfer coefficients on the rib itself are measured by using the lumped heat-capacitance method.

For the numerical setup, the commercial solver FLUENT™ is applied together with two different turbulence models. In the case of rib turbulators, a standard k-ε turbulence model is used. It could be demonstrated that for dimpled surfaces or surfaces with hemispheres, a Reynolds Stress Model performs better. In general, the experimental results are underpredicted, whereas the trends are predicted correctly. It is concluded, that the present numerical approach is applicable to preliminary design studies.

One result of this study is to extend the Reynolds number range of typical rib turbulators to Reynolds number levels found in backside cooled combustor walls. In contrast to internal blade cooling, the design requirements of a backside cooled combustor wall are a moderate pressure loss at higher Reynolds numbers and at the same time a good heat transfer enhancement. It could be demonstrated, that the geometry of rib turbulators need to be adjusted to satisfy the mentioned design requirements.

The investigations on V-shaped, W-shaped and WW-shaped ribs revealed the following fact. The existence of a second ribbed wall has an influence on the heat transfer of the opposite wall. It is therefore suggested not to directly use heat transfer correlations, which are derived from experimental data of two-sided ribbed channels, for the design of one-sided ribbed channels.
Additionally, it could be demonstrated, that for higher Reynolds numbers the rib height has to be reduced to obtain lower levels of pressure losses. As the rib geometry is changed from V-shaped to W-shaped rib, the pressure losses are increased for an equal rib spacing and rib height. WW-shaped ribs resulted in even higher pressure losses. For V-shaped and W-shaped ribs, a reduction of the rib spacing leads to a lower pressure loss. For WW-shaped ribs, an opposite trend is observed.

In the case of W-shaped ribs, the heat transfer enhancement on the rib itself is obtained. It could be demonstrated that a reduction of the rib spacing has no impact on the heat transfer enhancement on the rib. A combination of the heat transfer data between two successive ribs and the data on the rib reveals, that heat transfer levels of around three times higher than the heat transfer of a smooth channel wall are realized for the investigated Reynolds number range.

The possibility to replace the commonly used rib turbulators with dimples or hemispheres is also addressed in this study. For channels with hemispheres or dimples on one channel wall, a lower pressure loss and at the same time only moderate heat transfer enhancement levels are observed.

For the design of a convective cooling technique for convectively cooled combustor walls, W-shaped ribs should be preferred. This configuration shows the best thermal performance for the typical Reynolds numbers found in backside cooled combustor walls. In cases, where the convective cooling has to be achieved with very low pressure losses, dimpled channels represent an interesting alternative to ribbed configurations.
Zusammenfassung


es im Moment noch nicht möglich, diese mit einem vertretbaren Zeitaufwand numerisch zu ermitteln.


Im Fall der W-förmigen Rippen wurde auch der Wärmeübergang auf der Rippe selbst ermittelt. Es zeigte sich, dass eine Halbierung des Rippenabstands keinen Einfluss auf die Höhe des Wärmeübergangs auf der Rippe hat. Werden die Wärmeübergangswerte auf der Rippe und zwischen den Rippen kombiniert, so lassen sich für W-förmige Rippen dreimal so hohe Wärmeübergänge realisieren im Vergleich zum Wärmeübergang eines glatten Kanals.


Für die Kanäle mit Hemisphären ergab sich ein ähnliches Bild. Im Vergleich zu Kanälen mit Dimples sind die Druckverlust jedoch höher bei einer gleichzeitig nur geringen Steigerung des Wärmeübergangs.
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Nomenclature

Latin letter symbols

AR aspect ratio [-]
AR = W/H
A channel cross section [m²]
A_{FOIL} surface area of heater foil [m²]
A_{curvature} surface area of surface with curvature [m²]
A_{projected} surface area of projected flat surface [m²]
A_W surface area [m²]
Bi Biot number, Bi = he/k [-]
c_f loss coefficient of inlet nozzle [-]
c_f = 0.992
c specific heat capacity [J/kgK]
c_p specific heat capacity at constant p [J/kgK]
c_{p,W} specific heat capacity of Perspex at constant p [J/kgK]
D dimple imprint diameter [m]
D_h hydraulic diameter [m]
d_0 hemisphere diameter [m]
e rib height [m]
f friction factor [-]
H channel height [m]
h heat transfer coefficient on flat surface [W/(m²K)]
h_{CURV} heat transfer coefficient on curved surface [W/(m²K)]
k hemisphere height [m]
k_{AIR} thermal conductivity of air [W/mK]
k_W thermal conductivity of Perspex [W/mK]
l ribbed channel length or channel length covered with dimples or hemispheres [m]
Nomenclature

L  spacing of hemispheres [m]

\( \dot{m} \)  air mass flow [kg/s]

m  mass [kg]

Nu  Nusselt number [-]

\( \text{Nu} = \frac{hD}{k_{\text{AIR}}} \)

\( \overline{\text{Nu}} \)  area averaged Nusselt number [-]

P  rib pitch [m]

\( p_{\text{FOIL}} \)  electrical power of heater foils [W]

p  pressure [Pa]

\( \Delta p_{\text{NOZ}} \)  pressure difference \( \Delta p = p_\infty - p_{\text{NOZ}} \) [Pa]

\( \frac{\Delta p}{\Delta x} \)  regression line gradient of pressure distribution [Pa/m]

Pr  Prandtl number of air [-]

\( Q_{\text{CON}} \)  convective heat flow [W]

\( Q_{\text{RAD}} \)  heat flow due to heat radiation [W]

\( \dot{q}_{\text{CON}} \)  convective heat flux at surface [W/m²]

\( \dot{q}_{\text{LOSS}} \)  heat flux losses due to convection [W/m²]

\( \dot{q}_{\text{RLOSS}} \)  heat flux losses due to radiation [W/m²]

R  radius of dimple or hemisphere [m]

\( R_{\text{EL}} \)  heater foil resistance [Ω]

\( \text{Re}_D \)  Reynolds number based on the hydraulic diameter [-]

\( \text{Re}_D = \frac{\rho D_h u_{\text{AVG}}}{\mu} \)

\( \text{Re}_y \)  turbulent Reynolds number based on the wall distance [-]

s  entropy [J/(kgK)]

t  time [s]

T  temperature [°C] or [K]

\( T_B \)  bulk temperature of air flow [°C] or [K]

\( T_W \)  local wall temperature [°C] or [K]

\( T_{\text{TLC}} \)  temperature of Thermochromic Liquid Crystals [°C] or [K]

\( T_0 \)  initial temperature of air flow [°C] or [K]

\( U_{\text{EL}} \)  voltage potential across heater foils [V]
### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{AVG}$</td>
<td>mean velocity</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$u^+$</td>
<td>dimensionless velocity in wall coordinates</td>
<td>[-]</td>
</tr>
<tr>
<td>$u^+ = \frac{u_{AVG}}{\sqrt{\tau_w/\rho}}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V$</td>
<td>volume</td>
<td>[m$^3$]</td>
</tr>
<tr>
<td>$w$</td>
<td>velocity</td>
<td>[m/s]</td>
</tr>
<tr>
<td>$W$</td>
<td>channel width</td>
<td>[m]</td>
</tr>
<tr>
<td>$x$</td>
<td>test section x-coordinate</td>
<td>[m]</td>
</tr>
<tr>
<td>$X_i$</td>
<td>body force acting in $x_i$-direction</td>
<td>[N/m$^3$]</td>
</tr>
<tr>
<td>$y$</td>
<td>test section y-coordinate</td>
<td>[m]</td>
</tr>
<tr>
<td>$y^+$</td>
<td>dimensionless wall distance</td>
<td>[-]</td>
</tr>
<tr>
<td>$y^+ = (\tau_w \rho)^{0.5} y/\mu$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$z$</td>
<td>test section z-coordinate</td>
<td>[m]</td>
</tr>
</tbody>
</table>

### Greek letter symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>rib angle</td>
<td>[$^\circ$]</td>
</tr>
<tr>
<td>$\beta$</td>
<td>thermal expansion coefficient</td>
<td>[1/K]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>dimple depth</td>
<td>[m]</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>emissivity</td>
<td>[-]</td>
</tr>
<tr>
<td>$\eta$</td>
<td>thermal performance</td>
<td>[-]</td>
</tr>
<tr>
<td>$\eta = \left(\frac{Nu_R}{Nu_0}\right)/(f/f_0)^{0.5}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\eta_{th}$</td>
<td>thermal efficiency</td>
<td>[-]</td>
</tr>
<tr>
<td>$\mu$</td>
<td>dynamic viscosity of air</td>
<td>[kg/(ms)]</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density of air</td>
<td>[kg/m$^3$]</td>
</tr>
<tr>
<td>$\rho_W$</td>
<td>density of Perspex</td>
<td>[kg/m$^3$]</td>
</tr>
<tr>
<td>$\Theta_{RIB}$</td>
<td>dimensionless temperature gradient</td>
<td>[-]</td>
</tr>
<tr>
<td>$\Theta_{RIB} = \frac{T_{RIB} - T_0}{T_B - T_0}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\Theta_W$</td>
<td>dimensionless temperature gradient</td>
<td>[-]</td>
</tr>
<tr>
<td>$\Theta_W = \frac{T_W - T_0}{T_B - T_0}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Stefan-Boltzmann constant</td>
<td>[W/(m$^2$K$^4$)]</td>
</tr>
</tbody>
</table>
Nomenclature

\( \tau \) discrete time points [s]
\( \tau_w \) shear stress at wall [Pa]
\( \Phi \) dissipation function [-]

Subscripts

CAR refers to conditions found at Carnot process
CURV evaluated on surfaces with curvature
BRAYTON refers to conditions found at Brayton process
MAX evaluated at global maximum
MEAS refers to condition found at measurement location
MIN evaluated at global minimum
NOZ evaluated at tightest cross section of inlet nozzle
PROJ evaluated on projected flat surfaces
R evaluated at roughened channel wall
RIB evaluated at aluminum rib
0 evaluated at fully developed flow in a smooth channel
\( \infty \) evaluated at ambient conditions

Acronyms

HSL The HSL color space stands for Hue, Saturation and Lightness
ITLR Institute of Aerospace Thermodynamics
RGB The RGB color model stands for Red, Green and Blue
RSM Reynolds stress model
skε Standard k-ε turbulence model
TLC Thermochromic Liquid Crystals
1 Introduction

1.1 The stationary gas turbine

In contrast to jet propulsion, stationary gas turbines power plants are built to produce electrical power. Since the beginning of stationary gas turbine design, a maximized electrical output for a given actual cost is desired. Nowadays not only commercial interests define the design process, also environmental “costs” seem to more and more dictate the final design.

The basic thermodynamic cycles

Any stationary gas turbine consists of at least four major components. At the inlet, the air flow enters the compressor (C). The pressure ratio of actual gas turbine compressors varies from 10 to 35 (e.g. the pressure ratio for ALSTOM’s GT 26 is 33.9). After the compressor air is lead to the combustion chamber (B), where the chemical reaction of air and the added hydrocarbon fuel leads to a significant rise in fluid temperature. The maximum fluid temperature in the combustor is around 2000 K as reported by Schulz [54]. Leaving the combustor the air is expanded in the turbine (T). Here, a part of the heat energy is converted into work. The resulting rotational energy drives the shaft and powers the attached compressor and a generator (G). The generator transfers the remaining momentum power to electrical power. A sketch of a typical gas turbine layout is presented in Fig. 1.1.

From a thermodynamic point of view, any thermal engine is operating between two temperature reservoirs. The lower temperature boundary $T_{\text{min}}$ is often the environment, whereas the upper temperature limitation $T_{\text{max}}$ is defined by material restrictions. Several cycles are known to operate between two temperature reservoirs. First and foremost the Carnot cycle has to be mentioned. This cycle is known for its high thermal efficiency, because all heat is transferred at the maximum and minimum temperature respectively [28]. This reversible cycle is presented in Fig. 1.2a and the thermal efficiency is given as:
The basic cycle of a stationary gas turbine (CBT) is well described by the so called open Brayton cycle (or Joule cycle), which has been described among others by Schulz [54]. Fig. 1.2b presents this reversible cycle in the temperature-entropy diagram. The work of the compressor is represented by an isotropic compression from $1 \rightarrow 2$. The combustion process can be ideally treated as an isobaric heat addition from $2 \rightarrow 3$. This is different to the Carnot cycle, where the heat addition is isothermal. But this isothermal behavior can not be easily realized by technical applications. The relaxation of the fluid in the turbine is represented by an isotropic expansion from $3 \rightarrow 4$. The thermal efficiency of the reversible Brayton cycle is given as:

$$\eta_{th, BRAYTON} = 1 - \frac{T_1}{T_2} = 1 - \frac{T_{min}}{T_{max}}$$

Fig. 1.2: $T_s$ diagrams for (a) a reversible open Carnot cycle, (b) a reversible open Brayton cycle , (c) an adjusted reversible open Brayton cycle and (d) an irreversible open Brayton cycle
For the adjusted reversible open Brayton process (1-2*-3*-4*), as presented in Fig. 1.2c, the working cycle has a higher pressure ratio in the compressor. Based on equation (1.2), the thermal efficiency of the adjusted cycle is higher compared to the open Brayton cycle as presented in Fig. 1.2b. It appears that with an even higher pressure ratio, \(T_2^*\) could get close to the value of \(T_3\), which would lead to a thermal efficiency close to the Carnot cycle. Nevertheless, such a working cycle is of a theoretical nature, because the net heat load, which can be added in the combustor, is significantly reduced. The working output of such a cycle would be close to zero, keeping in mind that the enclosed area by the cycle represents the amount of work output. There are several technical solutions, how a higher compressor ratio can be reasonably used to obtain enhanced thermal efficiencies for a given maximum temperature. One of them is the so-called reheat process, which is described in the following section.

Looking at the irreversible Brayton cycle in Fig. 1.2d performance losses in the gas turbine components aren’t neglected. The isentropic changes are now polytropic changes, taking account of the entropy enhancement due to an irreversible process. Also a pressure loss in the combustor is included. As a consequence, the thermal efficiency of an irreversible Brayton cycle as reported in [28] and [37] becomes more complex compared to the thermal efficiency of a reversible Brayton cycle. For the reversible Brayton cycle, the thermal efficiency also depends on the maximum temperature, the losses in the compressor and the turbine and the pressure loss in the combustor. A lower pressure drop in the combustor increases the thermal efficiency. Therefore, the choice of a combustor cooling technique will influence the thermal efficiency of a stationary gas turbine.

**Advanced gas turbine design concepts**

Besides gas turbines, which operate along the basic gas turbine cycle, the thermodynamic processes can be modified to increase the thermal efficiency or the working output. Hence, modern stationary gas turbines can show variations on the Brayton cycle. In the reheat cycle the turbine is divided into a high pressure turbine (HPT) and a low pressure turbine (LPT). Between the two turbine stages a second combustor provides an increasing fluid temperature (Fig. 1.3).

![Sketch of reheat gas turbine layout (CBTBT)](image)

The thermodynamic cycle of such a reheat process is presented in Fig. 1.4a and a practical example is shown in Fig. 1.4b. The benefit of this cycle compared with the simple Brayton cycle is an increased working output, while the same maximum
temperature $T_{max}$ is preserved. Keeping in mind, that the pressure losses in the combustor influences the thermal efficiency, the application of two combustors doubles the influence combustor cooling techniques.

Another interesting fact is a higher turbine outlet temperature compared to the simple Brayton cycle. This makes this cycle more attractive for combined cycle gas turbine plants (CCGT), where the hot exhaust gas is used to produce water steam. The steam is utilized to power a steam turbine, which can be either linked to a separate generator (multi-shaft combined cycle gas turbine plants), or is attached to the gas turbine’s generator (single-shaft combined cycle gas turbine plants). With a thermal efficiency of about 60% [16] these power plants are a common alternative to other power plants.

In some gas turbine combustion concepts the steam vaporized by the hot exhaust is injected directly into the combustor of the gas turbine for emission control and increased power output. In contrast to the combined cycle gas turbine plants mentioned before, with this concept a steam turbine is not required. A simple steam boiler is used to provide the steam. Due to the steam injection the thermal efficiency and the maximum working output can be increased, whereas the installation cost of such a power plant is reduced due to the economized steam turbine. Unfortunately, it has been reported in [28] and [37] that the thermal efficiency is limited to 45-52% and is therefore below the reachable thermal efficiency of a combined cycle power plant.

1.2 Gas turbine combustors

During the development in stationary gas turbine design, several gas turbine combustor types have been developed, each having their advantages and disadvantages. An overview of the different combustor designs is presented in Fig. 1.5.

Early stationary gas turbines were equipped with a single or with two silo combustors [37]. A big silo combustor is equipped with a single diffusion burner. The combustion of the injected fuel leads to a relatively high flame temperature, so that the combustor walls close to the primary flame zone have to be cooled intensively. This is achieved by providing a film of cooling air at the combustor wall facing the flame. The backside of
the silo combustion chamber is additionally cooled with convective cooling. Due to the length of the combustor a long residence time of the reacting components is the result. This can lead to low amounts of unburned hydrocarbons but high levels of nitrogen oxides. The intense application of film cooling quenches the burning process near the wall, increasing the production of unburned hydrocarbons in the close wall region. To date, this combustor design is not used anymore in modern gas turbines. Only for the combustion of difficult to burn fuels this combustor design is still relevant due to its stable combustion behavior.

An advanced approach to realize silo combustors is found in the compact silo combustor design. Here, the single diffusion burner is replaced by a larger number of burners. With this design a lean pre-mixed combustion concept is feasible, which has the advantage of a lower flame temperature. Therefore, the amount of film cooling air can be reduced and more compressor air is directly available for the lean air-fuel mixture. The compact design reduces the residence time, which has together with the lower flame temperature a reduced impact on the undesired nitrogen oxides production. In addition, silo combustors have the disadvantage of non-uniform temperature distributions and high temperature peaks at the turbine inlet due to non-annular exit of the combustion chamber outlet.

To obtain a more homogenous temperature distribution at the turbine inlet an annular combustion chamber is necessary. The power density is tripled compared to silo combustors [54]. Also the residence time of the reacting gases in the combustion chamber is reduced, leading to lower nitrogen oxides emissions. Looking at the cooling concept of this combustor type, the usage of film-cooling with its negative effects on the production of unburned hydrocarbon emissions and CO in the near wall regime is avoided. Therefore, the liner cooling air is kept fully available for the combustion process. The amount of compressor air available for lean and premixed combustion has increased from 30% as typically found in early gas turbines to 80% [16]. The combustor
walls are backside cooled using efficient convective cooling techniques. At positions with high thermal loads impingement cooling is also found. To provide the necessary heat resistance of the combustor wall material, highly heat-resistant nickel-based alloys are used together with thermal barrier coatings or ceramic coatings on the inner combustor wall.

Another type of annular combustor concept has been established in some industrial modern gas turbines. The annular combustor is replaced by a number of combustor cans. The benefits are a better maintenance of the single combustor can and that the experimental investigation of the fluid and temperature field of the single combustor is simplified compared to annular combustors in the development phase. Looking at the cooling aspect, this concept increases the combustor wall area and, therefore, enhances the overall cooling demands compared to a fully annular combustor [48].

1.3 Combustor cooling concepts

In principle, the heat transfer from a surface is always a combination of heat radiation and forced convection, due to the distinct flow field situation on the inside and outside of a combustion chamber wall.

The level of heat flow due to heat radiation $Q_{\text{RAD}}$ is mainly defined by the temperatures of all involved surfaces, the geometry, the surface properties and the existence of emitting gases. Within the infrared band emitting gases as CO, CO$_2$, H$_2$O and CH$_4$ are found in the combustion process [5]. The influence of heat radiation on the overall heat transfer rises with an increasing temperature level and with an increasing temperature difference. Therefore, heat radiation should not be neglected for an assessment of the heat transfer situation on a combustor wall facing the combustion process. Otherwise, for investigations of the heat transfer condition on the outer combustor wall, which is attached to a cooling channel, the heat radiation is in most cases neglected.

![Fig. 1.6: Heat flow situation in a combustor and a cooling channel](image_url)

The level of heat flow initiated by forced convection $Q_{\text{CON}}$ is defined by the temperature difference between wall temperature $T_W$ and mass-averaged fluid temperature $T_B$. An increased wall area $A_W$ amplifies the total heat transferred, as does
the magnitude of the heat transfer coefficient \( h \), which is proportional to the dimensionless temperature gradient at the wall. The heat transfer coefficient has high magnitudes for sharp temperature gradients. This relationship is defined as:

\[
Q_{\text{CON}} = hA_w (T_r - T_w)
\]  

(1.3)

A sketch of the heat flow situation is presented in Fig. 1.6.

There are many different cooling concepts available to protect the combustor wall from the hot flow inside the combustor. All enhanced cooling techniques have a disturbed boundary layer in common. In fundamental literature, it is distinguished between internal and external heat transfer techniques. The classification depends on the location of the boundary layer alteration. If the boundary layer is disturbed at the wall facing the cooling channel, the description is internal cooling. If the boundary layer is altered on the combustion chamber surface e.g. due to a coolant film, the appropriate name would

![Image of different liner cooling concepts](image_url)
be external cooling. An overview of the different combustor cooling techniques and
their classification into internal and external cooling is presented in Fig. 1.7.

External heat transfer

External cooling techniques are film, effusion and transpiration cooling. The basic idea
is to reduce the heat flow into the surface. Therefore, a cool mass flow is transferred
from the cooling channel to the opposite hot surface. This mass flow typically increases
the turbulence level of the boundary layer, which results in an undesired enhancement
of the heat transfer coefficient. Otherwise a layer of coolant is created close to the
surface, if the momentum of the exiting mass flow is below the separation limit. This
lowers the driving temperature difference for the convective heat transfer, leading to a
reduced heat flow. Challenges in this technical field are to minimize the mass flow
required to provide an intact coolant layer close to the surface.

In the case of film cooling the coolant is lead through thin slots or drilled holes. Current
investigations suggest using fan-shaped holes for their higher cooling efficiency. A
dense arrangement of holes is the basic idea of effusion cooling. The diameter is
reduced compared to film cooling holes. With a distribution of drilled holes the level of
cooling within the effusion holes rises due to an increased surface area, which is
accompanied by additional convective cooling. This reduces the wall temperature and
allows more efficient usage of the cooling mass flow. Looking only at cooling interests
a transpiration cooled surface would be the optimum cooling technique. A coolant mass
flow through a porous material strongly reduces the wall temperature, due to the large
surface area, which is applicable for convective heat transfer.

However a perforated surface could lead to lifetime problems. The notch effect causes
higher mechanical stresses, which are induced by high thermal heat loads and the
elevated pressure levels inside the combustion chamber. Another disadvantage of
external cooling techniques is the problem of particles in the coolant air. Dirt particles
could plug cooling holes, which leads to higher wall temperatures. At hot spots, where
the wall temperature is already close to the temperature limit of the material, plugged
film cooling or effusion holes could lead to a local overheating.

Internal heat transfer

In contrast to external cooling concepts, the main purpose of internal heat transfer
techniques in combustor cooling channels is to achieve an enhanced heat transfer at the
wall and to realize a low or moderate pressure loss at the same time. If accomplished,
the wall temperature is limited to sustainable temperature levels, whereas the pressure
losses in the combustor component are minimized. To enhance the heat transfer, either
the surface area or the heat transfer coefficient must be increased. To accomplish this,
the thermal boundary layer has to be minimized, which leads to sharp temperature
gradients and results in higher heat transfer coefficients at the wall. This can be realized
with several cooling techniques.
Enhanced convective cooling techniques are known to provide a disturbance of the boundary layer. To do so, geometrical features are attached to the surface, which lead to a regular separation and re-attachment of the near wall flow field. This is achieved by rib turbulators with ribs aligned perpendicular to the main flow direction. In addition, angled ribs, dimpled surfaces or surfaces with hemispheres induce vortices that provide an enhanced mixing of the coolant. With these techniques cooler air from the core flow is transported towards the hot channel wall.

Impingement cooling is a successful method to cool surfaces with a high heat load. In the area of the impinging jet, high heat transfer coefficients are realized. On the other hand, the enhanced heat transfer coefficient is accompanied by a rise in pressure losses. Therefore, the application of impingement cooling to cool a combustion chamber wall should be limited to locations with high local thermal loads.

**Combined heat transfer techniques**

The strengths and limitations of the presented cooling techniques suggest that a combination of them would lead to a superior combustor cooling design. Examples for combined heat transfer techniques are presented in Fig. 1.7. A grouping of impingement and convective cooling can be found in combustors of stationary gas turbines [6]. For additional cooling those locations at a wall that have a high heat load are also cooled with impinging jets.

Arrangements of external und internal cooling techniques are realized with the so-called double-wall concepts. Here, the combustion chamber wall accommodates an additional thin channel, in which convective cooling reduces the wall temperature. At the end of the thin channel the “used” air is ejected to form a film cooling layer. In technical applications this idea has been realized [37],[48].

**1.4 Motivation and literature review**

This investigation is focused on convective cooling techniques. The intend is to expand the data base of convective cooling techniques to conditions typically found on backside cooled combustion chamber walls, where the Reynolds-numbers \( \text{Re}_D \) varies up to 500,000 and the convective cooling features are usually placed on one channel wall only. To date, only a limited number of experiments and numerical simulations are found in literature providing detailed information on heat transfer enhancement and pressure losses of convective cooling techniques for cooling passages in combustors at these conditions.

Within this study, three different convective cooling techniques are investigated. These cooling features can be categorized as rib turbulators, dimpled surfaces and surfaces with hemispheres. A sketch of the backside cooled combustor wall with the applied cooling technique is presented in Fig. 1.8.
Rib turbulators

Most investigations on rib turbulators applied in internal cooling channels arise from the experience of internal cooling in cooling passages of turbine blades and nozzle guide vanes. Early studies used cooling channels equipped with ribs, which are aligned perpendicular to the main flow direction. Further investigations suggested an implementation of angled ribs.

Han et al. [23] and Çakan [11] published an overview of multiple investigations on rib turbulators and provided detailed data of heat transfer enhancement and pressure losses. The influence on the variation of the dimensionless rib pitch-to-height $P/e$, the rib angle and the dimensionless rib height $e/D_h$ on the heat transfer enhancement and the pressure loss have been reported. Han et al. [23] also presented a correlation for the heat transfer enhancement and the friction factor enhancement. The so-called R- and G-functions provide data for Reynolds numbers from 10,000 to 60,000 and rib pitch-to-height ratios of 10 and 20. The dimensionless rib height $e/D_h$ is varied between 0.021 and 0.078 and the channel aspect ratio changed from $AR = 1:1$ to $AR = 4:1$. The ribs were placed on two opposite channel walls and the rib angle $\alpha$ between main flow direction and rib varied from 30° to 60°.

The authors concluded that reducing the dimensionless rib height $e/D_h$ is lowering the heat transfer enhancement and the pressure losses. An optimum rib pitch-to-height $P/e$ was found to be between 7 and 13. A rib pitch-to-height $P/e<7$ has the negative effect of enclosing a vortex between two successive ribs, which prohibits a mass transfer from the core flow towards the channel wall and vice versa. Increasing the rib pitch-to-height above $P/e>13$ allows the thermal boundary layer to grow and therefore, the temperature gradient at the channel wall is reduced. For 90° ribs no secondary flow features were detected. The inclination of ribs induces longitudinal vortices filling out the complete channel cross section. The vortices enhance the mixture between core flow and fluid close to the surface. A definition of the important rib parameters and an overview over the reported flow phenomena are presented in Fig. 1.9.
In further progress, other rib geometries were introduced. Straight ribs were replaced by V-shaped ribs and later W-shaped ribs. Several investigations have been conducted regarding V-shaped and W-shaped ribbed cooling passages. An overview of the studies and the investigated parameter variations is presented in Table 1.1. It has been reported that replacing straight ribs with V-shaped ribs increases the heat transfer enhancement and the pressure losses, but the efficiency is superior to straight ribs.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Configuration</th>
<th>Aspect Ratio</th>
<th>e/Dh</th>
<th>P/e</th>
<th>α</th>
<th>Re_D</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35]</td>
<td>V-shaped two sided 1:1</td>
<td>0.0625</td>
<td>10/20</td>
<td>45°</td>
<td>60°</td>
<td>10,000 - 60,000</td>
<td>Exp.</td>
</tr>
<tr>
<td>[20]</td>
<td>V-shaped two sided 8:1</td>
<td>0.06</td>
<td>10</td>
<td>60°</td>
<td>1,000 - 6,000</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>[38]</td>
<td>V-shaped two-sided 4:1</td>
<td>0.078</td>
<td>10</td>
<td>45°</td>
<td>5,000 - 40,000</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>[25]</td>
<td>V-shaped two sided 1:1</td>
<td>0.0625</td>
<td>10</td>
<td>45°</td>
<td>15,000 - 90,000</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>[57]</td>
<td>V-shaped two sided 1:1</td>
<td>0.0833</td>
<td>10</td>
<td>45°</td>
<td>5,000 - 30,000</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>[2]</td>
<td>V-shaped two sided 2:1</td>
<td>0.094</td>
<td>10</td>
<td>45°</td>
<td>5,000 - 40,000</td>
<td>Exp.</td>
<td></td>
</tr>
<tr>
<td>[13]</td>
<td>V-shaped two sided 6.82:1</td>
<td>0.04</td>
<td>10</td>
<td>60°</td>
<td>10,000 - 30,000</td>
<td>Exp.</td>
<td></td>
</tr>
</tbody>
</table>
As seen from Table 1.1, no experimental data is found providing detailed information on a V-shaped and W-shaped rib configuration in cooling passages for conditions found in combustor liners.

**Dimples**

Khalatov [32] wrote a summary of the development of dimpled surfaces in the field of heat transfer augmentation. According to the author, dimples were first quoted in literature in 1976 and have originally been used to reduce the drag coefficient of golf balls. Dimples are known to disturb the laminar boundary layer and to create a turbulent boundary layer. The detachment of a turbulent boundary layer at a flow around a sphere is later in contrast to a laminar boundary layer. Therefore, the region of the detached flow behind a dimpled sphere is reduced compared to a smooth ball.

Early heat transfer and pressure loss measurements of dimpled surfaces have been conducted by Russian researchers and were first available after the breakup of the former Soviet Union. Nagoga [47] conducted substantial investigations on dimpled surfaces. The dimensionless dimple depth $\delta/D$ varied from 0.13 to 0.66 and the dimensionless channel height $H/D$ was altered from 0.07 to 0.5. It was reported, that dimples on one channel surface with a dimensionless dimple depth of $\delta/D=0.5$ provide the highest heat transfer augmentation of around 300% compared to a smooth channel. But this heat transfer augmentation is also accompanied by the highest pressure losses. A significant reduction of the dimensionless channel height $H/D$ lead to an increased heat transfer intensification.

In another investigation, Afanasyev et al. [1] reported detailed measurements on the thermal und hydrodynamic boundary layer above a dimpled surface. The dimensionless dimple depth was $\delta/D=0.067$ and the dimensionless channel height $H/D$ varied from 10.67 to 17.78. They concluded that shallow dimples in relatively high channels have a negligible influence on the hydrodynamic boundary layer and do not noticeably increase the friction factor, whereas simultaneously a heat transfer augmentation of 30-40% was observed. Also Khalatov [32] used the dimensionless dimple depth $\delta/D$ to classify the spherical dimples in terms of the typical in-dimple flow pattern. He postulated that there are no separation zones inside a shallow dimple, whereas the vortex structure becomes
very complex for deep dimples as reported by Mahmood et al. [41]. A sketch of the simplified flow structure inside a dimple, the definition of dimple parameters and dimple patterns is presented in Fig. 1.10.

**Dimple parameters:**

![Simplified flow structure in a dimple](image)

**Dimple pattern:**

![Square and rectangular dimples](image)

<table>
<thead>
<tr>
<th>Reference</th>
<th>Configuration</th>
<th>Aspect Ratio</th>
<th>H/D</th>
<th>δ/D</th>
<th>Pattern</th>
<th>Re&lt;sub&gt;D&lt;/sub&gt;</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[15]</td>
<td>one sided</td>
<td>12:1</td>
<td>0.33</td>
<td>1</td>
<td>rectangular</td>
<td>15,000 - 35,000</td>
<td>Exp.</td>
</tr>
<tr>
<td></td>
<td>two sided</td>
<td>4:1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2:1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[39]</td>
<td>one sided</td>
<td>16:1</td>
<td>0.37</td>
<td>1</td>
<td>rectangular</td>
<td>23,000 - 46,000</td>
<td>CFD</td>
</tr>
<tr>
<td></td>
<td>two sided</td>
<td>7.4:1</td>
<td>0.74</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.1:1</td>
<td>1.11</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.8:1</td>
<td>1.49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[44]</td>
<td>one sided</td>
<td>8:1</td>
<td>0.5</td>
<td></td>
<td>square</td>
<td>12,000 - 60,000</td>
<td>Exp.</td>
</tr>
<tr>
<td>[41]</td>
<td>one sided</td>
<td>4:1</td>
<td>0.2</td>
<td></td>
<td>square</td>
<td>19,000 - 115,000</td>
<td>Exp.</td>
</tr>
<tr>
<td>[9]</td>
<td>one sided</td>
<td></td>
<td>0.3</td>
<td></td>
<td>square</td>
<td>21,000 - 124,000</td>
<td>Exp.</td>
</tr>
</tbody>
</table>

In recent years, several studies have been conducted dealing with cooling passages equipped with one or two dimpled channel side walls. An overview of the investigated parameters is presented in Table 1.2.

In the literature, there are a few studies available considering the typical conditions found on a backside cooled combustor wall. To be in a position to assess the implementation of dimpled surfaces in combustor cooling passages, more investigations are necessary.

Table 1.2: Investigations on dimpled cooling channels
<table>
<thead>
<tr>
<th>Reference</th>
<th>Configuration</th>
<th>Aspect Ratio</th>
<th>( \delta/D )</th>
<th>Pattern</th>
<th>( \text{Re}_D )</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[8]</td>
<td>one sided</td>
<td>4:1</td>
<td>1</td>
<td>0.1</td>
<td>square</td>
<td>21,000 - 124,000</td>
</tr>
<tr>
<td>[22]</td>
<td>one sided</td>
<td>4:1</td>
<td>2</td>
<td>0.3</td>
<td>square</td>
<td>5,000 - 40,000</td>
</tr>
<tr>
<td>[60]</td>
<td>one sided</td>
<td>1:1</td>
<td>4.88</td>
<td>0.29</td>
<td>rectangular</td>
<td>7,000 - 21,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>[45]</td>
<td>one sided</td>
<td>1:1</td>
<td>2.65</td>
<td>0.134</td>
<td>rectangular</td>
<td>10,000 - 65,000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.86</td>
<td>0.167</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.31</td>
<td>0.191</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>3.97</td>
<td>0.204</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.226</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.250</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[33]</td>
<td>one sided</td>
<td>4.18:1</td>
<td>0.75</td>
<td>0.2</td>
<td>rectangular</td>
<td>120,000 - 380,000</td>
</tr>
</tbody>
</table>

**Hemispheres**

The interest in surfaces, which are equipped with hemispheres, started in 1936. Schlichting [53] conducted experiments to obtain the friction factor of several roughened surfaces. Among other features, hemispheres were placed on a flat surface in a regular arrangement. Schlichting’s purpose was to present an experimental approach to obtain an equivalent sand-grain roughness for any surface with a regular arrangement of roughness elements. Unfortunately, no heat transfer enhancements were investigated. Several years later, a correlation was reported by Sigal et al. [55], with which a calculation of the equivalent sand-grain roughness was possible.

**Hemisphere parameters:**

**Characteristic flow around a hemisphere:**

Dipprey and Sabersky [17] provided an experimental investigation on the relation between heat transfer and friction of smooth and rough channels. The authors studied a smooth tube and three tubes with irregular roughened surfaces. One of the first
investigations on the heat transfer of regular roughened surfaces was reported by Hosni et al. [29]. They measured the heat transfer enhancement and the friction factor in a developing turbulent boundary layer for different roughness densities with $L/d_0$ from 2 to 10. The roughness height-to-hydraulic diameter $k/D_h$ was 0.0038. For the highest roughness density investigated, a heat transfer augmentation of 75% was observed. A sketch to define the mentioned parameters and a sketch of the characteristic flow around a hemisphere is presented in Fig. 1.11.

To assess the effect of the geometry of the roughness element, the local heat transfer distribution of several features have been investigated by Chyu and Natarajan [14]. They placed a single cylinder, a cube, a diamond, a pyramid and a hemisphere respectively on a smooth surface. Typical areas of heat transfer enhancement were observed as a result of the characteristic flow conditions as presented in Fig. 1.11. The authors reported that in the stream wise direction a single hemisphere has a noticeable influence on the heat transfer augmentation of 2.5 hemisphere diameters $d_0$. In transverse direction the region of heat transfer enhancement is reduced to around half a diameter $d_0$ on each side of the hemisphere. Compared to other geometries, hemispheres have a slightly smaller region, in which the heat transfer is enhanced.

Moskvina et al. [46] reported heat transfer and friction data of surfaces equipped with two different hemispheric roughness elements. The roughness density $L/d_0$ varied from 8 to 8.5 and the roughness height-to-hydraulic diameter $k/D_h$ was 0.043 and 0.0635. A heat transfer augmentation of 90% was detected and accompanied by a friction factor enhancement, which was two-times higher than the friction factor of a smooth surface. An overview of the mentioned studies and the investigated range of parameters is shown in Table 1.3.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Configuration</th>
<th>Aspect Ratio</th>
<th>$L/d_0$</th>
<th>$k/D_h$</th>
<th>Pattern</th>
<th>$Re_D$</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>[29]</td>
<td>developing boundary layer</td>
<td>5:1</td>
<td>2 4 10</td>
<td>0.0038</td>
<td>Rectangular</td>
<td>67,000 - 740,000</td>
<td>Exp.</td>
</tr>
<tr>
<td>[46]</td>
<td>one sided</td>
<td>-</td>
<td>8 8.5</td>
<td>0.043 0.0635</td>
<td>Rectangular</td>
<td>4,000 - 100,000</td>
<td>Exp.</td>
</tr>
</tbody>
</table>
2 Experimental setup

2.1 Test facility

An open loop wind tunnel has been used for this study. A schematic of the test facility is shown in Fig. 2.1. In addition to the presented sketch, a blower, which operates in suction mode, is attached to the test facility. The blower produces pressure below ambient and thus provides the necessary air flow. The rate of air flow is adjusted by altering the rotational speed of the motor driving the blower, which can be varied from 500 to 1450 revolutions per minute. At maximum speed pressures below ambient of around 3000 Pa are feasible.

The air flow enters the test facility via the inlet nozzle, which is equipped with pressure taps at the tightest cross section. With the pressure readings, the mass flow entering the test facility can be calculated as given in (2.1). It is assumed that the test facility is gastight, so that the calculated mass flow enters completely the test section.
After passing a square cross section adapter, the air flow enters a heater, which has an electrical heating power of 80 kW. The installed heater can provide air flow temperatures from 50°C and 90°C for mass flows between 1 and 3 kg/s. If an air flow with ambient conditions is desired, the heater is switched off. Behind the heater, the air flow passes a short passage. Within this segment a flow mixer is installed to homogenize the temperature field at the exit of the heater. At the end of this passage the flow is lead through a flow straightener to eliminate any possible large vortex structures. In the following nozzle the cross section is altered to fit the rectangular cross section of the test section. Once the air flow reaches the beginning of the test section, a valve selects whether the air flow is lead through the bypass, or it is directed through the test section. The valve is driven by a pneumatic cylinder allowing a fast switching mechanism.

At the end of the test section, which is described in detail in the following chapter, the air flow enters a small plenum. From here, the air flow is lead through a circular tube towards the blower. The bypass is also connected to this circular tube. The exit of the blower is 1.5m in front of the inlet nozzle. Before the air flow enters the blower a water-cooled heat exchanger removes the added heat and decreases the air temperature close to ambient conditions.

### 2.2. Test section

The test section has a total length of 2.4m with a constant rectangular cross section of 400x200 mm². Within the first 500mm the bypass adapter is located, which is made from wood. The rear part of the test section is 1900mm long and is made from Perspex. All Perspex plates have a thickness of 20mm. The advantages of using Perspex are the visual accessibility and a high thermal insulation due to its low thermal conductivity. The material properties of Perspex are given in Table 2.1 and a schematic of the test section and the bypass adapter is presented in Fig. 2.2.

<table>
<thead>
<tr>
<th>density</th>
<th>thermal conductivity</th>
<th>Heat capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>1190 kg/m³</td>
<td>0.19 W/(mK)</td>
<td>1470 J/(kgK)</td>
</tr>
</tbody>
</table>

A modular concept of the test section allows the re-movement of single bottom planes, without having to dismantle the whole test section. This provides high accessibility to the inner side of the passage. All wall features, which have been implemented on the bottom wall, are also made from Perspex to guarantee equal material properties as the test section walls.
For realizing an alternative channel height $H$ and thus a different aspect ratio two successive bottom plates can be replaced by special modules, which are presented in Fig. 2.3. Using different spacers within the modules, additional channel heights $H'$ of 25, 50 and 100 mm are feasible. The total length of the test section with a reduced cross section is 1.6 m.

A characteristic number to categorize the nature of the air flow is the Reynolds number $Re_D$. It is defined by the mass flow $\dot{m}$, the hydraulic diameter $D_h$, the cross section of the test section $A_{MEAS}$ and the dynamic viscosity of air $\mu_{MEAS}$ at the measurement location as presented in equation (2.2). For the design a Reynolds number range of $90,000 < Re_D < 500,000$ was desired. This is achieved for the higher channel heights, whereas for reduced channel heights the topmost Reynolds numbers could not be realized due to the significant increase of the overall pressure losses.
The channel dimensions have been selected to realize a similarity of the Reynolds number and the Mach number between real geometry and experiment. Therefore, the typical scaling factors vary from 5 up to 10 for conditions found in backside cooled combustion chambers, which leads to an enlarged geometry within the experimental investigation. The enlargement is accompanied by two major benefits. The velocity range within the experiments stays at test conditions below 0.3 times the speed of sound, which is similar to the engine. For this reason, the air flow can be treated as incompressible and, therefore, the experimental and numerical complexity is simplified. An increased spatial resolution provides a more detailed view on the local heat transfer situation in between successive heat transfer augmentation features.

2.3. Pressure loss measurements

To obtain the pressure loss, pressure taps at several positions at the test section side wall have been installed in the direction of the x-coordinate (see Fig. 2.2 for the definition of the co-ordinate system). At these locations static pressures are measured. The static pressure is decreasing along the x-coordinate of the test section. In theory, the resulting pressure gradient along the x-coordinate is linear, if periodicity in the air flow is realized. This is achieved by aligning successive periodic segments of convective cooling features. It has to be ensured, that a sufficient number of convective cooling features is situated on the channel wall before the static pressure readings are taken into account. There are different studies addressing the periodicity depending on the used criteria. Han et al. [24] showed that six rib pairs were required based on his heat transfer results. Graham et al. [21] reported that 10 ribs based on the flow field and 4 ribs based on the static pressure were needed for fully developed conditions.

For the static pressure measurements the pressure taps are linked to a SCANIVALVE digital sensor module and an integrated A/D converter, which allows high frequency data acquisition. The digital sensor module consist of sub-modules from the type DSA3016, which are each able to accommodate a total of 16 pressure tap pipes. Within this study, two different sub-modules have been used, which have a measurement range up to 25 mbar and 69 mbar respectively. A total of 60 successive measurements have been conducted for a single measurement point, whereas each measurement point consists of a mean average of 32 readings.

The static pressure readings with their individual x-coordinate are then used to form a regression line for the pressure losses. With the gradient of the regression line the friction factor $f$ can be calculated as presented in (2.3).

$$f = \frac{(\Delta p/\Delta x)D_h}{2\rho_{\text{MEAS}}u_{\text{AVG}}^2}$$  (2.3)
The friction factors presented in this study are normalized by the friction factor of a smooth wall $f_0$. For the smooth channel a correlation ($10^4 < \text{Re}_D < 10^6$) proposed by Blasius is used and the evolving friction factor ratio $f/f_0$ is presented in (2.4).

$$\frac{f}{f_0} = \frac{f}{0.046 \text{Re}_D^{-0.2}}$$

(2.4)

The application of the Blasius equation to normalize the friction factor values has been verified. Therefore, experimental data of the friction factor in the smooth test section is presented in Fig. 2.4 together with the values from the Blasius equation. Above a Reynolds number of $\text{Re}_D > 200,000$, the measured values are slightly higher than the results of the Blasius equation, whereas the trend for an increasing Reynolds number is well captured. The resulting friction factor ratios vary between 0.74 and 1.3, resulting in an overall adequate agreement. To complete, it has to be mentioned, that the measurements proofed to be very sensitive due to the relative low pressure differences in the smooth channel especially at the lower Reynolds numbers.

An example of the implemented pressure taps and their location at the channel side wall is given in Fig. 2.5. Here, a total of 14 pressure taps are installed on the mid-plane of the smooth channel sidewall. For other channel heights for instance the positions of the pressure taps had to be adjusted to be located on the mid-plane respectively. This lead to a various number of different pressure tap locations. The detailed locations of the pressure taps are presented as the corresponding result of the pressure loss measurements.
2.4. Thermochromic liquid crystals (TLC)

Thermochromic liquid crystals are widely used in experiments to determine spatially resolved information on surface temperatures. Ireland and Jones [30] summarized the history of using TLCs within experimental setups and presented an overview on how TLCs can be used as temperature sensing layers on surfaces. A short summary of the nature of the TLC material is presented in the following passage.

A useful feature of TLCs is that within a certain temperature range a change in color throughout the visible light spectrum (400-800 nm) is observable, which is due to the change from solid phase (nematic structure) to liquid phase of the TLC material. In the solid and liquid phase the TLCs are optical inactive. Only in-between, when the TLCs are in a transition phase (cholestric structure), a certain temperature-dependent wavelength is reflected. It is possible to realize a sharp temperature-wavelength behavior, so that the change of color occurs within one or two degrees. Also a broader temperature-wavelength behavior is possible having a change of color within 20 degrees.

![TLC behavior at solid and transition phase](image)

Fig. 2.6: Schematic of TLC behavior at solid and transition phase (taken from [30])
Within the solid phase the bar-like molecules show a so-called nematic structure. The spatial distribution and the orientation of the bar-like molecules is fixed and aligned, resulting in an anisotropic behavior of the TLC material. The vector of orientation of the bar-like molecules is the so-called director. If the temperature is rising, the spatial distribution breaks down, however the orientation of the molecules is still aligned. TLCs used for heat transfer experiments have a special feature. The orientation of the molecules is equal within a layer but changes slightly from one to another layer. This structure is called cholesteric structure. The reason is that the molecules are skewed, which leads to the observed arrangement of planes with different orientations. A sketch to clarify the situation is presented in Fig. 2.6. The director rotation of the TLC layers has a helix-like structure. Within the transition phase of the TLC material, its director pitch is temperature dependent having a decreasing director pitch for an increasing temperature. Due to this behavior, visible light is reflected for a given TLC temperature range within the transition phase. Triggered by the temperature of the TLCs, the director pitch is changing and the wavelength of the reflected light is shifting. Passing the whole transition phase, the complete spectrum of light is successively visible on the surface covered with TLCs. If the temperature rises above the melting point, the liquid phase is reached. The alignment of the molecules is completely lost and the TLC material is reacting isotropically.

The basic idea of using TLCs in the steady and transient measurement technique is to know the local temperature gradient between air flow and surface. The air flow temperature is measured with thermocouples, the value of the surface temperature is provided with TLCs. To be in a position to use TLCs for a temperature sensing on surfaces the exact relation between reflected wavelength and surface temperature has to be identified. Therefore, TLCs are calibrated before they are applied in an experiment. The TLC calibration unit used is presented in Fig. 2.7.

A block of copper is coated with black paint to increase the contrast of the TLCs. On top of the black paint a layer of TLCs is sprayed. The copper block is fabricated to accommodate water cooling at one end and an electric heater on the other end. After
reaching a steady state a nearly linear temperature gradient is realized within the copper block. The video system acquires an image of the TLC color distribution and the temperature recorder obtains the temperature readings from a total of eight thermocouples, which are located along the copper sidewall. A detailed sketch of the instrumented copper plate is presented in Fig. 2.8.

**Fig. 2.8:** Detailed sketch of copper plate used for TLC calibration

The color information is analyzed in the HSL and RGB color space. A typical HSL calibration is presented in Fig. 2.9a. The HSL color space is usually used for stationary experiments. Here, an H-range between 100<H<130 is considered to obtain the desired surface temperatures. Within this H-range the temperature dependency of the H-values has a nearly linear character.

**Fig. 2.9:** (a) HSL calibration of TLC type BM/R31C1W/C17-10 with linear H(T) approximation and (b) RGB calibration of TLC type BM/R38C1W/C17-10 with location of G-maximum

For the transient measurement technique a so-called maximum intensity method is used. Looking at Fig. 2.9b a global maximum of the R-, G- and B-values can be recognized respectively. For an observed point of time in an experiment, when the maximum intensity of the G-value is reached, a defined temperature can be associated. A more
detailed explanation of the different measurement techniques together with their advantages and disadvantages is found in a following chapter.

2.5. Steady measurement technique

One possibility to measure heat transfer enhancement on a surfaces is the steady measurement technique [30]. With this method it is feasible to obtain detailed information of the local heat transfer situation.

The basis for this measurement technique is the definition of the heat transfer coefficient $h$ at a wall with a constant heat flux boundary condition, which is presented in (2.5).

\[
h = \frac{\dot{q}_{\text{CON}}}{T_{\text{ILC}} - T_B}
\]  

(2.5)

To be in a position to evaluate the heat transfer coefficient $h$, a constant heat flux boundary condition has to be realized. Therefore, thin metallic heater foils (~25µm) are attached on the rear part of the test section. A picture of the installed heater foils is shown in Fig. 2.10a. The surface contact of the heater foils is obtained by gluing them on top of a very thin adhesive layer (~25µm). On top of the heater foils first a layer of black paint is added, which provides a high visual contrast for the later pictures from the color change of the TLCs, which are finally added on top of the black paint. The small thickness of all layers is necessary to be able to neglect temperature gradients within these layers. Therefore, the real surface temperature can be assumed to be equal to the surface temperature of the Perspex plates. A sketch of the layer configuration is offered in Fig. 2.10b.

![Layer setup](image)

Fig. 2.10: (a) Perspex plate with mounted heater foil and (b) layer setup

To provide a constant heating of the covered surface, a total of three metallic lanes are connected in series to a DC power supply. The electric power $P_{\text{FOIL}}$ released in the heater foils is obtained by measuring the resistance of the heater foils $R_{\text{EL}}$ and the voltage potential $U_{\text{EL}}$ across the heater foils. The equation is given in (2.6). Due to
conductivity and radiation losses the electric power has to be corrected to obtain the convective heat flux, as presented in equation (2.7).

\[
P_{\text{FOIL}} = U_{\text{EL}}^2 / R_{\text{EL}} \tag{2.6}
\]

\[
\dot{q}_{\text{CON}} = \frac{P_{\text{FOIL}}}{A_{\text{FOIL}}} - \dot{q}_{\text{RLOSS}} - \dot{q}_{\text{CLOSS}} \tag{2.7}
\]

The radiation losses are obtained by the Stefan-Boltzmann law, as given in equation (2.8). The emissivity of the black channel wall is considered to be close to unity (\(\varepsilon = 0.95\)), which is valid for most non-metallic materials. Especially for surfaces covered with black paint, this assumption is justified.

\[
\dot{q}_{\text{RLOSS}} = \varepsilon \sigma A_{\text{FOIL}} (T_{\text{TLC}}^4 - T_B^4) \tag{2.8}
\]

For the estimation of the conductivity losses through the Plexiglas plate, a 1D heat transmission model is applied. The unknown heat transfer coefficient on the backside of the test channel is estimated using a correlation for natural convection. As the surrounding temperature is known, the heat conduction losses can be iteratively calculated.

![Fig. 2.11: Sketch of bottom surface rear part of the test section (taken from [42])](image)

The mass flow bulk temperature \(T_B\) is measured by a K-type thermocouple. The wall temperature is given by the temperature indication of the Thermochromic liquid crystals \(T_{\text{TLC}}\). The position of the thermocouple and the electric configuration is presented in Fig. 2.11.

For the steady measurement technique it is necessary, that the experiment is in thermal equilibrium, before measurements are taken. Therefore, the experiment is started beforehand and kept running for a certain period of time. This period is in the range of 20 to 30 minutes to assure nearly steady conditions.

As presented in Fig. 2.12 only a small area of the TLC-coated surface shows a change in color for a certain electrical power setting. To obtain full-coverage of the area between two successive ribs, the electric power has to be varied. Starting from relatively
high electrical power levels, the TLC change of color indicates a high heat transfer coefficient. As the electric power is reduced successively, the location of green color moves from the lower to the upper end of the respective pictures. The electric power is reduced until the lowest heat transfer coefficients have been identified and the TLCs are optically inactive. For each Reynolds number at least 15 different power settings have to be investigated.

The LabVIEW program DIPS [58] is used to process the single pictures of each power setting. Here, the H-values in the desired range, where beforehand a linear temperature-H-value relation (Fig. 2.9a) has been observed during the TLC calibration, are isolated and stored in a file separately. Another LabVIEW program translates the H-values into heat transfer coefficient data and combines the single files to one data file.

For the data reduction all heat transfer coefficients are transferred into non dimensional Nusselt numbers and the results are normalized by the Nusselt numbers for a fully developed turbulent flow in a smooth channel. Here, the so-called Dittus-Boelter correlation as presented in (2.9) is applied.

\[
\frac{Nu}{Nu_0} = \frac{Nu}{0.023 \text{Re}_D^{0.8} \text{Pr}^{0.4}}
\]  

(2.9)
The advantage of this measurement technique is the relatively low effort to evaluate heat transfer coefficient data out of the experiment due to the absence of numerical solving schemes. Unfavorable is the long total measurement time to obtain the experimental results of one Reynolds number and the difficulties during the application of the heater foil onto the channel surface.

### 2.6. Transient measurement technique

Unlike the steady measurement method, where a constant heat flux boundary condition is simulated, the transient measurement technique [30], [18] is based on the one-dimensional solution of Fourier’s equation with a semi-infinite wall and a convective boundary condition.

To be applied a sudden change in the channel flow’s temperature is needed, which initiates a heat flux into the channel wall. This sudden change in temperature is realized by the bypass system. As described before, a valve is installed in the front part of the test section. The valve system is pneumatically driven by a pressure reservoir of 6 bars to ensure rapid switching times of the valve of around 0.5 seconds. At the beginning of a transient experiment, the valve is closed and the air flow circulates through the bypass leaving the rear part of the test section unaffected. The air heater is switched on and the air flow is heated up to the desired level. Once the temperature in the bypass is steady the valve is opened and an air flow with a defined temperature step enters the rear part of the test section. A sketch of the air flow situation is presented in Fig. 2.13. From this time point a temperature gradient develops into the surface material and the surface temperature of the inner channel wall is rising.

*Fig. 2.13: Schematic of air flow in test section with (a) closed valve and (b) opened valve*
On the locations, where the surface temperature is high enough, the TLCs start to change their color. Hence, in one single experiment a continuously TLC color response can be observed and recorded by a VCR system. The camera is aligned in a way that one half of the bottom wall and at least two successive periodic units of convective cooling devices are captured. A sketch of the rear part of the test section with the installed measurement devices is given in Fig. 2.14.

The opening of the valve is indicated by an LED, which is situated on the top wall of the test section as seen from Fig. 2.14. This device is used to synchronize the valve opening, which defines the starting time of the transient experiment, and the starting time for the evaluation of the video. The time dependent flow temperature readings are obtained by two K-type thermocouples, which are located on the mid-plane between top and bottom wall of the test section. The temperature level is read out every 0.3 seconds and the data thus obtained is stored in a data acquisition unit. To acquire the corresponding Reynolds number, the static pressure measurements at the inlet nozzle are conducted in the meantime of the transient experiment to ensure equal air properties. Further temperature readings of the bulk temperature of the air flow in the inlet nozzle and the higher temperature level in the test section are considered.

![Fig. 2.14: Bottom rear part of test section with installed measurement devices for transient measurement method](image-url)
Due to the semi-infinite assumption the experiment has to be finished before the temperature response reaches the outer surface of the channel wall. For this test setup the duration of an experiment varied typically between 50 seconds and 2 minutes.

**Flat surfaces**

The ITLR software package PROTEIN [50] is used to process the obtained videos and to evaluate the local distribution of the heat transfer coefficients. Therefore, the solution of the 1D heat conduction equation for semi-infinite solids is used, which is presented in (2.10). This equation can only be used if the temperature step in the channel is ideal, which is difficult to realize in most experiments.

\[
\frac{T_w - T_0}{T_b - T_0} = 1 - e^{\beta^* \text{erfc}(\beta)}
\]

with \( \beta = h \sqrt{\frac{t}{\rho_w c_p W k_w}} \) \hspace{1cm} (2.10)

To account for the real temperature step, the Duhamel principle is employed as presented in (2.11). As equation (2.10), it can not be solved explicitly. To calculate the heat transfer coefficient, numerical solution schemes have to be applied.

\[
T_w - T_0 = \sum_{j=1}^{N} \left[ 1 - e^{\beta^* \text{erfc}(\beta^*)} \right] \cdot \Delta T_{\rho(j, j-1)}
\]

with \( \beta^* = h \sqrt{\frac{t - \tau_j}{\rho_w c_p W k_w}} \) \hspace{1cm} (2.11)

**Surfaces with curvature**

In contrast to the evaluation of the heat transfer coefficients on flat surfaces as described above, equation (2.11) can not be directly applied to obtain data on surfaces with curvature. In this study, dimpled surfaces and channel walls covered with hemispheres are investigated.

Buttsworth and Jones [10] presented an approximate solution of the 1D heat conduction equation, which accounts for surface curvature, as given in (2.12). In their equation, the minus sign is used for convex surfaces, the plus sign is applied for concave surfaces, \( \xi = 1 \) for a cylinder and \( \xi = 2 \) for a sphere. For an infinite radius R, equation (2.12) would reduce to equation (2.11).

\[
\frac{T_w - T_0}{T_b - T_0} = \frac{1}{1 \pm \frac{\xi_k w}{2h_{\text{CURV}} R}} \left[ 1 - e^{\chi^* \text{erfc}(\chi)} \right]
\]

with \( \chi = \left( h_{\text{CURV}} \pm \frac{\xi_k w}{2R} \right) \sqrt{\frac{t}{\rho_w c_p W k_w}} \) \hspace{1cm} (2.12)
Kotulla et al. [34] investigated the effect of surface curvature and finite wall thickness for a cylinder. They evaluated heat transfer coefficients on surfaces with curvature with equation (2.10) and equation (2.12) and reported that using equation (2.10) for surfaces with curvature can lead to errors up to 10% depending on the experimental conditions. As done for the evaluation of heat transfer coefficients on flat surfaces, the actual temperature step is accounted for by using the Duhamel principle, which is given in (2.13).

\[
T_w - T_0 = \sum_{j=1}^{N} \frac{1}{\xi k_w} \left[ 1 - e^{-\xi^2 \cdot \text{erfc} \left( \xi^* \right)} \right] \cdot \Delta T_{\theta(j,j-1)}
\]

\[
\text{with } \xi^* = \left( h_{\text{CURV}} \pm \frac{\xi k_w}{2R} \right) \sqrt{\frac{t - \tau_j}{\rho_w c_p w k_w}}
\]

Data reduction

To be able to compare the rate of heat transfer augmentation from different convective cooling features, Nusselt numbers are normalized with the corresponding Nusselt number of a fully turbulent flow in a smooth channel. Contrary to the steady measurement technique, for which it is difficult to obtain values of the heat transfer coefficient on the smooth channel wall for fully developed flow and thermal conditions, the transient measurement technique is capable of conducting appropriate heat transfer experiments on the smooth channel wall. The results of the experiments are plotted in Fig. 2.15, together with the so-called Dittus-Boelter correlation (2.9) and a correlation for isothermal walls presented by Kays et al. [31], which is shown in (2.14).

\[
\frac{Nu}{Nu_0} = \frac{Nu}{0.021 Re_D^{0.8} Pr^{0.5}}
\]
As can be seen from Fig. 2.15, the experimental data fit well with the correlation provided by Kays et al. [31] and, therefore, this correlation is used to normalize all experimental results, which are obtained with the transient measurement technique.

In the case of dimpled surfaces or surfaces covered with hemispheres, the total surface area consists of a mixture of flat surfaces and surfaces with curvature. To compare the experimentally obtained heat transfer coefficients of dimpled surfaces with the results of ribbed channels, which are completely treated as semi-infinite flat solids, several steps have to be conducted. The heat transfer coefficients on the flat surface area are evaluated by using equation (2.11). For the dimples or the hemispheres themselves, equation (2.13) is used. A combination of the two data fields leads to the final local heat transfer distribution. To be able to calculate a representative area-averaged Nusselt number ratio, the effect of additional surface area on surfaces with curvature needs to be considered. Due to the larger surface area of surfaces with curvature, the obtained heat transfer coefficients are multiplied by an area enlargement factor. This factor is calculated by dividing the area of the surface with curvature with its projected flat surface. To provide an example, the evaluation process is illustrated in Fig. 2.16.

![Diagram](image)

Fig. 2.16: Evaluation process of channel walls with flat surfaces and surfaces with curvature

The transient measurement technique offers the opportunity to conduct more experiments in a given period of time than would be possible with the steady measurement method. Otherwise, the effort to process the experimental raw data is intensified. The data reduction process for the transient measurement method is more complex compared to the steady measurement method and, therefore, more sensitive to measurement uncertainties (see Appendix B for error analysis) and application errors.

### 2.7. Lumped heat-capacitance method

With the above described steady and transient measurement technique, it is difficult to obtain heat transfer coefficients for the rib itself. For the steady measurement technique, it would have been challenging to cover the various ribbed elements with the thin heater.
foil. Furthermore, it would have been unavoidable to create sharp kinks within a heater foil lane. This could cause an inhomogeneous heat flux distribution on the ribs. For the transient measurement method, the approach of assuming a semi-infinite solid and one-dimensional heat conduction is not valid. To gather information on the level of heat transfer on obstacles in a channel, Chen et al. [12] applied the so-called lumped heat-capacitance method. A brief description of this method is provided here.

**Thermal model of the lumped heat-capacitance method**

The thermal model of the heat-capacitance method is presented in Fig. 2.17. As for the transient measurement method, the rib is exposed to a sudden temperature change of the test channel air flow. It is important for the lumped heat-capacitance method, that the material, on which heat transfer coefficients are obtained, possesses a high thermal conductivity and therefore a much lower Biot number than the material it is placed on. Therefore, the rib itself consists of an aluminum alloy AlCuMgPb, which has a much higher thermal conductivity than Plexiglas. The heat capacity of the used aluminum alloy is presented in Table 2.2. The exact quantity of the thermal conductivity has not been measured, but considered to be similar to the thermal conductivity of pure aluminum.

<table>
<thead>
<tr>
<th>$T_B$</th>
<th>density</th>
<th>heat capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>20°C</td>
<td>2834 kg/m³</td>
<td>847 J/(kgK)</td>
</tr>
<tr>
<td>40°C</td>
<td>-</td>
<td>859 J/(kgK)</td>
</tr>
<tr>
<td>60°C</td>
<td>-</td>
<td>872 J/(kgK)</td>
</tr>
</tbody>
</table>

![Fig. 2.17: Thermodynamic model of lumped heat-capacitance method](image)
Having a low Biot number, it can be assumed, that there are no significant spatial temperature variations within the rib. Furthermore, the heat flux from the aluminum rib into the Plexiglas is neglected, due to the low thermal conductivity of the Plexiglas material. With these assumptions, the thermal problem can be described by equation (2.15). The driving temperature difference between air flow and rib initiates a heat flux into the rib through the rib surface with an average overall heat transfer coefficient and leads to a temperature rise of the aluminum rib.

\[
\dot{Q}_{\text{CON}} = m_{\text{RIB}}c_{\text{RIB}} \frac{dT_{\text{RIB}}}{dt} = h_{\text{RIB}}A_{\text{W,RIB}}(T_B - T_{\text{RIB}})
\]

with

\[
T_{\text{RIB}} = T_0 \text{ at } t = 0
\]

The solution to the above equation is equation (2.16).

\[
\frac{T_{\text{RIB}} - T_0}{T_B - T_0} = 1 - e^{\gamma}
\]

with \(\gamma = \left(\frac{h_{\text{RIB}}A_{\text{W,RIB}}}{m_{\text{RIB}}c_{\text{RIB}}}\right)\)

As for the solutions presented for the transient measurement method, the Duhamel principle, which accounts for a real temperature increase rather than an ideal temperature step, is considered as presented in equation (2.17).

\[
T_{\text{RIB}} - T_0 = \sum_{j=1}^{N} \left[1 - e^{\gamma^*}\right] \Delta T_{\text{B}(j-1)}
\]

with \(\gamma^* = \left(\frac{h_{\text{RIB}}A_{\text{RIB}}(t - \tau_j)}{m_{\text{RIB}}c_{\text{RIB}}}\right)\)

As equation (2.17) is similar to equation (2.11) of the transient measurement method, the very same solver, provided by the ITLR software package ProTein, can be used to compute the average heat transfer coefficients.

**Experimental setup of the lumped heat-capacitance method**

The experimental setup of the lumped heat-capacitance method as presented in Fig. 2.18 is similar to the transient measurement method. In contrast to the transient measurement method, three successive Plexiglas ribs are replaced with aluminum ribs. This guarantees comparable conditions between the lumped heat-capacitance experiment and the corresponding experiment using the transient measurement method, which has been described before.

The aluminum ribs are covered with black paint and TLCs. Once the experiment is started and a distinct temperature is reached, the TLC color response on the rib surface is visible and captured by a video recording system.
In contrast to the transient and steady measurement method, it is not possible to obtain a local distribution of the heat transfer coefficients, if the rib is made of one piece. Due to the high thermal conductivity of the aluminum rib, the TLC color response on the aluminum rib is visible at nearly the same time for the whole rib segment as the rib surface reaches the temperature range of the TLC color response.

Fig. 2.18: Bottom rear part of test section with installed measurement devices for lumped heat-capacitance method

In this study, the aluminum rib consists of a total of eight pieces to provide a segment wise distribution of the average heat transfer coefficients on the rib surfaces. To prevent heat conduction from one rib segment to another, the segments are thermally isolated using a low conductive adhesive tape with a thickness of 30 µm. Due to the short duration of the experiment, which is normally finished within 45 seconds, the heat flux through this insulation layer is considered to be small.

To obtain a representative area-averaged Nusselt number of the roughened channel wall, the area-averaged Nusselt number on the smooth channel wall between two successive ribs and the area-averaged Nusselt number on the rib are combined as presented in equation (2.18).

\[ \overline{Nu}_{R+RIB} = \frac{\overline{Nu}_{RIB} A_{W,RIB} + \overline{Nu}_R A_W}{A_{W,RIB} + A_W} \] (2.18)
It has to be noted, that a representative area-averaged Nusselt number of the roughened channel wall could also be defined by dividing the numerator of equation (2.18) with the surface area of the corresponding smooth wall. According to this proposal, the area-averaged Nusselt number of test cases with a rip pitch-to-height of $P/e=10$ would be enhanced by an additional 20%. For test cases with a rip pitch-to-height of $P/e=5$, the area-averaged Nusselt number would be increased by an additional 40%.
3 Numerical setup

3.1 Purpose of computational fluid dynamics (CFD)

Most technical problems, which deal with fluid flows in channels or around bodies, are too complex to be solved analytically. In times, before numerical simulations could be conducted, scientists had only the chance to carry out experimental investigations, which as well have their limitations. For instance, conducting experiments over a large parameter range is costly, because it’s always accompanied by the necessary sophisticated experimental setups.

With the development of computational fluid dynamics engineers have an instrument to check the influence of parameter variations before experiments are conducted. Such a preselection of interesting parameters aides to reduce the total experimental effort. To date, improvements in numerical simulations and growing computing power allow the use of CFD in a wide range of challenging fluid flow situations, such as combustion processes or multiphase flows.

In this study, the main scope of the numerical investigations is to simulate the main flow structures and to reveal the existence and the location of secondary flow features. Details on the flow field could have been also obtained by the usage of additional experimental methods as e.g. the particle image velocimetry (PIV) as described in the Appendix. With CFD an insightful view into the flow field is available without the need to conduct further experiments.

The knowledge of the flow situation is helpful and necessary to understand pressure loss and heat transfer behavior obtained from the experiment. A kind of “standard industrial” numerical setup as used in industrial design processes is applied to investigate the accuracy of such an approach to high Reynolds number flows for combustor liner cooling. Also, additional heat transfer data on the ribs themselves can be estimated from the numerical investigation.

3.2 Fundamentals of CFD

In principle, any simulation of a real flow phenomena aims to predict the velocity and temperature field. Knowing these distributions allows calculating all desired parameters such as heat transfer coefficient or friction factor. In internal fluid flows the velocity field is mainly determined by the channel geometry and the condition of the surface. The temperature field is primarily influenced by the fluid and wall temperatures and by the existence and the level of heat fluxes at the wall. In many cases the two distributions interact, so that the velocity and temperature field are not allowed to be treated separately. Strong velocity gradients or high viscosities lead to non-negligible amounts
of heat generation within the fluid flow due to friction. Spatial changes of fluid density induced by temperature gradients initiate a lifting force, which influences the velocity field.

This chapter does not aim to present a complete overview of the developments in the field of CFD. In fact, a short introduction into the basic ideas and the terminology is desired. For further information the author refers to standard literature (e.g. [4]).

The fundamentals of analytical and computational fluid dynamics are the conservation of mass and energy and the balance between the momentum within the fluid and the acting forces. These fundamentals have to be obeyed by any fluid flow and lead to a basic set of differential equations [31]: the equation of the conservation of mass, the momentum equations and the equation of the conservation of energy. The density is linking the momentum equation and the equation of the conservation of energy. This variable provides the earlier mentioned interaction between temperature and velocity field. For few circumstances or due to assuming so, the total differential of the fluid’s density is set to zero, which means that the fluid can be treated as incompressible. In these cases the velocity and temperature field can be solved separately.

The so-called Navier-Stokes equations, which are generally used for CFD, are derived from the momentum equation. To do so, a declaration of the fluid stress tensor has to be made. For common fluids it is suitable to treat those fluids as Newtonian fluids.

### 3.3 CFD computations of turbulent flows

Turbulence is always three-dimensional and of unsteady nature. In this study the commercial CFD software FLUENT™ is used to perform the fully three-dimensional numerical calculations. In most technical applications dealing with internal fluid flows the flow is fully turbulent. This means that all fluid particles move in an unsteady and fluctuating manner within the flow. In internal channels a fluid flow is supposed to be turbulent, when the Reynolds number, based on the hydraulic diameter, is above the critical Reynolds number of \( \text{Re}_{D}^{\text{CRIT}} \approx 2300 \). A turbulent flow in general has a higher diffusion compared to a laminar flow, which leads to a higher heat transfer rate, but also to an increased friction factor. The flow character is totally different to a laminar flow, where the flow is oriented in layers, which are aligned parallel to the channel walls.

To be in a position to compute the Navier-Stokes equations, the grid employed has to be fine enough to resolve even the smallest spatial flow variations. Also the time resolution has to be fine enough to resolve fluctuations. This approach is called the direct numerical simulation (DNS). It manages to solve the Navier-Stokes equation without assumptions or simplifications but leads to a tremendous computational and numerical effort. To date, fluid flows with higher Reynolds numbers go beyond the scope of DNS due to the necessary sophisticated computational infrastructure.

An attempt to reduce the computational demand is accomplished by the usage of large eddy simulations (LES). The key of this technique is to resolve the larger eddies only,
since they primarily determine the flow character. Detailed information of smaller eddies and their effect on the larger eddies is obtained by models. Being in a position, where small eddies don’t have to be calculated individually, the spatial resolution of the grid can be reduced. Still, the computational effort is high for flows with higher Reynolds numbers.

The software FLUENT™ is used to solve the Reynolds averaged Navier-Stokes equations (RANS). These equations are obtained by splitting each variable into an average part and a turbulent fluctuating part. The next step is to time average the equation. As a result of this averaging, all expressions, which consist of one fluctuating part only, become zero, because the temporal mean of the turbulent fluctuation around its mean is zero. Unfortunately, not all expressions with turbulent fluctuations vanish during the time averaging. There are still non-linear terms in the Reynolds averaged Navier-Stokes equation, which can be interpreted as a turbulent shear stress and are normally referred to as Reynolds stresses. In principle, it means that fluids in a turbulent flow have different effective fluid properties than the same fluids in a laminar flow would have. Similar non-linear terms are generated, when the energy equation is time averaged.

There are several turbulence models available in literature, each having their advantages and disadvantages for a varying number of technical applications. To fulfill the scope of this study a “standard industrial” setup is used and analyzed for its accuracy. Therefore, two common turbulence models, both available in the CFD software FLUENT™, have been used. For channels with implemented ribs a standard k-ε type turbulence model (skε) with enhanced wall treatment is applied. In the case of hemispheres and dimples a Reynolds stress model (RSM) is used.

**The standard k-ε turbulence model**

The standard k-ε turbulence model consists of two transport equations. One transport equation is used for the turbulent kinetic energy k and one for the turbulent kinetic dissipation rate $\varepsilon$. In the case of the turbulent kinetic energy k, an analytically exact equation can be derived. For the turbulent kinetic dissipation rate $\varepsilon$, this is not feasible. Its transport equation is modeled to be a mathematical equivalent compared with the transport equation of the kinetic energy k. Therefore, the standard k-ε turbulence model is called to be a semi-empirical model. More details on this turbulence model are available in [19].

**The Reynolds stress model**

The basic idea of the Reynolds stress model is to compute a transport equation for each Reynolds stress component of shear stress tensor individually. In the transport equation, terms for production, dissipation and diffusion define the level of the single Reynolds stresses. Unfortunately, the problem of solving the unknown non-linear Reynolds stress terms is not solved. New unknown non-linear triple correlations appear which need to
be modeled for a further application of the Reynolds stress turbulence model. In the literature, this problem is referred to as the closure problem. For a more detailed description of this turbulence model the author refers to [19].

Near-wall treatment in FLUENT™

For wall-bounded flows the effect of the wall on the turbulence is most significant. In general, the near-wall region is divided into three layers. Close to the wall, the wall damps the turbulent fluctuations. The molecular viscosity $\mu$ of the fluid is mainly determining the flow, which leads to nearly laminar behavior. This layer is called the viscous sublayer. Away from the wall, the turbulent fluctuations dominate the flow behavior. In this fully turbulent region the dimensionless velocity $u^+$ obeys the so-called logarithmic law of the wall. In between the two layers a blending region is found.

There are two ways to handle turbulence near a wall. One way is to use semi-empirical function, the so-called wall functions, instead of resolving the near wall region completely. One major advantage is that the mesh close to the wall has not to be refined. This leads to a reduction of computational time especially with high Reynolds number flows. For a flow situation with highly three dimensional character or with flow separation in the near-wall region, it is not recommended to use wall functions. Here, the turbulence model is constrained to resolve the turbulence levels down to the wall.

To do so, another approach is available in FLUENT™. To deal with turbulence in the near-wall region, the mesh close to the wall is refined. A slightly modified turbulence model with respect to the viscous sublayer and the blending region is then able to resolve the turbulence levels in the near-wall region. Depending on the turbulent Reynolds number $Re_y$, which is based on the local wall distance, the treatment of the turbulence is decided. For turbulent Reynolds numbers $Re_y > 200$ the $k\varepsilon$ or the RSM models are in use. Is the turbulent Reynolds number $Re_y < 200$, further models are employed to resolve the viscous sublayer. This approach is called a two-layer approach. Additional information on the turbulence treatment in the near-wall region is provided in [19].

In this study the standard $k\varepsilon$ turbulence model is used together with an enhanced wall treatment. With enhanced wall treatment both approaches are feasible. The solver itself decides, whether the wall functions or the two-layer approach is computed, depending on the available grid refinement in the near-wall region. Is the dimensionless wall distance $y^+$ below or around $y^+ \approx 1$, then the two-layer approach is used. Further information on this topic is available in [19].

3.4 Grid generation

To conduct a CFD computation, one of the first tasks is to create a CAD (Computer Aided Design) model of the real geometry. In this study, the more complex geometries (e.g. dimples and hemispheres) are designed with the commercial software
ProEngineer™, whereas the simpler geometries (e.g. ribbed channels) are setup directly in the supplied meshing software package. To be able to import the ProEngineer™ models in the meshing software, the CAD data is exported as igs-files, a common data transfer format. Once the geometry is imported into the meshing software, one major task is to check the geometry on fillets or translation errors. These inaccuracies could cause the CFD computation to not converge, or that the overall mesh quality is insufficient. In this study the commercial tools GAMBIT™ and ICEMCFD™ are used to generate the block-structured grids.

To reduce the need for computing power infrastructure and computational time, the complete channel geometry is reduced and only a periodic segment is considered for CFD computation. To be able to compare the CFD results with the experimental data, a nearly periodic flow has to be realized in the experiment. As far as possible, symmetry planes are used to reduce the computational domain even further. For channels with equally aligned turbulators on one channel wall only, this means that only half of the periodic segment is meshed and analyzed. In the case of channels with turbulators on two opposite channel walls, another symmetry plane is located and the computational domain is reduced to one quarter of the periodic segment. The final domain is then divided into blocks, which leads to a block-structured grid. In one last step the spatial distribution of the single blocks is decided and the mesh created. All grids used in this study meet the requirement of a dimensionless wall distance $y^+$ between wall and first grid layer being smaller than 1. A schematic of this sequence is presented in Fig. 3.1.

![Fig. 3.1: Grid development](image)

Once the grid is created and the grid quality is sufficient, the boundary conditions are defined. As mentioned in a previous chapter, two different measurement techniques are employed and therefore, two different sets of boundary conditions need to be used to match the respective heat flux situation. A summary of the employed boundary conditions is presented in Fig. 3.2.
For the steady measurement technique, constant heat flux boundary conditions are implemented. Here, the bottom wall is supplied with a constant heat flux of $q_{\text{con}} = 1000 \text{ W/m}^2$, whereas all other walls are treated as adiabatic walls. This boundary condition suits best the experimental condition, where a thin heater foil, attached to the bottom wall, is heating up the colder fluid flow.

In the case of a transient experiment, the heat flux situation is different. The hot fluid flow is heating up the channel walls. Due to the heater, the bulk temperature of the fluid flow is kept constant and is typically found to be around $T_B = 333.15$ K. As mentioned before, the TLCs indicate the wall temperature by a change in color. The wall temperature, at which the color signal is evaluated, is $T_W = 313.15$ K. Therefore, all channel walls are set at this constant temperature.

**Boundary conditions for:**

- **constant heat flux**
- **constant wall temperature** ($T_W = 313.15$ K)

![Fig. 3.2: Boundary conditions and boundary identification](image)

### 3.5 FLUENT™

The commercial software package FLUENT™ is capable of solving the differential equations for incompressible and weakly compressible fluid flows numerically. To do so, the differential equations are solved for each discrete volume of the generated grid individually. An integration and a following linearization of the differential equations results in a linear system of equations, which can then be resolved by the software. This control-volume-based technique is often called the finite-volume method.

There are two solvers implemented in FLUENT™. The segregated solver, which is used in this study, solves the equations sequentially. Unfortunately, most of the equations are coupled or have a non-linear character. This leads to several iterations until a converged solution is reached. The software determines the residuals at the end of each iteration. The residuals provide a value of the computed changes for the unknown variables between two successive iterations, whereas a decreasing value is suggesting a converging numerical computation. In this study, a converged solution is
assumed, once all residuals drop below $10^{-5}$. An example of a typical residual distribution is presented in Fig. 3.3.

![Figure 3.3: Typical residual distribution](image)

The coupling between the momentum and the energy equation is achieved by using the ideal gas law for the computation of the fluid density. Setting the density to a constant value implies an incompressible fluid flow. Information on the coupled solver, as it’s not part of this investigation, is found in [19].

A linearization of non-linear equations could lead to a set of explicit or implicit equations. Within an explicit expression there is only one unknown variable, the unknown variable itself, so the equation can be solved separately. When the segregated solver is used, the linearization results in an implicit expression for every control volume and every governing equation. The single equation contains more than one unknown variable and therefore can not be solved directly. The corresponding equations of all cells in the computational domain have to be solved simultaneously.

Being aware, that a complex solver can not be fully explained in a brief overview, the author refers to the FLUENT™ user’s guide [19] for further information.
4 Rib turbulators

4.1 V-shaped ribs (steady measurement technique)

As mentioned in the introduction, straight ribs have been replaced by V-shaped and later W-shaped ribs for various reasons. In this study, a total of four test cases dealing with V-shaped ribs are investigated. One purpose of this study is, to analyze the influence of the dimensionless rib height $e/D_h$ on the heat transfer enhancement and the pressure loss. Therefore, two alternative dimensionless rib heights $e/D_h$ were chosen to be investigated.

With a dimensionless rib height of $e/D_h = 0.0625$, this study examines a dimensionless rib height, which is typically found in applications for internal blade cooling. According to Table 1.1, this rib height is often found in literature, but data has been reported only within a limited Reynolds number range. A reduced dimensionless rib height should lead to a reduction of the pressure losses in a backside cooled combustor wall. Therefore, the non-dimensional rib height is reduced to $e/D_h = 0.02$ and the effect on the heat transfer augmentation and the pressure losses is investigated. As can be seen from Table 1.1, only a few investigations have been conducted on this topic, which also cover only a limited Reynolds number range. This study expands this Reynolds number range to conditions normally found in backside cooled combustor walls.

Another main purpose of this first set of test cases is to examine the effect of the total number of ribbed walls in a cooling channel. In channels with a rectangular cross section, as found in this study, the ribs are located on the larger channel walls. Most studies, dealing with internal cooling, concentrate on channels with ribs on two opposite channel walls, as it is commonly found in the field of internal blade cooling. For backside cooled combustor walls, where in contrast to internal blade cooling the heat load is applied only to one channel wall, a channel with ribs on one channel wall is a typical design layout. The effect of reducing the total number of ribbed channel walls on the heat transfer augmentation and the pressure losses haven’t been analyzed sufficiently in the literature. This study aims to extend the information on this topic.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Rib Type</th>
<th>P/e</th>
<th>$e/D_h$</th>
<th>Rib angle of attack</th>
<th>No. of Ribbed Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smooth</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>L-V10-1s</td>
<td>V-shaped</td>
<td>10</td>
<td>0.0625</td>
<td>45°</td>
<td>1</td>
</tr>
<tr>
<td>L-V10-2s</td>
<td>V-shaped</td>
<td>10</td>
<td>0.0625</td>
<td>45°</td>
<td>2</td>
</tr>
</tbody>
</table>
The ribbed channel length-to-hydraulic diameter \((l/D_h)\) is 7.5 for test cases V10-1s and V10-2s and 4.8 for test cases L-V10-1s and L-V10-2s. A minimum of five ribs are placed in front of the measurement region to achieve nearly periodic flow conditions. An overview over the four test cases including their labeling within this study is found in Table 4.1. To obtain a better understanding of the different rib heights, two pictures are presented in Fig. 4.1.

**Fig. 4.1:** Pictures of test cases L-V10-1s and V10-1s (flow direction from top to bottom)

In Fig. 4.1, one can observe the repeatability of the typical TLC color distribution. The number of ribs placed on the area, which is covered by the heater foil, seems to be sufficient to assume periodic conditions.

**Fig. 4.2:** Grids and number of nodes for test cases L-V10-1s and L-V10-2s
For the numerical computation, a periodic segment of each test case is meshed. The grid size depends on the overall volume of the computational domain. As mentioned before, the maximum number of symmetry planes found in the respective test cases is used to reduce the computational effort. The grids are skewed with respect to the rib angle of attack. In general, the number of nodes for test cases L-V10-1s and L-V10-2s is higher compared to the test cases V10-1s and V10-2s. For all test cases the demand of a dimensionless wall distance around $y^+ \approx 1$ is satisfied. The total number of nodes varies from 355,000 to 730,000. A sketch of the obtained grids is presented in Fig. 4.2 and Fig. 4.3.

**Velocity field**

Knowing the flow field structures allows drawing conclusions on the heat transfer and friction factor situation. The identification of separation and re-attachment zones for example can be interpreted as a region of a reduced or intensified heat transfer augmentation. For the present test cases, the rib geometry mainly determines the air flow and its secondary flow structures. Mean velocity profiles for all test cases are presented in Fig. 4.4 for a description of the flow field situation.

The CFD computations reveal the existence of two counter rotating vortices in channels with ribs placed on one channel wall only. Each of the vortices fills out one half of the channel cross section. The distribution of the mean velocity profiles shows that the maximum velocity is aligned with the position of the vortex center and is located in the centre of the presented channel half. This is in contrast to the reported flow field situation for so-called asymmetric channel flows with one roughened channel wall.

Hanjalic and Launder [26] investigated an internal channel flow with $90^\circ$ ribs on one channel wall. The channel had an aspect ratio of $AR = 6:1$ and the dimensionless rib height was $e/D_h = 0.0589$. The rib pitch-to-height ratio was $P/e = 10$. A diagram of the
reported velocity profile plotted over the dimensionless channel height is presented in Fig. 4.5. The experimental data reveals that the location of the maximum velocity is not found in the middle between the ribbed channel wall and smooth channel wall. In their study, the effect of the ribbed wall on the mean velocity profile results in a displacement of the maximum velocity towards the smooth channel wall. In the present study, the influence of the strong secondary flow vortices due to the V-shape of the ribs shift the velocity profile towards the ribbed channel wall, which leads to a reduced asymmetric flow behavior.

In the case of channels with two opposed ribbed channel walls, the numerical computations predicts a total of four vortices. Each quarter of the channel cross section is accommodating one vortex. Looking more closely at the mean velocity profiles, it is noticeable that the location of the vortex center is shifted towards the smooth channel sidewall compared to the channel with ribs only on one channel wall. Again a local mean velocity maximum is aligned with the vortex center.
Looking at the static pressure distribution of test cases L-V10-1s and L-V10-2s as presented in Fig. 4.6, it can be observed, that not only the maximum velocity is found at the location of the vortex center; also the static pressure is below the mean pressure in the cross-section at this position. A region of low pressure always leads to a suction of the nearby mass and provides flow acceleration. It is also noticeable, that in a two-sided ribbed channel the minimum pressure is lower.

In contrast to the test cases with one ribbed channel wall, the location of the global maximum velocity is not in consistence with the location of the vortex center. Two small cells near the symmetry plane right above the rib tip can be observed in Fig. 4.4, at which the mean velocity maximizes. Also, this region of higher velocities is found for a one-sided ribbed channel. The occurrence of these regions with a high mean velocity
can be explained by looking at the static pressure situation close to the ribbed wall as presented in Fig. 4.7.

![Fig. 4.7: Streamtraces and regions of low and high pressure near the ribbed wall of test case L-V10-1s at Re_D~130K](image)

In front of the rib tip close to the symmetry plane a region of high pressure is found. Here, the arriving air flow is retarded until the stagnation point at the rib tip is reached. Right behind the rib, the air flow is detached, which leads to a region of recirculation and low pressure. The lowest values are located behind the rib close to the symmetry wall. As mentioned before this region of low pressure and the associated increased pressure gradient acts as a driving force and accelerates the stream traces beyond it. Proceeding towards the channel side wall, this region of low pressure is reduced and vanishes completely, once the side wall is reached. However, the stream traces, which originate close to the symmetry wall, are accelerated and diverted. Behind the rib the stream traces are more or less aligned parallel with respect to the rib. Keeping in mind, that the strongest acceleration is located close to the symmetry plane, higher mean velocities can be found close to the rib tip.

Here, the acceleration of the flow field is not enough, so that the velocity close to the symmetry plane maximizes. However, the mean velocities above the rib tip show higher values compared to the region on the opposite smooth wall. This indicates clearly that a certain level of acceleration also exists in the case of a one-sided ribbed channel.

In Fig. 4.8 the flow situation close to the ribbed wall is presented for test cases L-V10-1s and L-V10-2s. Once again, it can be observed, that the stream traces are diverted and aligned parallel with respect to the rib. Looking at the cut view presentation, it is noticeable, that two vortices are formed. One of them is located in the stagnation region in front of the rib and one vortex is found in the region behind the rib. But in contrast to 90° ribbed channels the air is not trapped inside these vortices. As can
be seen from the top view, the mass is transported within the vortices from the symmetry plane towards the smooth channel side wall. The general flow situation close to the ribbed wall comparing a one-sided ribbed channel with a two-sided ribbed channels reveals no major differences.

Fig. 4.8: Flow situation of test cases L-V10-1s and L-V10-2s close to the ribbed wall at $Re_D\sim 130K$

**Friction factor**

As mentioned in the introduction, knowing the friction factor of the tested rib geometries is important to be able to assess the thermal performance $\eta$. Besides this, the level of the friction factor is a more critical fact for backside cooled combustor walls, since a high amount of compressor air have to pass through those channels, where the convective cooling technique is applied. A low pressure penalty is therefore desired.

The friction factor ratios $f/f_0$ of test cases L-V10-1s and L-V10-2s are presented in Fig. 4.9 (see Appendix B for error analysis). Looking at test case L-V10-2s, increasing friction factor ratios $f/f_0$ for an increasing Reynolds number are noticeable. This increasing behavior is mainly caused by a reduction of the friction factor of a smooth channel $f_0$ for an increasing Reynolds number. Within this first set of investigations, the friction factor $f$ remains nearly constant above a Reynolds number of $Re_D > 160,000$.

A look at the numerically and experimentally obtained data shows, that the results are in good agreement for Reynolds numbers below $Re_D < 160,000$. Above this Reynolds number, the numerically obtained data seem to underpredict the experimental results. Still the prediction of the computation is within a deviation of approximately 25%. Comparing the results for a one-sided and two-sided ribbed cooling channel it is
observable that the introduction of a second ribbed wall doubles approximately the friction factor ratios.

![Friction factor ratios](chart1.png)  
**Fig. 4.9: Friction factor ratios $f/f_0$ for test cases L-V10-1s and L-V10-2s**

![Friction factor ratios](chart2.png)  
**Fig. 4.10: Friction factor ratios $f/f_0$ for test cases V10-1s and V10-2s**

To support the accuracy of the presented results, data from an earlier study conducted by Han et al. [25] is mentioned. They investigated a geometry corresponding to test case L-V10-2s. In their study, a friction factor ratio $f/f_0$ of 9.98 was measured at a Reynolds number of 90,000. The data agrees reasonably well with the data presented in this study, keeping in mind that Han et al. conducted their study in a channel with an aspect ratio of $AR = 1:1$. 
Looking at the results for test case V10-1s and V10-2s as presented in Fig. 4.10, similar conclusions can be drawn. The friction factor ratio increases, if a second ribbed wall is introduced. Also the numerical computations are in good agreement with the experimentally obtained data for Reynolds numbers below $Re_D < 160,000$. Above this Reynolds number the situation is different. For test case V10-2s the agreement is still good, whereas for test case V10-1s the gap between experimentally and numerically obtained results is bigger then it is for all other test cases. The maximum deviation is 60% for the highest observed Reynolds number. It has to be noted, that for test case V10-1s the highest observed pressure gradient is around 80 Pa per meter, which is lower than for all other test cases. It seems likely, that reaching levels of lower pressure losses has an impact on the prediction capability of the used numerical setup.

It might be obvious, but still worth mentioning, that the reduction of the dimensionless rib height $h/D$ leads to a significant reduction of the friction factor ratios. The effect of a reduced rib height on the heat transfer enhancement is discussed in the following section.

**Heat transfer enhancement**

For backside cooled combustor walls not only the area-averaged level of convective heat transfer enhancement is of interest, but also the local distribution of the heat transfer augmentation has to be investigated. Here, regionally limited high heat transfer peaks could lead to very intense amounts of heat load, which could cause a breakdown of the structure, e.g. due to high thermal stresses. Therefore, it is desired to create a homogenous distribution of heat transfer augmentation.

The experimental local heat transfer ratios of the first set of test cases are presented in Fig. 4.11. Looking at the local distributions two main relations can be observed. For all investigated test cases, the heat transfer enhancement peak, which is located behind the rib tip, is decreasing with an increasing Reynolds number. Similar observations have been reported by Su et al. [56] for a Reynolds number range of 10,000 to 500,000 from a numerical study.

Comparing the experimental results of a one-sided ribbed channel and a two-sided ribbed channel at the same Reynolds number, another interesting fact is noticeable. The heat transfer augmentation peak is more intense in the case of a two-sided ribbed channel. Also the overall local heat transfer enhancement levels are higher, which leads to a higher area-averaged heat transfer augmentation. Looking at the distribution of the local heat transfer enhancement close to the channel sidewalls, it is noticeable that there are regions of low Nusselt number ratios. In general, it is challenging to provide the necessary heat transfer levels in the regions close to the channel sidewalls. Especially here, it is of importance to provide a certain level of heat transfer enhancement to prevent damage due to the high component temperatures. In test cases with smaller ribs, the regions of low Nusselt number ratios are even wider spread.
For the further evaluation of the investigated test cases, the area-averaged Nusselt number ratios have to be evaluated. The experimentally and numerically obtained data of test cases L-V10-1s and L-V10-2s are presented in Fig. 4.12. The overall agreement of experimental results and the numerical computations is within 16%. All presented data sets show a more or less constant behavior of the Nusselt number ratios with an increasing Reynolds number. More precisely, the experimental data tend to increase slightly for the highest Reynolds number investigated in this study, whereas the numerically computations first show a reduction of the heat transfer enhancement for lower Reynolds numbers and then remains on a constant level.

The data set for test cases V10-1s and V10-2s are presented in Fig. 4.13 and the trends are similar to the ones described above. The reduction of the Nusselt number ratios in the numerical computations is now observable up to a Reynolds number of \( \text{Re}_D < 200,000 \). Looking at the experimental results, the constant trend of the heat transfer augmentation with an increasing Reynolds number is even more pronounced.
To summarize, it can be mentioned, that a decline of the rib height is reducing the area-averaged heat transfer augmentation. Introducing a second ribbed wall is increasing the area-averaged heat transfer enhancement. Once again, the data reported by Han et al. [25] is in good agreement. In their study, they investigated a geometry, which corresponds to test case L-V10-2s and measured a Nusselt number ratio of 2.34 at a Reynolds number of 90,000. For completeness, it has to be mentioned that their test section had an aspect ratio of AR = 1:1 compared to an aspect ratio of AR = 2:1 in the current study.
4.2 V-shaped ribs (transient measurement technique)

As mentioned earlier, the introduction of the transient measurement technique offers many advantages. As a first step, this technique is implemented into the test rig and the results of the new measurement technique are compared with the existing data of the steady measurement technique. This is done experimentally and numerically for test case V10-1s. In another step, further investigations on V-shaped ribbed cooling channels are conducted.

To date, there are very few investigations available in literature addressing a variation of the rib pitch-to-height for rib configurations more complex than straight ribs. Liu et al. [40] presented a rib pitch-to-height variation from 10 to 3 for 45° angled ribs. The dimensionless rib height was kept at $e/D_h = 0.094$ and the Reynolds number varied from 5,000 to 40,000. In their study the best overall thermal performance $\eta$ including the rib surfaces was found for the closest rib spacing. This indicates, that the optimum of the rib pitch-to-height was not related to $P/e = 10$, the optimum for 90° ribs. Attention is given in this study to investigate the effects of rib pitch-to-height on friction factor and heat transfer enhancement. Due to the promising results from the above mentioned study, the rib pitch-to-height is reduced to a value of $P/e = 5$. An overview over the test cases in this section is presented in Table 4.2.

**Table 4.2: Test case configuration V-shaped ribs**

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Rib Type</th>
<th>P/e</th>
<th>e/D&lt;sub&gt;h&lt;/sub&gt;</th>
<th>Rib angle of attack</th>
<th>No. of Ribbed Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>V10-1s</td>
<td>V-shaped</td>
<td>10</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
<tr>
<td>V5-1s</td>
<td>V-shaped</td>
<td>5</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
</tbody>
</table>

The ribbed channel length-to-hydraulic diameter ($l/D_h$) is 5 for test cases V10-1s and 2.5 for test cases V5-1s. A minimum of fifteen ribs are placed in front of the measurement region to achieve nearly periodic flow conditions. To obtain an impression of the different rib spacing, images of test case V10-1s and V5-1s are presented in Fig. 4.14.

For the numerical computation of test case V10-1s, the earlier generated mesh is used. At this point the thermal boundary condition is changed from a constant heat flux boundary condition to a constant wall temperature boundary condition. For test case V5-1s a new mesh is created. The total number of nodes is slightly lower than for test case V10-1s due to the smaller computational domain. In all cases, the requirements of a dimensionless wall distance around $y^+ \approx 1$ is satisfied. A sketch of the grids used is presented in Fig. 4.15.
3.5 Velocity field

The discussion of the obtained results is started with the velocity field. The computational mean velocity profiles of test case V10-1s and V5-1s are presented in Fig. 4.16.

Comparing the effect of the changed thermal boundary condition of test case V10-1s, it can be noted, that the overall mean velocity distribution is similar for a constant temperature boundary condition and a constant heat flux boundary condition. Only a slightly higher mean velocity maximum is noticeable in the computation, where a constant temperature boundary condition is applied. During all numerical computations the mass flow is kept constant. Due to the overall higher temperature environment within the computation having a constant wall temperature boundary condition, the mean average velocity is slightly higher, as the volume-averaged density is lower.
As for test case V10-1s two counter rotating vortices are found in each half of the channel cross section. In the case of test case V5-1s the region of maximum mean velocity seems to be shifted slightly towards the ribbed wall. Also the mean velocity above the rib tip is higher for test case V5-1s.

For the heat transfer augmentation of the ribbed channel wall, the flow situation close to this wall is of importance. Therefore, sketches of stream traces close to the ribbed wall are presented in Fig. 4.17.

The flow field situation of test case V10-1s is quite similar to the flow field situation of test case L-V10-1s as described before. The stream traces are squeezed together as they approach a V-shaped rib, which leads to an increase of the mean velocity. Once the rib is passed, the flow detaches and a recirculation zone behind the rib is formed. The resulting vortex develops from the symmetry plane towards the channel side wall, where the stream traces are ejected into the main air flow. It is interesting to mention, that close to the symmetry plane, where this vortex is created, the distance to the rib in front is small and that the swirling motion is more intense. This effect can be associated with the region of low pressure, which is located in this very same region.

Further downstream the flow reattaches and the thickness of the developing boundary layer starts to increase, which leads to a decreasing heat transfer augmentation. All stream traces between two successive ribs are aligned parallel to the ribs. As for test case L-V10-1s, a small vortex is located right in front of the rib.

For test case V5-1s, the flow field situation between two successive ribs is different. Here, only one vortex can be observed. As for test case V10-1s, the swirl of this vortex is more intense close to the symmetry plane. Looking at stream traces slightly above the rib, it is noticeable, that only a part of the air flow is diverted into the region of two successive ribs, whereas other stream traces, which are also close to this region, remain
undisturbed. Those are only diverted towards the channel sidewall due to the accelerating force of the vortex between the ribs.

For a flow situation with straight 90° ribs and a rib pitch-to-height of P/e = 5, the flow is continuously kept in between the ribs. In this case, there is no exchange of air from the main flow into the region between two successive ribs. In contrast to this mechanism, the situation changes, if the 90° ribs are replaced by inclined or V-shaped ribs. As could be seen from Fig. 4.17, there is some exchange of air from the main flow into the region between two successive ribs. Therefore, a reduction of the heat transfer augmentation should not be observed as it would be the case for 90° straight ribs. Similar findings have been reported by Liu et al. [40] for a channel with aligned ribs.

**Friction factor**

It is important to know the friction factor ratios for a comprehensive assessment of the cooling ability of a V-shaped ribbed channel with a reduced rib pitch-to-height. For this reason, the friction factor ratios of test cases V10-1s and V5-1s are presented in Fig. 4.18.

Looking at the obtained data, a significant decline of the friction factor ratio is observed, if the rib pitch-to-height is reduced. A main reason for this is found by
recalling the above described flow field situation. In the case of test case V10-1s, the stream traces close to the rib channel wall show more disturbances, which might lead to a higher pressure loss.

Comparing the numerically and experimentally obtained data, it is evident that the poor prediction of the friction factor ratio of test case V10-1s becomes also evident in the case of test case V5-1s. The standard k-ε turbulence model is not able to compute data points close to the experimental data. Still, the offset is reduced in the case of test case V5-1s. Also, the trend of a slightly reduced friction factor ratio with a decreasing rib pitch-to-height is captured by the numerical computation.

Fig. 4.18: Friction factor ratios $f/f_0$ of test cases V10-1s and V5-1s

**Comparison of different heat transfer measurement techniques**

The experimentally obtained data is presented in Fig. 4.19. It has to be mentioned, that the area-averaged Nusselt number evaluated from the steady measurement technique is normalized by the so-called Dittus-Boelter correlation (see equation (2.9)). For the transient measurement technique a correlation proposed by Kays et al. [31] (see equation (2.14)) is used. This is done to account for the earlier mentioned Nusselt number measurements of the smooth channel wall and the different thermal boundary conditions. As could be seen from the figure, the experimental data of the different measurement techniques agrees very well.

Kays et al. [31] reported that the different thermal boundary conditions for a fully turbulent internal flow in a smooth tube could lead to a slightly different Nusselt number. Their correlations show that the Nusselt number obtained in an experiment with constant heat flux is generally 4.7 % higher than the Nusselt number found with a constant wall temperature. Nevertheless, the influence of the thermal boundary condition is considered to be minor.
In Fig. 4.20 the Nusselt number of the experiment and the numerical computations with the two different boundary conditions are presented. The results show that the difference between the two measurement techniques is somewhat higher than the reported 4.7%. For the numerical computations similar findings are present. The computations with a constant heat flux boundary provide higher Nusselt numbers than the numerical computations with a constant wall temperature. The difference between the two approaches fits well with the difference between the two experimental
techniques. Therefore, the numerical approach to associate the respective thermal boundary conditions with the experimental technique is considered to be appropriate.

**Heat transfer enhancement**

The local heat transfer ratios, obtained with the transient measurement technique, are presented in Fig. 4.21. Comparing the results of test case V10-1s with the obtained data from the steady measurement technique, as found in Fig. 4.11, reveals that there are no viewable differences in the resulting local heat transfer characteristics. The maximum heat transfer ratio is located right behind the rib tip and its level is decreasing with an increasing Reynolds number. This is also true for test case V5-1s. For both test cases, the level of heat transfer augmentation is approximately similar in the region close to the symmetry plane. To assess the cooling ability, the decrease of heat transfer enhancement starting at the symmetry plane and proceeding towards the channel side wall has to be investigated. In the case of a rib pitch-to-height of \( P/e = 5 \), the level of heat transfer augmentation decays faster than it does for test case V10-1s. For test case V5-1s, this leads to a relatively large area between two successive ribs with a low heat transfer augmentation.

![Fig. 4.21: Experimental local heat transfer ratios of test cases V10-1s and V5-1s](image-url)
In Fig. 4.22 the influence of the rib pitch-to-height ratio on the area-averaged heat transfer ratios is presented. From the local heat transfer ratios, it can be seen, that the area-averaged heat transfer ratios of test case V5-1s are lower compared to the data points of test case V10-1s. The overall trend of the Nusselt number ratios shows a nearly constant behavior with an increasing Reynolds number, except for the smallest Reynolds number investigated. Similar findings have been reported for test cases L-V10-1s, L-V10-2s, V10-2s and by Bunker and Osgood [7] for inclined ribs.

Comparing the numerically and experimentally obtained results reveals, that the numerical computation underpredicts the experiments by approximately 30%. However, the trend of the experiment is captured.

Adding more ribs onto the channel wall increases the total surface area, which has a favorable impact on the overall heat transfer. In the case of V10-1s, the surface area is increased by 28%, whereas for test case V5-1s the surface area is increased by 57%. With this, the heat transfer on the rib itself is no longer negligible, if the cooling ability of ribbed channels is to be assessed. Using the transient measurement techniques only, it is not possible to evaluate experimental data on the rib surface. Using the so-called lumped heat-capacitance technique allows obtaining data of the average heat transfer coefficient for the rib itself. Within this study, only two test case configurations with W-shaped ribs are investigated to study the influence of this effect, to limit the experimental effort.

![Graph](image)

*Fig. 4.22: Area-averaged Nusselt number ratio of test case V10-1s and V5-1s*

### 4.3 V-shaped ribs (Real geometry effects)

Backside cooled combustor walls with convective cooling devices are normally manufactured by a casting process. The shrinking of the poured material results in the
formation of rounded edges instead of sharp edges. Therefore, it has to be investigated, how the casting imperfections influence the friction factor and heat transfer ratios. To do so, the rib cross section of test case V10-1s is altered to model the casting imperfections. As presented in Fig. 4.23, bevels have been added to each top edge of the rib’s cross section. The overall rib height remained unaltered. The influence of the bottom edge imperfections is assumed to be minor and is therefore neglected. The parameters of the investigated test cases are presented in Table 4.3.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Rib Type</th>
<th>P/e</th>
<th>$e/D_h$</th>
<th>Rib angle of attack</th>
<th>No. of Ribbed Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>V10-1s</td>
<td>V-shaped</td>
<td>10</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
<tr>
<td>V10-1s B</td>
<td>V-shaped with bevel</td>
<td>10</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
</tbody>
</table>

![Fig. 4.23: (a) rib with modeled casting imperfections and (b) ideal rib](image)

**Friction factor**

As a first step in the discussion on the influence of casting effects, the friction factor ratios of test cases V10-1s and V10-1s B are presented in Fig. 4.24.

It is observable, that the modeled casting effects have almost no influence on the friction factor ratios. Test case V10-1s and V10-1s B show similar friction factor ratios throughout the investigated Reynolds number range. In another study conducted by Amro [3], rounded angled ribs with a dimensional rib height of $e/D_h = 0.1$ were investigated. The Reynolds number was varied from 30,000 to 200,000. The author reported a decrease of the friction factor ratio by 33% in the case of a rounded rib compared to the sharp edge test case. This is in contrast to the results found in this study. As an explanation, it could be possible, that for smaller ribs, as discussed in this study, the effect of the rib’s cross section shape becomes negligible and that only the overall rib height is important.
Heat transfer enhancement

The local distribution of the measured heat transfer ratios of test cases V10-1s and V10-1s R are presented in Fig. 4.25.

As can be seen, the overall heat transfer distribution is similar between the two test cases. The measured values close to the smooth channel side wall show nearly equal values, whereas in the region behind the rib tip, slightly higher heat transfer enhancements are noticeable in the case of the modified rib. Nevertheless, the differences between the two test cases are small.

The observed findings are also present in Fig. 4.26. Here, the area-averaged Nusselt number ratios of the two test cases are given. The values are in good agreement, especially for Reynolds numbers below 300,000. In the case of V10-1s, the heat transfer augmentation tends to decrease slightly with an increasing Reynolds number, whereas the values for test case V10-1s B show a minor increasing trend. Up to this point, all investigated heat transfer enhancement ratios reveal a more or less constant behavior in the higher Reynolds number range. The influence of the rib’s cross section on the heat transfer augmentation is, therefore, considered to be minor. It appears that the rib height is the defining parameter on the level of heat transfer enhancement. Similar findings were also reported by Amro [3].

Fig. 4.24: Friction factor ratios $f/f_0$ of test cases V10-1s and V10-1s B
Fig. 4.25: Experimental local heat transfer ratios of test cases V10-1s and V10-1s B

Fig. 4.26: Area-averaged Nusselt number ratio of test case V10-1s and V10-1s B
4.4 **W-shaped ribs (transient measurement technique)**

In the previous section, V-shaped ribs have been investigated with a variation of rib height and rib spacing. The results show, that the heat transfer augmentation in the region close to the symmetry plane is good, whereas the surface area close to the smooth channel side walls reveals a region of relatively low heat transfer enhancement. A further development to increase the area-averaged heat transfer enhancement and to homogenize the local heat transfer distribution is undertaken. To do so, the rib geometry is changed from V-shaped ribs to W-shaped ribs.

As mentioned in the introduction, there have been very few studies, dealing with W-shaped ribs implemented in convective cooling channels. Wright et al. [59] reported in their study, that using W-shaped ribs instead of V-shaped ribs increases both, the heat transfer augmentation and the pressure losses. The Reynolds number range varied from 10,000 to 40,000, the dimensionless rib height was kept at \( e/D_h = 0.078 \) and the rib pitch-to-height ratio was fixed at \( P/e = 10 \) in their study.

No experimental data was available for W-shaped ribs, which could be applied for backside cooled combustor walls. Furthermore, the effect of reducing the rib pitch-to-height has not been reported for W-shaped ribs. It is the scope of this section to investigate these effects on heat transfer augmentation and pressure losses. The parameters of the investigated configurations are presented in Table 4.4.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Rib Type</th>
<th>P/e</th>
<th>e/D_h</th>
<th>Rib angle of attack</th>
<th>No. of Ribbed Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>W10-1s</td>
<td>W-shaped</td>
<td>10</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
<tr>
<td>W5-1s</td>
<td>W-shaped</td>
<td>5</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
</tbody>
</table>

*Fig. 4.27: Images of test cases W10-1s and W5-1s*
The ribbed channel length-to-hydraulic diameter ($l/D_h$) is 5 for test cases W10-1s and 2.5 for test cases W5-1s. To realize nearly periodic flow conditions, a minimum of fifteen ribs are placed in front of the measurement region. Images of test case W10-1s and W5-1s are presented in Fig. 4.27.

For the numerical computation, the grids and number of nodes for test cases W10-1s and W5-1s are presented in Fig. 4.28. The total number of nodes is comparable to the quantities used for the V-shaped geometries. Again, the requirement of a dimensionless wall distance around $y^+ \approx 1$ is satisfied. For the thermal boundary condition, the isothermal boundary condition is applied.

**Velocity field**

As in the previous investigations, the discussion of the effect on heat transfer enhancement and pressure losses of W-shaped ribs starts with a look on the velocity field. In Fig. 4.29 the computational mean velocity profiles of test cases W10-1s and W5-1s are presented.

Several differences can be observed, comparing them with the mean velocity profiles of the V-shaped rib geometry. Due to the W-shaped rib geometry, a total of four vortices are formed as documented by the stream traces in Fig. 4.29. Two counter rotating vortices are located in each channel half respectively.

Another important fact to highlight is that the region of maximum velocity has shifted towards the ribbed channel wall compared to the flow field situation of the investigated V-shaped ribs. This certainly increases the velocity gradient close to the ribbed wall, which should lead to a higher level of turbulence and therefore increase the overall heat transfer enhancement. The region of maximum velocity is closest to the ribbed wall in
the vicinity of the rib tip. This indicates a strong acceleration of parts of the main mass flow into the space between two successive ribs. Differences in the mean velocity profiles of test case W10-1s and W5-1s could not be observed.

**Fig. 4.29: Computational mean velocity profiles of test cases W10-1s and W5-1s at \( Re_D \approx 130K \)**

**Fig. 4.30: Flow situation of test cases W10-1s and W5-1s close to the ribbed wall at \( Re_D \approx 130K \)**
An examination of the flow field situation of test case W10-1s and W5-1s close to the ribbed wall is presented in Fig. 4.30. The general alignment of the stream traces is similar compared to the flow field of test cases V10-1s and V5-1s. For both test cases the advancing stream traces detach once the rib is passed. Behind every rib leg a vortex is created in the region of the developed recirculation zone. Again, stream traces from above the rib tip area are accelerated into the space between two successive ribs and the mass flow is transported towards the symmetry plane or the smooth channel side wall. Here, the mass flow is ejected into the main air flow. For the higher rib pitch-to-height ratio, a reattachment of the stream traces is observed, whereas for the closer rib distance the vortex fills out the complete space between two successive ribs.

A main result of changing the rib geometry from V-shaped to W-shaped ribs is that the length of the stream traces, which travel through the area between two successive ribs, is much shorter for the W-shaped rib geometry. For a situation, where a core flow is used to cool a surface, which is typically the case for a backside cooled combustor wall, this can be superior in terms of heat transfer augmentation. The driving local temperature difference between air flow and the wall between two successive ribs is reduced for V-shaped ribs compared to W-shaped ribs. Therefore, the overall heat transfer augmentation should increase, assuming that the mass flow is comparable between the investigated V-shaped and W-shaped rib geometries.

**Friction factor**

After discussing the influence of changing the rib geometry from V-shaped ribs to W-shaped ribs on the flow field, the effect on the friction factor ratios is investigated and the numerically and experimentally obtained data is presented in Fig. 4.31.

![Friction factor ratios](image)
For the experimental data it is noticeable, that changing the rib geometry from V-shaped ribs to W-shaped ribs is increasing the friction factor ratio. Comparing the friction factor ratios presented in Fig. 4.18 and Fig. 4.31, the friction factor ratios between the test cases V10-1s and W10-1s rises by approximately 35% in the case of higher Reynolds numbers. Similar findings are made, comparing test case V5-1s and W5-1s.

As before, the numerical computations are not able to make precise estimations of the experimental data, excluding test case W5-1s, for which a satisfying agreement is observed. However, the general trend of a higher friction factor ratio in the case of an increased rib pitch-to-height ratio is captured. Also the computational results of test cases with W-shaped ribs show a higher friction factor ratio compared to the results of V-shaped ribbed channels. The computed results predict a friction factor increase of around 65% for higher Reynolds numbers. This is higher than the above mentioned friction factor increase of around 35% for the experimental data.

**Heat transfer enhancement**

The experimental local heat transfer ratios of test cases W10-1s and W5-1s are presented in Fig. 4.32.

As can be seen, the heat transfer augmentation close to the smooth channel wall is higher compared to the corresponding test cases with V-shaped ribs. The heat transfer augmentation of test case W10-1s shows sufficient cooling close to the smooth channel.
walls, whereas for test case W5-1s the level of heat transfer enhancement still reveals a potential for improvement. The local heat transfer distribution around the rib tip is very similar compared to the V-shaped rib geometry. This observation is in line with earlier remarks, which have been described during the discussion of the velocity field. Reducing the length of the stream traces between two successive ribs improves the local heat transfer situation. In the case of a W-shaped ribbed channel, the residence time of coolant mass flow between two successive ribs is lower compared to test cases with V-shaped ribs.

The maximum heat transfer augmentation peak is again located right behind the rib tip. Its level is reduced with an increasing Reynolds number.

For the global assessment of the heat transfer enhancement, the area-averaged Nusselt number ratios are presented in Fig. 4.33. Looking at the experimentally obtained data, it is apparent, that test case W10-1s shows the highest level of heat transfer augmentation. Compared to the corresponding test case V10-1s the level of heat transfer is increased by approximately 28 %.

![Fig. 4.33: Area-averaged Nusselt number ratio of test cases W10-1s and W5-1s](image)

The numerically obtained data reveals an adequate agreement for test case W5-1s, whereas the experimental heat transfer data of test case W10-1s are underpredicted.

The computed increase of heat transfer augmentation between W-shaped and V-shaped ribbed channels is between 30 % for test cases W10-1s and V10-1s and 43 % for test cases W5-1s and V5-1s. Even though the precise values of the area-averaged Nusselt number ratios could not be computed, the level of heat transfer increase between W-shaped and V-shaped ribs is captured in the numerical computations.
4.5 **W-shaped ribs (lumped heat-capacitance technique)**

As reported in the previous chapter, test case W10-1s provides the highest level of heat transfer enhancement on the surface between two successive ribs. Reducing the dimensionless rib-to-pitch ratio $P/e$ as done for test case W5-1s lowers the level of heat transfer enhancement compared with test case W10-1s. Additionally, the friction factor ratio is reduced. On the other hand, the additional surface area, due to the surface of the rib itself, is much higher in test case W5-1s.

The surface area increases due to the additional rib surface and the average heat transfer coefficient for the rib segments have to be considered for a comprehensive assessment of the overall cooling ability. Therefore, the average heat transfer coefficient is experimentally and numerically determined for these two test case configurations. For the experimental investigation the so-called lumped heat-capacitance technique (description is given in section 2.7) is applied. Images of the two test cases are presented in Fig. 4.34.

![Fig. 4.34: Images of test cases W10-1s and W5-1s for the lumped heat-capacitance technique](image)

As seen from these pictures, three successive ribs, which are normally made of Plexiglas, are substituted by ribs made of aluminum. The aluminum ribs are then coated with black paint and TLCs. To obtain a segment wise distribution of the average heat transfer coefficients on the rib surfaces, the rib is made of a total of eight pieces. The locations of the insulation between the several aluminum rib pieces are exemplarily marked for the center rib at the side view of the two test cases.
Heat transfer enhancement

The segment wise distribution of the experimentally obtained heat transfer enhancement data for test case W10-1s is presented in Fig. 4.35. A total of four different Reynolds numbers are investigated to capture possible Reynolds number effects on the heat transfer enhancement data. The Reynolds numbers are also selected to match the Reynolds numbers of the corresponding experiments, where the heat transfer enhancement on the area between two successive ribs was obtained using the transient liquid crystal method.

![Fig. 4.35: Heat transfer enhancement on rib segments of test case W10-1s for Re_D ~ 130K, 250K, 375K and 450K](image)

As can be seen, the highest heat transfer augmentation is observed for rib segments four and five, which are located at the rib tip. From this position, the heat transfer enhancement decreases towards the symmetry plane and towards the smooth channel side wall. Overall, the segment wise heat transfer enhancement shows a symmetric distribution. The level of heat transfer enhancement close to the symmetry plane is similar to the results found for the rib segment close to the smooth channel side wall.

Looking at the variation of the Reynolds number, no general trend can be observed. The highest heat transfer enhancement levels are detected for a Reynolds number of Re_D ~ 250K. For higher Reynolds numbers, the heat transfer enhancement seems to be slightly lower. Overall, the differences of the heat transfer enhancement due to a variation of the Reynolds number are small and within the experimental uncertainty (see Appendix B).

For test case W5-1s, the segment wise heat transfer enhancement is presented in Fig. 4.36. As before, the highest heat transfer enhancement is reported for rib segments four and five close to the rib tip. Again, the segment wise distribution reveals a symmetric
behavior. Compared to test case W10-1s, the respective rib segments show similar levels of heat transfer enhancement, besides rib segment one and eight, for which a lower heat transfer enhancement is obtained. For different Reynolds numbers, the heat transfer enhancement level is similar, except for a Reynolds number of $Re_D \sim 450K$. In this case, the heat transfer enhancement is lower. This is also observed for test case W10-1s, where the heat transfer enhancement is reported to be lower for the highest Reynolds number.

![Fig. 4.36: Heat transfer enhancement on rib segments of test case W5-1s for $Re_D \sim 130K, 250K, 375K$ and 450K](image)

The area-averaged Nusselt number ratios of the combined eight rib segments are presented in Fig. 4.37 for test cases W10-1s and W5-1s. Looking at the experimentally obtained results, it is noticeable that for both test cases and nearly all investigated Reynolds numbers the area-averaged heat transfer enhancement on the rib itself is reported to be around 3.3 times higher than for a smooth channel wall. Due to the lower heat transfer enhancement levels for rib segments one and eight for a Reynolds number of $Re_D \sim 450K$, the area-averaged Nusselt number ratios for this Reynolds number is reduced compared to the data obtained for lower Reynolds numbers. For this reason, the lowest heat transfer enhancement of around 2.8 is reported for test case W5-1s and a Reynolds number of $Re_D \sim 450K$.

The numerically obtained data shows a decreasing trend of the heat transfer enhancement for an increasing Reynolds number, whereas in the experiment the level of heat transfer enhancement is more or less similar for Reynolds numbers below $Re_D \sim 400K$. Beyond this Reynolds number the experimentally obtained level of heat transfer enhancement seems also to decrease. The overall values are in good agreement for a Reynolds number of $Re_D \sim 130K$, but for higher Reynolds number the heat transfer enhancement is underpredicted.
Compared to the level of heat transfer enhancement on the smooth surface between two successive ribs, the respective area-averaged Nusselt number ratio on the rib shows higher values. The combined heat transfer enhancement of the rib segments (see equation (2.7) in chapter 2.7) and the surface between two successive ribs is presented in Fig. 4.38.

The higher heat transfer enhancement on the rib itself and the additional surface area leads to higher overall heat transfer enhancement levels. For test case W10-1s, the experimentally obtained area-averaged Nusselt number ratio is reported to be around 3
times higher than for a smooth channel wall, compared to a heat transfer enhancement of 2.8 for the surface between two successive ribs only. In the case of denser rib spacing, as realized by test case W5-1s, the amount of additional surface area is higher than for test case W10-1s. Therefore the higher heat transfer enhancement on the rib has more impact on the combined area-averaged Nusselt number ratio. Here, the reported heat transfer enhancement level is around 2.8, if the heat transfer on the rib is included, which is higher compared to a value of 2.4, if only the surface area between to successive ribs is considered.

For the numerical computation the combined area-averaged Nusselt number ratios of test case W5-1s are reported to provide higher heat transfer enhancement levels compared to the results of test case W10-1s. This trend is not observed in the experiments. Here, test case W10-1s results in higher levels of heat transfer enhancement. Overall, the numerical computation tends to underpredict the experiment.

4.6 WW-shaped ribs (transient measurement technique)

For a further improvement of the area-averaged heat transfer augmentation the rib geometry is changed once more. Proceeding from W-shaped geometries, two additional rib tips are included, forming a so-called WW-shaped rib geometry. With this geometry an increased heat transfer augmentation is expected, due to the fact, that, up to this point, all test cases showed a high level of heat transfer enhancement close to the region behind the rib tip. The overall fraction of surface area, which shows a higher level of heat transfer enhancement, and hence the area-averaged heat transfer augmentation should therefore increase. In addition to this, the WW-shaped rib geometry should provide a reduced residence time of coolant mass flow in between two successive ribs compared to W-shaped ribbed channels. As stated before, a reduced residence time improves the overall heat transfer situation.

This rib geometry is investigated in combination with two different rib pitch-to-height ratios. The parameters of the two test cases are presented in Table 4.5.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Rib Type</th>
<th>P/e</th>
<th>e/D_h</th>
<th>Rib angle of attack</th>
<th>No. of Ribbed Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>WW10-1s</td>
<td>WW-shaped</td>
<td>10</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
<tr>
<td>WW5-1s</td>
<td>WW-shaped</td>
<td>5</td>
<td>0.02</td>
<td>45°</td>
<td>1</td>
</tr>
</tbody>
</table>

Images of test cases WW10-1s and WW5-1s are presented in Fig. 4.39. The ribbed channel length-to-hydraulic diameter (l/D_h) is 1.8 for test cases WW10-1s and WW5-1s. A minimum of seven ribs are placed in front of the measurement region, to provide nearly periodic flow conditions.
The grids used for the numerical investigations of test case WW10-1s and WW5-1s are presented in Fig. 4.40. As for the grids of the W-shaped rib geometry, the total number of nodes is comparable with the number of nodes used for the corresponding V-shaped geometry. The dimensionless wall distance is around $y^+ \approx 1$ and the isothermal boundary condition is applied for the thermal boundary condition.

![Images of test cases WW10-1s and WW5-1s](image1)

**Fig. 4.39: Images of test cases WW10-1s and WW5-1s**

![Grids and number of nodes for test cases WW10-1s and WW5-1s](image2)

**Fig. 4.40: Grids and number of nodes for test cases WW10-1s and WW5-1s**

### Velocity field

The computationally obtained mean velocity profile of test cases WW10-1s and WW5-1s are presented in Fig. 4.41.

In comparison to the test cases described above, the mean velocity profiles of the WW-shaped rib geometry have changed significantly. In the case of a V-shaped ribbed channel, only one vortex is located in each half of the channel cross section. The
maximum mean velocity is found in the mid-plane between ribbed wall and smooth wall. For the W-shaped geometry a total of two counter rotating vortices replace the single vortex as reported for the V-shaped geometry. The region of maximum mean velocity is shifted towards the ribbed wall, which was combined with a high acceleration of parts of the air flow into the region of two successive ribs.

**Fig. 4.41: Computational mean velocity profiles of test cases WW10-1s and WW5-1s at Re₀ ~ 130K**

Due to the additional rib tips of the WW-shaped geometry, a total of four counter rotating vortices are in each half of the channel cross section. While for the W-shaped geometry the center of the vortices is located close to the mid-plane between ribbed channel wall and smooth channel wall, in this case the center of the vortices have moved close the ribbed channel wall. This has the effect that the flow motion initiated by the secondary flow features do not manage to penetrate the main flow completely, resulting in a rather moderate velocity level close to the rib tip, where the air flow is sucked into the region between two successive ribs. As a direct consequence, the ejected air flow from the region between two successive ribs also has a low level of mean velocity.

Compared to the V-shaped and W-shaped ribs, the cells of the counter rotating vortices do not fill out the complete space between ribbed and smooth channel wall. The initiated secondary flow is not strong enough to form stable cells of counter rotating vortices. For test case WW10-1s the four cells can barely be observed, while for test case WW5-1s the ordered structure of the secondary flow field has vanished in the region close to the opposing smooth side wall.

For the two test cases the region of maximum mean velocity is now located close the smooth channel wall opposite of the ribbed channel wall, which agrees well with a mean velocity profile that could be typically observed in a channel with one roughened channel wall as presented earlier in Fig. 4.5.

To support the numerical computation, 2D-PIV measurements were conducted for test cases W10-1s and WW10-1s. The comparison between experimental and numerical
data provides confidence in the capability of the numerical procedure. The data is presented in Appendix A.

The effect of the altered mean velocity profile on the flow situation close to the ribbed channel wall is presented in Fig. 4.42. In general, the typical flow features as described for test cases with V-shaped and W-shaped are still observable. In the case of a higher rib pitch-to-height ratio a vortex directly behind the rib and a vortex before the rib do exist, whereas in the case of a reduced rib pitch-to-height ratio these two vortices collapse and only one vortex can be observed. The stream traces are diverted from the rib tip towards the trailing edge of the rib, where the fluid is ejected into the main flow. As a noticeable difference to the situation of the earlier test cases, the overall level of mean velocity is reduced. The swirling intensity of the vortices and the total amount of cooling air flow, which is diverted into the region between two successive ribs, is lowered.

\[ \text{Fig. 4.42: Flow situation of test cases WW10-1s and WW5-1s close to the ribbed wall at } \text{Re}_D \approx 130K \]
Friction factor

The significant change in the mean velocity profile is expected to be reflected in the results of the friction factor ratios. The friction factor ratios of test cases WW10-1s and WW5-1s are shown in Fig. 4.43. As seen from the data, the measured friction factor ratios are higher than for all other investigated test cases with a dimensionless rib height of $e/D_h = 0.02$.

Another interesting fact is that the previous trend of having a lower friction factor ratio with a reduced rib pitch-to-height is reversed. Now, the test case with the denser rib spacing provides the higher friction factor ratio. A possible explanation for this trend is found, if the WW-shaped rib geometry is treated as a homogenously roughened channel wall. In this case, reducing the rib spacing leads to a higher number of flow turbulators and should, therefore, result in an increased pressure loss. Similar findings were reported by Nikuradse [49], who conducted experiments on channels equipped with homogenously roughened channel walls.

The numerically computed data for test case WW5-1s shows at least for higher Reynolds numbers higher friction factor ratios compared to test case WW10-1s. Compared to the corresponding experimental data, the numerical computations predicts an approximately 40 % lower friction factor ratio for higher Reynolds numbers. Apart from this, the numerical computations manage to estimate in the mentioned Reynolds number region the offset of the friction factor ratios between the two test cases.

Heat transfer enhancement

The experimental data of the local heat transfer ratios of test cases WW10-1s and WW5-1s is presented in Fig. 4.44. As proposed in the beginning of this section, behind
every rib tip a region of higher heat transfer enhancement is located. Like in the case of a W-shaped rib geometry with a rib-to-pitch ratio of P/e = 10, the local heat transfer distribution of the WW-shaped configuration is more uniform and also enhanced in the region close to the smooth side wall. This is in contrast to the local distribution of test cases build up on the V-shaped rib geometry. Whereas a region of lower heat transfer enhancement is noticeable for test case W5-1s, the situation for test case WW5-1s is improved. Here, the area, which reveals a lower heat transfer augmentation, is minimized.

As has been reported for all other test cases, the maximum peak of heat transfer augmentation is reduced in strength as the Reynolds number is increased. Compared to W-shaped ribbed channels the spatial expansion of the region with highest heat transfer enhancement is reduced. This is mainly due to the lower mean velocity close to the ribbed wall. Also the resulting lower swirling strength of the vortex behind the rib affects the level of the heat transfer enhancement peak.

Looking at the area-averaged Nusselt number ratios of test cases WW10-1s and WW5-1s, as presented in Fig. 4.45, another trend reversal is noticeable. The ribbed channel with the lower rib pitch-to-height ratio provides the higher area-average Nusselt number ratio. As can be observed in the distribution of the local heat transfer ratios, there are fewer regions with lower heat transfer enhancement in the case of test case WW5-1s compared to test case WW10-1s.

As for all previous test cases the Nusselt number ratio remains nearly constant with increasing Reynolds numbers. The level of heat transfer augmentation is comparable to
the experimental results of test case W10-1s. In contrast to test case WW5-1s, where an increase of the Nusselt number ratio is evident comparing the W-shaped and the WW-shaped geometry, WW10-1s shows no further improvement of the area-averaged heat transfer ratio.

The CFD results again predict lower values of the heat transfer augmentation, but the trend of having a higher area-averaged Nusselt number ratio in test case WW5-1s is captured above a Reynolds number of 200,000. In this Reynolds number range the quantitative offset between test cases WW10-1s and WW5-1s is reflected appropriately.

![Fig. 4.45: Area-averaged Nusselt number ratio of test cases WW10-1s and WW5-1s](image)

### 4.7 Conclusions on ribbed cooling channels

Experimental and numerical investigations are conducted on V-shaped, W-shaped and WW-shaped rib geometries. For the V-shaped geometry, two different rib heights and two different rib pitch-to-height ratios are studied. Furthermore the influence of having a one-sided or a two-sided ribbed channel is shown. The effect of casting imperfections is simulated with an additional test case. In the case of W-shaped and WW-shaped rib geometries, merely the impact of two different rib pitch-to-height ratios is investigated.

The results of the V-shaped geometries indicate that there is an amplification of the pressure penalty, if the number of ribbed walls is increased. In addition, the pressure penalty is enlarged, if the dimensionless rib height is raised. Looking at the heat transfer measurements, it is noticeable, that the introduction of a second ribbed wall is increasing the global and local heat transfer augmentation. Also the heat transfer enhancement peak is intensified in the case of a two-sided ribbed channel. These remarks reveal that investigations on convective cooling devices obtained in two-sided ribbed channels cannot be used directly in applications with one-sided ribbed channels.
This means that knowledge from the technical field of gas turbine blade cooling has to be used carefully in the design process of backside cooled combustor walls.

If the Reynolds number is increased, the heat transfer enhancement peak is reduced in intensity. For the area-averaged heat transfer enhancement, the level of heat transfer augmentation remains at a nearly constant level above a Reynolds number of 200,000 for all test cases.

Looking at the numerical computations, it could be demonstrated that typically industrial design approach is able to show the same trends as found in the experiments. For most test cases, the accuracy of the computational results is insufficient and the computations tend to underpredict the experimental data. The velocity fields seem reasonable and the expected flow features could be identified. Therefore it is appropriate to apply the numerical procedure for flow field visualization and preliminary parameter studies within the parameter range typically found at backside cooled combustor walls.

The reduction of the rib pitch-to-height from P/e = 10 to P/e = 5 has different effects on V-shaped, W-shaped and WW-shaped ribbed channels. In the case of V-shaped and W-shaped convective cooling features, a reduction of the rib pitch-to-height from P/e = 10 to 5 lowers pressure losses. For an increasing Reynolds number, there is a smaller rise of the friction factor ratio for test cases with smaller rib spacing. Together with a reduction of the friction factor ratio, the area-averaged heat transfer augmentation is lessened for test cases with a rib pitch-to-height of P/e = 5. Among the V-shaped and W-shaped configurations, test case W10-1s provides the highest level of heat transfer augmentation.

If the additional surface and the heat transfer on the rib is considered, the numerical computations indicate, that test case W5-1s reveals even higher levels of overall heat transfer enhancement compared to test case W10-1s. An experimental approach, using the so-called lumped-heat capacitance method, provides heat transfer data on the rib itself. The experimental data revealed that the heat transfer enhancement on the rib is approximately 3.3 times higher than for smooth channel. Including the heat transfer data and the additional surface area of the rib, a combined area-averaged Nusselt number ratio is obtained. In contrast to the numerically obtained data, test case W10-1s provides the highest level of heat transfer enhancement of around 3.0 and test case W5-1s offers a heat transfer enhancement of around 2.8.

For WW-shaped configurations, the overall situation is different. A significant change of the mean and secondary velocity fields has been observed. The region of maximum velocity is pushed towards the smooth channel wall opposite the ribbed wall. In the case of V-shaped and W-shaped ribbed channels the area of maximum velocity is located around the mid-plane between ribbed wall and smooth channel wall and close to the ribbed channel wall respectively. In contrast to the other test cases, the WW-shaped configuration provides a mean velocity profile as would be expected for a channel with one roughened channel wall.
Along with these observations, the secondary flow features of the WW-shaped configurations are more unstructured compared to the other rib geometries. This is observable most of all for test case WW5-1s, where the cells of counter rotating vortices do not fill the whole channel cross section. The mentioned changes of the mean velocity profile lead to an overall lower level of mean velocity close to the ribbed wall. Therefore, the amount of air flow, which is lead into the region between two successive ribs, is reduced compared to the other rib configurations. Test case WW5-1s provides the highest pressure losses of all test cases with a dimensionless rib height of $e/D_h = 0.02$. In contrast to the above described effect of reducing the rib pitch-to-height, reducing the rib spacing increases the friction factor ratios. The heat transfer augmentation is on a similar level as found for the W-shaped ribbed channels.

The investigations revealed no major differences between an idealized rib cross section and a configuration with modeled casting effects. It is concluded that the dimensionless rib height is the main parameter for small ribs.

![Fig. 4.46: Experimentally obtained heat transfer augmentation plotted over friction factor ratio for the presented ribbed test configurations](image)

To summarize the conclusions for all test cases with ribs placed on one channel wall in one chart and to make the cooling ability of the different convective cooling approaches visible, the heat transfer enhancement as a function of the friction factor ratio is shown in Fig. 4.46.

It can be observed, that the highest levels of heat transfer augmentation are reached by two test cases, test case W10-1s and test case WW5-1s. With those configurations, it is possible to establish a heat transfer enhancement of around 2.75 compared to a smooth channel. The range of pressure penalty varies from $f/f_0 = 3$, as found for test case V5-1s, to $f/f_0 = 10$, which is observed for test case L-V10-1s.
Another common way to assess the cooling ability of the different test cases is the evaluation of the thermal performance parameter $\eta$ as given in equation (4.1). The obtained results are presented in Fig. 4.47.

$$\eta = \left( \frac{\overline{Nu_R}}{\overline{Nu_0}} \right) \left( \frac{f}{f_0} \right)^{3/4} \tag{4.1}$$

Fig. 4.47: Thermal performance $\eta$ of experimentally investigated ribbed test cases

The best thermal performance is found for test case W10-1s. However, it has to be pointed out, that the offset to next best configuration is reduced for an increasing Reynolds number. However, all test cases with a dimensionless rib height of $e/D_h = 0.02$ perform better compared to a one-sided ribbed channel with higher ribs like test case L-V10-1s. For test cases W10-1s and W5-1s, the heat transfer data on the rib itself is also available. Therefore, the additional surface area and the heat transfer on the rib can be included into the assessment of the cooling performance. The thermal performance of the test cases with and without considering the heat transfer data on the rib itself is presented in Fig. 4.48. For both test cases, including the heat transfer data on the rib leads to an increased thermal performance. Due to the higher amount of additional surface area of test case W5-1s, where the rib spacing is denser, the increase in thermal performance is more intense. Overall, the thermal performance of the investigated W-shaped rib configurations is very similar, if the heat transfer data on the rib is considered. It depends on the demands of the combustor design, whether a somewhat lower pressure penalty or a higher heat transfer enhancement is preferred.

As mentioned in the introduction, the design of a backside cooled combustor wall has special demands. In some cases the overall pressure loss of the combustor component is the limiting parameter in other cases a minimum level of heat transfer enhancement must be achieved to realize a stable and proper convective cooling concept. Due to this,
it is not always possible to choose the rib configuration with the best thermal performance.

To find possible candidates for further studies on ribbed channels, the pressure penalty increase based on test case V10-1s is presented in Fig. 4.49. With this figure the potential of changing the rib configuration from a kind of baseline rib configuration, which is test case V10-1s, to other test case configurations is revealed.
As seen from the figure, there is a nearly linear increase of the pressure penalty for test cases with a rib pitch-to-height ratio of \( P/e = 10 \). In the case of reduced rib spacing, the pressure penalty increase is disproportionately high proceeding from test case W5-1s to WW5-1s. Due to this trend, it is not recommended to conduct further investigations on e.g. WWW-shaped ribs for a channel with an aspect ratio of \( AR = 2:1 \). Compared to test case V10-1s, the friction factor ratio can be reduced by changing the rib configurations to the presented rib configurations of test cases V5-1s or W5-1s.

![Graph showing area-averaged Nusselt number ratio increase based on test case V10-1s at \( Re_D \sim 450K \)](image)

*Fig. 4.50: Area-averaged Nusselt number ratio increase based on test case V10-1s at \( Re_D \sim 450K \)*

In Fig. 4.50, the heat transfer augmentation increase is presented based on test case V10-1s. With all test cases, except for test case V5-1s, the level of heat transfer enhancement can be elevated. It is interesting to note, that there is a linear increase for test cases with smaller rib spacing, whereas the heat transfer augmentation could not be increased proceeding from test case W10-1s to test case WW10-1s.

From all discussed trends and results, test case W10-1s and test case W5-1s seem to provide an efficient cooling geometry for backside cooled combustor walls with an aspect ratio of 2:1 at high Reynolds numbers.
5 Dimples

As mentioned in the introduction, there have been various investigations on channels with dimpled surfaces. To date, the author is aware of only one study [33], which considers the typical conditions found in backside cooled combustor walls.

For the design aspect of backside cooled combustor walls, it is of interest to know, if a dimpled surface has superior or inferior cooling abilities compared to channels with ribbed surfaces.

The purpose of this chapter is to provide pressure loss and heat transfer data of a channel equipped with one dimpled surface. As a candidate, a configuration, which was investigated by Burgess et al. [9], is chosen and the Reynolds number range typical for combustor liner cooling is considered. In addition, the effect of reducing the channel height on the pressure losses and heat transfer augmentation is investigated.

Fig. 5.1: Dimple pattern

5.1 Dimples with H/D = 4

In the first set of numerical and experimental studies of dimpled surfaces, the channel cross section was set to 400x200 mm². With this configuration the mean velocity level within the investigated Reynolds number range and the dimensions of the channel cross section is similar to the test cases with ribs. The dimpled surface simply replaces the ribbed channel wall. The arrangement of the dimples and the dimensions of the dimple pattern are presented in Fig. 5.1. The parameters of test case Dimple HD4 are available
in Table 5.1. The dimpled channel length-to-hydraulic diameter ($l/D_h$) is 3 for test case Dimple HD4. A minimum of five periodic segments are located in front of the measurement region, to provide nearly periodic flow conditions.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Aspect Ratio</th>
<th>H/D</th>
<th>δ/D</th>
<th>No. of Dimpled Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimple HD4</td>
<td>2:1</td>
<td>4</td>
<td>0.2</td>
<td>1</td>
</tr>
</tbody>
</table>

Numerical computations have been conducted together with experiments using the transient measurement technique. A periodic segment of the dimpled test section is isolated and a block-structured grid is created. The grid and the total number of nodes are presented in Fig. 5.2.

A literature research indicated, the numerical prediction of the velocity field close to the dimpled channel wall is assumed to be more sensitive compared to the cases with ribs placed on one channel wall only. In addition, the anticipated vortices, which are one reason for heat transfer augmentation, are expected to be more complex and smaller in size. Therefore, the chosen turbulence model should be able to calculate these vortices accurately to allow a prediction of the velocity field and the resulting heat transfer enhancement. It is doubtful, whether the standard k-ε turbulence model is capable of dealing with such a flow type, due to the assumption of isotropic turbulence. Therefore, the numerical computations are also conducted using the Reynolds Stress Model (RSM) to account for the effects of anisotropy.
5 Dimples

Velocity field

Within this section, the general flow structures of a channel with one dimpled channel wall at high Reynolds numbers are described. The flow characterization is commenced with the computational mean velocity profile of test case Dimple HD4 as presented in Fig. 5.3. Here, the general velocity distribution from the numerical computations of the standard k-ε and the RSM model are shown.

As with the WW-shaped rib test cases, the maximum mean velocity is shifted towards the smooth channel wall opposite to the dimpled bottom wall. The mean velocity profile reminds the observer of a typical distribution found for a channel with one roughened channel wall. In this illustration, no significant differences between the two turbulence models can be identified. Both turbulence models predict a similar mean velocity profile.

Contour plots of the X-Vorticity slightly above and within the dimple are presented in Fig. 5.4. As stated in [19], this variable is a measure of rotation of a fluid element as it moves in the x-direction of the flow field. High positive values are a sign of clockwise fluid element rotation and high negative values indicate a counterclockwise rotation. Around the location of a X-Vorticity peak a vortex center can be assumed. Therefore, the contour plots of the X-Vorticity should provide a reasonable indication, whether the turbulence models are capable to predict small sized vortices.

Following the sequence of figures from top to bottom, the contour plots are moved through a dimple along the main flow direction. For both models, it can be observed that once the beginning of the dimple is reached higher levels of X-Vorticity are created. This is mainly due to the inflow into the dimple from regions next to the surface indentation.
Fig. 5.4: X-Vorticity contour plots of test case Dimple HD4 at $Re_D \sim 130K$
In the case of using the standard k-ε turbulence model, the two separate regions of higher X-Vorticity remain attached to the surface. Once the dimple is passed, the region of higher X-Vorticity disappears. For all figures, no regions of higher X-Vorticity could be detected away from the dimpled surface. And as a consequence the discharge of vortices into the main air flow is not predicted by the skε turbulence model.

Using the RSM turbulence model, a different situation is observed. The regions of higher X-Vorticity are separated from the dimple surface. Also, the rotation does not disappear completely as the rear part of the dimple is reached, even though the overall strength is significantly reduced. For a limited distance, the rotating cells are ejected out of the dimple and manage to enter the main air flow. Due to these observations, it is advantageous to use the RSM turbulence model for further discussions, because the prediction of vortex motion close to the dimpled surface seems to be similar to the situation described in literature [41].

**Dimple HD4 (RSM):**

![Flow situation of test case Dimple HD4 close to the dimpled wall at Re_D ~ 130K](image)

Fig. 5.5: *Flow situation of test case Dimple HD4 close to the dimpled wall at Re_D ~ 130K*

To obtain a more detailed view on the flow field close to the dimpled wall, stream traces of test case Dimple HD4 are presented in Fig. 5.5. Looking at the upper plot, where a cross section through a dimple is shown, the typical flow features can be identified. Once the air flow close to the surface reaches the beginning of the dimple, the flow detaches. It takes approximately two-thirds of the dimple diameter until the stream traces are diverted and a recirculation zone is established. This is accompanied by a significant reduction of the mean velocity. From a heat transfer point of view, the formation of a recirculation zone, where a cooling flow is temporarily trapped and where the local velocity levels are low, leads to lower levels of heat transfer augmentation. Stream traces, which are located slightly above the surface at the beginning of the dimple, are not trapped in the recirculation zone. This portion of
cooling mass flow is diverted into the rear part of the dimple, where the fluid flow reattaches. Therefore, higher levels of heat transfer enhancement should be observed in the rear part of the dimple. Additionally, the acceleration of the fluid flow around the trailing edge of the dimple improves the heat transfer rate.

Looking from above on the dimpled surface, the influence of vortex rotation on the course of the stream traces is observable. Stream traces, which touch these regions of higher rotation, are affected. Close to the leading edge of the dimple, stream traces located slightly above the dimpled surface are shifted towards the dimple center. Close to the trailing edge this trend is inverted. The stream traces are diverted away from the dimple center. It is noticeable that stream traces, which enter the recirculation zone inside the dimple close to the center, are ejected away from the dimple center.

As a result of the numerical computation it can be stated that regions of higher X-Vorticity affect the stream traces, but the effect is too low to create vortices. Once the next dimple row is reached, the influence of the previous dimple row is nearly undetectable. Further, the mean flow is influenced to a smaller extent.

**Friction factor**

The friction factor ratios of test case Dimple HD4 are presented in Fig. 5.6. Literature data is added for comparison with the present data. It has to be mentioned that the geometrical parameters of the published configurations do not match entirely with the current test case.

Compared to the friction factor ratios of all ribbed configurations, the friction factor ratio level of test case Dimple HD4 is lower. For test case V10-1s friction factor ratios
started at $f/f_0 \approx 3$. This level is not reached by the dimpled surface, even for the highest Reynolds numbers.

Due to convergence problems of the numerical computations at higher Reynolds numbers, numerically obtained data could only be obtained for the smaller Reynolds number range. Compared to the ribbed test configurations, where the computational results were found to underestimate the experimental data, an extrapolation of the numerically obtained data shows sufficient agreement.

To compare the numerically and experimentally obtained values, data provided in literature is consulted. The three test cases with a varying dimensionless channel height, which is normalized by the dimple diameter and is lower than for test case Dimple HD4, appear to result in a similar level of friction factor ratios. From the literature data it can not be clarified, if the reduction of the dimensionless channel height leads to a general trend to the overall pressure loss level. This issue is discussed in a later section.

**Heat transfer enhancement**

The flow features observed in the simulations close to the dimpled wall and inside the dimples determine the distribution of the local heat transfer enhancement. A slice, showing the heat transfer enhancement values along the channel mid-plane, is presented in Fig. 5.7.

![Distribution of Nusselt number ratio of test case Dimple HD4 at ReD ~ 130K for mid-plane](image)

**Fig. 5.7:** Distribution of Nusselt number ratio of test case Dimple HD4 at $Re_D \sim 130K$ for mid-plane

In this figure, experimental data is presented together with the data from the simulation. They are obtained by applying the standard k-$\varepsilon$ and the RSM turbulence model. Additionally, the local heat transfer enhancement, as experimentally determined by Mahmood et al. [41], is shown. As with the discussion of the friction factor, the parameters of the published configurations do not match entirely with the current test
case, but due to the lack of adequate literary sources the data provided by Mahmood et al. [41] is consulted.

Due to the reattachment of the flow close to the trailing edge of the dimple and due to the accelerating flow over the dimple’s trailing edge, the heat transfer enhancement increases. Outside of the dimple, a decline of the heat transfer augmentation can be observed. This is related to the increase of the thermal boundary layer thickness. The decline remains unchanged until the next dimple is reached. As a result of the recirculation zone, the heat transfer enhancement level is reduced significantly. The lowest levels of heat transfer augmentation are found close to the leading edge inside the dimple.

Comparing the numerically and experimentally obtained distributions, the application of the RSM turbulence model seems to provide the closest prediction of the experimental trends. The heat transfer enhancement distribution, which is determined by the recirculation zone, is predicted appropriately according to the findings of the experiment. The standard k-ε turbulence model was not able to achieve a similar
distribution in the same location. Again, the RSM turbulence model provides superior results and therefore should be used for this type of channel flow.

Looking at the data set, which was published by Mahmood et al. [41], it is noted that the qualitative local heat transfer enhancement distribution is similar to the experimental data. A similar level of heat transfer augmentation is reported for the area in front of the trailing edge. Even the reported peak value matches the experimental data. For all other regions, the values provided by Mahmood et al. [41] for a Reynolds number of 19,000 are found to be above the measured data of the present study.

The experimental and numerical local heat transfer ratios of test case Dimple HD4 are presented in Fig. 5.8. In contrast to the ribbed configurations, where an increase of the Reynolds number leads to a decreasing heat transfer enhancement peak, this is not observed in the case of a dimpled channel wall. Furthermore, the variation of the Reynolds number seems to have nearly no influence on the heat transfer enhancement for the high Reynolds numbers investigated. Altogether, the overall heat transfer enhancement level is lower compared to the situation found for ribbed channel walls. For the dimpled surface, the maximum local Nusselt number ratios are reported to be around three times higher as for the heat transfer of a smooth channel wall.

![Fig. 5.9: Area-averaged Nusselt number ratios of test case Dimple HD4 and data from literature](image)

To show the global heat transfer augmentation of test case Dimple HD4 and to compare it with data found in literature, the area-averaged Nusselt number ratios are presented in Fig. 5.9. The numerical computations using the RSM model are included and shown to underpredict the experimental data somewhat.

To compare the experimental and numerical results with previous studies, data found in literature is provided in Fig. 5.9. Within this chart, the presented data has been obtained using a similar experimental method, which is the transient liquid crystal measurement.
technique. Moon et al. [44] conducted a study on dimpled surfaces. The dimensionless dimple-depth was $\delta/D = 0.19$, which is similar to the configuration of the present study and the Reynolds number varied between 30,000 and 54,000. A heat transfer enhancement of around 2.2 was reported. In the present study, the heat transfer enhancement level is around 1.6.

Chyu et al. [15] investigated dimpled channels with a dimensionless dimple-depth of $\delta/D = 0.25$ and for a Reynolds number range from 15,000 up to 35,000. Burgess et al. [8], who varied the dimensionless dimple-depth between $\delta/D = 0.1$ and $\delta/D = 0.3$, reported that the effect of having a deeper dimple is an increased heat transfer enhancement. As a consequence, it can be assumed, that with a reduced dimple-depth within the study of Chyu et al. [15] the heat transfer enhancement would be lower. But still, the heat transfer level would be around two times higher than for a smooth channel. Burgess et al. [8] reported a heat transfer enhancement of around two for a dimensionless dimple-depth of $\delta/D = 0.2$. In their study, the area-averaged heat transfer enhancement was averaged over the channel center only, which neglects the lower heat transfer enhancement levels close to the smooth channel side wall. Therefore, the area-averaged Nusselt number ratios of the center part only are also presented in Fig. 5.9. For the present study, this increases the area-averaged Nusselt number ratios by approximately 15%.

In general, the data found in literature shows higher levels of heat transfer augmentation as presented in Table 5.2. The heat transfer enhancement for dimpled surfaces with a dimensionless dimple depth of $\delta/D = 0.2$ is reported to be at minimum 1.8 times higher than for a smooth channel wall. However, the investigated Reynolds number range in studies found in literature is too low to appropriately compare results. In the present study, this level of heat transfer augmentation could not be observed. If only the centre part of the dimpled surface is considered, the resulting heat transfer enhancement remains around 1.75.

| Table 5.2: Reported Nusselt number ratios for dimpled surfaces |
|---|---|---|---|---|---|
| Reference | Aspect Ratio | H/D | $\delta/D$ | $Re_D$ | Measurement technique |
| Dimple HD4 | 2:1 | 4 | 0.2 | 95K - 500K | transient technique with TLCs |
| [44] | 16:1 | 0.35 | 0.19 | 12K - 60K | transient technique with TLCs |
| | 7.4:1 | 0.76 | | | |
| | 5.1:1 | 1.11 | | | |
| | 3.8:1 | 1.46 | | | |
| | 4:1 | 0.3 | | | steady technique with infrared camera |
| [8] | 1 | 0.2 | 21K - 124K | | 2.5 - 2.6 |
| | | 0.1 | | | 1.8 - 2.0 |
| | 4:1 | 2 | 0.3 | 5K - 40K | steady technique with copper plates |
| [22] | | | | | 1.6 - 2.2 |
5.2 Dimples with H/D = 0.5, 1, 2

Within this section, the effect of a reduced dimensionless channel height is investigated. As a possible reason for the significant difference of the heat transfer enhancement data between literature (H/D in the range of H/D = 1.46 and H/D = 0.35) and the present study, the dimensionless channel height is successively reduced. To do so, spacers, which have been described in chapter 2.2, are used in the test section. A picture of the implemented spacers is given in Fig. 5.10 for test case Dimple HD1.

![Dimple HD1: spacer](image)

**Fig. 5.10: Picture of test case Dimple HD1 with implemented spacers**

The parameters of the investigated test cases are presented in Table 5.3. Due to the channel height variation, the minimum dimpled channel length-to-hydraulic diameter (l/D_h) with a constant channel cross section is 5 for test case Dimple HD2. Again, a minimum of five periodic segments are located in front of the measurement region, to provide nearly periodic flow conditions.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Aspect Ratio</th>
<th>H/D</th>
<th>8/D</th>
<th>No. of Dimpled Walls</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dimple HD2</td>
<td>4:1</td>
<td>2</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>Dimple HD1</td>
<td>8:1</td>
<td>1</td>
<td>0.2</td>
<td>1</td>
</tr>
<tr>
<td>Dimple HD0.5</td>
<td>16:1</td>
<td>0.5</td>
<td>0.2</td>
<td>1</td>
</tr>
</tbody>
</table>
Friction factor

To evaluate the influence of reducing the dimensionless channel height on the overall pressure loss, the friction factor ratios of test cases with a dimpled surface are presented in Fig. 5.11. From this figure, it is noticed, that reducing the dimensionless channel height H/D leads to an increased friction factor ratio for a given Reynolds number.

Looking at the data found in literature, an extrapolation of the measured friction factor ratios of the present study would meet the data points found in literature. Burgess et al. [8] reported that the friction factor ratio is relatively independent of the Reynolds number and the channel height. In contrast to this study, where no dimensionless channel height effect is reported, the influence of the channel height on the friction factor ratios can obviously not be neglected for the investigated Reynolds number range of the present study.

![Friction factor ratios \( \frac{f}{f_0} \) of test cases with dimpled surface and data from literature](image)

Heat transfer enhancement

In this section, the effect of a reduced dimensionless channel height on the heat transfer augmentation is described. Therefore, the area-averaged Nusselt number ratios are presented in Fig. 5.12.

The present data reveals that all investigated test configurations with dimples on one channel wall provide a similar level of heat transfer enhancement on the dimpled wall. The heat transfer augmentation level could not be enhanced significantly by reducing the dimensionless channel height. Similar findings were reported by Moon et al. [44], who varied the dimensionless channel height between H/D = 1.46 and H/D = 0.35. In their study, it was concluded to observe an effect of the channel height on the heat transfer enhancement, the channel height has to be of the order of the dimple depth.
From this observation, it can be stated, that for the present study a variation of channel height has no effect on the heat transfer enhancement in the investigated Reynolds number range.

Fig. 5.12: Area-averaged Nusselt number ratios of test cases with dimple surfaces and data from literature

5.3 Conclusions on Dimples

Experiments and numerical computations on dimpled surfaces are presented in this study. In a first set of investigations, the test channel cross section is kept constant compared to the ribbed test configurations.

The numerically obtained mean velocity profiles revealed that the overall distribution is similar to the mean velocity profile found for a channel with one roughened wall. Similar findings have been reported for WW-shaped ribbed channels. Compared to the ribbed test channel, no large-scale secondary flow features could be detected for channels with a dimpled surface.

The influence of the chosen turbulence model on the numerical computations has been investigated. A plot of the X-Vorticity close to the dimpled surface reveals that only the RSM turbulence model is able to realize vortex cells, which are capable of detaching from the dimpled surface and penetrate the air flow above the dimpled surface. To initiate secondary flow structures, the energy level of those cells is thought to be to low. Therefore, the stream traces above the dimpled surface are shifted only slightly. For Reynolds numbers above Re_D~130K, the numerical computations had convergence problems.

Test case Dimple HD4 reveals the lowest pressure losses measured within the present study. Here, the results of the numerical computations using the RSM turbulence model
agree well with data measured in experiments and with data found in literature. For the investigations on heat transfer, a different situation is found. Again, numerical prediction and experimental measurements show a similar level of heat transfer enhancement. Compared to data found in literature, the reported level of heat transfer augmentation is lower. It must be mentioned, that the available data base is too limited to allow a final assessment of the results applicable to the conditions typically found in backside cooled combustor walls. A slice of the local heat transfer enhancement data along the mid plane on the dimpled surface shows that, compared with data found in literature, the qualitative characteristics are captured well by the numerical and experimental study.

![Diagram](image)

**Fig. 5.13**: Experimentally obtained heat transfer augmentation plotted over friction factor ratio for the presented ribbed test configurations and test case Dimple HD4

Further investigations revealed that the dimensionless channel height has no effect on the level of heat transfer enhancement within the investigated parameter range. A reduction of the dimensionless channel height is to increase the pressure losses.

As for the ribbed test cases, the experimentally obtained heat transfer augmentation of test case Dimple HD4 is plotted over the friction factor ratio and presented in Fig. 5.13.

For a combustor design, where a high heat transfer enhancement is needed, the dimpled channel wall is not able to compete with ribbed geometries. But due to the lower friction factor ratios, the dimpled channel is still an interesting alternative to ribbed channels in situations, where lower levels of heat transfer enhancement are sufficient to provide the desired cooling and the design is directed towards low pressure losses.
6 Hemispheres

An alternative approach to enhance the heat transfer level using small hemispheres added onto the channel wall is described in this section. Due to their small spatial dimension this convective cooling technique is not considered to initiate large-scaled secondary flow features. Therefore, this cooling technique belongs in the category of heat transfer enhancement due to roughness elements.

6.1 Hemispheres with $L/d_0 = 2, 3, 4, 5$

Within this study, the elements have a diameter of $d_0 = 10$ mm. To characterize the distribution of the hemispheres a dimensionless parameter is used. This parameter is defined by dividing the distance between two hemispheres $L$ with the diameter of one hemisphere $d_0$. For the investigated test cases, this dimensionless parameter is gradually reduced from $L/d_0 = 5$ to $L/d_0 = 2$. A reduction of $L/d_0$ means that the roughness density is increased. The dimensionless roughness height-to-hydraulic diameter is kept constant at $k/D_h = 0.019$. The test case configurations of the investigated channels with hemispheres are presented in Table 6.1. The definition of the hemisphere parameters and the hemisphere pattern is shown in Fig. 6.1.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Aspect Ratio</th>
<th>$L/d_0$</th>
<th>$k/d_0$</th>
<th>No. of Walls With Hemispheres</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hemi 50</td>
<td>2:1</td>
<td>5</td>
<td>0.019</td>
<td>1</td>
</tr>
<tr>
<td>Hemi 40</td>
<td>2:1</td>
<td>4</td>
<td>0.019</td>
<td>1</td>
</tr>
<tr>
<td>Hemi 30</td>
<td>2:1</td>
<td>3</td>
<td>0.019</td>
<td>1</td>
</tr>
<tr>
<td>Hemi 20</td>
<td>2:1</td>
<td>2</td>
<td>0.019</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 6.1: Hemisphere pattern
To obtain additional insight on the actual hemisphere distribution, a picture of each test case is presented in Fig. 6.2. The total channel length, where the channel is covered with hemispheres, is based on the hydraulic diameter and expressed in a dimensionless channel length-to-hydraulic diameter ratio ($l/D_h$). This factor is 1.5 for test case Hemi 20 and 3 for all other test cases with hemispheres. Due to this, it is ensured that a minimum of five periodic segments are located in front of the measurement region.

As can be noticed by looking at the pictures of the different hemisphere test cases, the total number of hemispheres is gradually increased, if the dimensionless roughness parameter is reduced. The total surface area between the different test cases is not similar. For test case Hemi 20, the highest amount of additional surface area is found.

In addition to the transient liquid crystal measurement method, with which spatially resolved heat transfer coefficients are resolved, numerical computations are conducted to provide details of the velocity field. A periodic segment of the test channel, which is roughened with hemispheres on one channel side wall, is meshed as presented in Fig. 6.3 together with the total number of nodes.

From the experience derived from the numerical computations of the dimpled channel, only the Reynolds Stress Model (RSM) is used. Compared to the dimples as described in the previous chapter, the roughness elements in the present investigations are smaller in size. Therefore, the expected vortex structure, which is generated by the hemispheres, is assumed to be smaller in size and strength. For this reason, the standard k-ε turbulence model is considered to be inappropriate for numerical computations.
Velocity Field

As a result of the numerical computation, details on the flow field situation of channels with hemispheres on one channel wall are obtained. The computational mean velocity profile of test case Hemi 30 is presented in Fig. 6.4.

Looking at the computed mean velocity profile of the channel cross section, no major secondary flow features can be detected. The velocity distribution is comparable with a mean velocity profile of a channel with smooth channel walls only. As for a smooth channel, the position of the maximum mean velocity is located in the center of the wall with hemispheres.

Fig. 6.3: Grid and number of nodes for test case Hemi 30

Fig. 6.4: Computational mean velocity profiles of test case Hemi 30 at $Re_D \sim 130K$
channel cross section. Due to relatively low blockage of the hemispheres, the velocity profile close to the hemispheres is shifted only slightly. Therefore, the comparatively small hemispheres have no major influence on the velocity profile of the core flow.

For the flow field situation close to the channel wall with hemispheres, a more detailed view is given in Fig. 6.5.

**Hemi 30 (RSM):**

As can be noticed by looking from the top onto the channel wall with hemispheres, the flow in front of a hemisphere decelerates. As the flow approaches a hemisphere, the flow field is diverted around the hemisphere. Close to the position, where the maximum blockage of the hemisphere is reached, the flow field detaches forming a recirculation zone directly behind the hemisphere. This recirculation zone is predicted to have a spatial dimension of less than one hemisphere diameter. About two diameters downstream of the hemisphere, the streamtraces are again well aligned with the main flow direction of the core flow.

Looking at the streamtraces slightly above the hemispheres, it is observed that the streamtraces are only slightly diverted by the hemispheres. Therefore, the interaction between core flow and flow close to the hemispheres is considered to be low.

**Friction Factor**

The friction factor ratios $f/f_0$ of the investigated test cases with hemispheres on one channel wall are presented in Fig. 6.6. As can be seen, the friction factor ratios of all test cases rise with increasing Reynolds number. Among the present test cases, test case Hemi 50 results in the lowest pressure losses. Here, the friction factor ratio varies between $f/f_0 \approx 1.7$ and $f/f_0 \approx 2.2$. As a consequence, the friction factor ratio of test case Hemi 50 stays below the given results of test case Dimple HD4, a channel with a dimpled surface. Those results have been reported in chapter 5.
Compared to test case Hemi 50, the roughness densities of test case Hemi 40 is increased. This leads, for a given Reynolds number, to a slightly higher friction factor ratio. Increasing the roughness densities even further, as done for test case Hemi 30, the friction factor ratio is again higher for a given Reynolds number compared to test cases Hemi 40 and Hemi 50. Still, the highest friction factor ratio of test case Hemi 30 is around $f/f_0 \approx 2.5$. The numerical computation of test case Hemi 30 at a Reynolds number of $Re_D \approx 130K$ resulted in a friction factor ratio of 1.4, which underpredicts the experimental data. It proved to be difficult to obtain converged numerical computations for higher Reynolds numbers or closer roughness spacings.

The reported friction factor ratio for a given Reynolds number of test case Hemi 20, which has the highest roughness density within this study, is higher than for all other test cases with hemispheres. The friction factor ratio varies between $f/f_0 \approx 2.4$ and $f/f_0 \approx 3.4$. Looking at the four test cases with hemispheres, the offset between the friction factor ratios of test case Hemi 20 and Hemi 30 is much higher than between the other test cases. The friction factor ratio seems to be more similar for a roughness densities below $L/d_0 = 3$, whereas a further reduction of $L/d_0$ leads to a stronger increase of the friction factor ratio.

**Heat transfer enhancement**

After the velocity field and the friction factor ratios have been discussed, the local distribution of the experimentally obtained heat transfer enhancement for two different Reynolds number is presented in Fig. 6.7.

Looking at each test case separately, the local heat transfer distribution for the two different Reynolds numbers is similar, expect for the surfaces close to the smooth
channel sidewall. Here, the heat transfer enhancement is slightly higher for a Reynolds number of $Re_D \approx 450K$.

![Image of experimental local heat transfer ratios of test cases with hemispheres](image)

**Fig. 6.7:** Experimental local heat transfer ratios of test cases with hemispheres

It is noticeable that the local heat transfer enhancement patterns on the hemispheres themselves are similar for all test cases and Reynolds numbers. Clear differences between the test cases are only observable for a variation of the roughness density. For test case Hemi 50, the presence of a hemisphere enhances the heat transfer slightly before and behind the hemisphere. This region behind the hemisphere is of the size of two times the hemispheric diameter, in which heat transfer enhancement levels of around two times the heat transfer enhancement of a completely smooth channel are reached. Further downstream, the heat transfer enhancement drops to levels of heat transfer enhancement of $Nu_R/Nu_0 \approx 1$. Similar findings have been reported by Chyu and Natarajan [14], who investigated the local heat transfer distribution of single roughness elements including a hemisphere.

The main idea of increasing the roughness density is to condense those areas on the roughened channel wall, on which the hemispheres augment the heat transfer. Additionally, the overall surface area is increased as the total number of hemispheres is raised. For test case Hemi 50, the overall surface area is raised by only 3% compared to a smooth channel wall. In the case of test case Hemi 40 and Hemi 30, the overall area is increased by 5% and 8%, respectively. The largest area increase within this study is found for test case Hemi 20. Here, the surface area is increased by 19%.
In Fig. 6.8 the distribution of the Nusselt number ratio for the test cases with hemispheres for the channel mid-plane is presented. It is interesting to note, that reducing the distance between two successive hemispheres leads to a decline of the heat transfer augmentation. The maximum level of heat transfer enhancement downstream of the hemisphere is lower as the roughness density is increased.

On one side, the overall surface area is increased, which has a positive impact on the heat transfer situation. On the other hand, the level of maximum heat transfer enhancement behind the hemisphere is lowered as the distance between the hemispheres is reduced. It is assumed, that this is mainly caused by the growing interaction due to the denser roughness element spacing.

![Fig. 6.8: Distribution of Nusselt number ratio of test cases with hemispheres at \( \text{Re}_D \approx 450K \) for mid-plane](image)

To reveal the impact of the overall area increase and the different heat transfer situations between the hemispheres on the cooling performance, the area-averaged heat transfer enhancement is presented in Fig. 6.9.

As for ribbed and dimpled channels, which have been discussed in previous chapters, the heat transfer enhancement shows a constant behaviour for an increasing Reynolds number at these high Reynolds number conditions.

It is noticeable, that test case Hemi 50 provides the lowest level of overall heat transfer enhancement. Here, the heat transfer enhancement is only around 1.3 times higher than for a smooth channel. Looking at test case Hemi 40 and Hemi 30, the area-averaged heat transfer enhancement is slightly higher. Also in these cases, the heat transfer enhancement stays below 1.5 times the heat transfer enhancement of a smooth channel. The numerical computation of test case Hemi 30 at a Reynolds number of \( \text{Re}_D \approx 130K \)
resulted in an area-averaged heat transfer enhancement of 1.2 and, therefore, underpredicts the experimentally obtained data.

Test case Hemi 20 provides the highest overall heat transfer enhancement. A major reason for the offset to the heat transfer enhancement values of test case Hemi 30 is that test case Hemi 20 occupies the highest overall surface increase. Additionally, the total number of hemispheres is significantly increased compared to the other test cases. This has a positive impact on the heat transfer enhancement, because the local distribution of the heat transfer enhancement on the hemispheres revealed high levels of heat transfer enhancement on the surface parts, which are facing upstream.

In another study, Hosni et al. [29] provided experimentally obtained data on the heat transfer enhancement of uniformly distributed roughness elements in a developing turbulent boundary layer. In their study, the Reynolds number range varied between $Re_D \sim 67K$ and $Re_D \sim 740K$. They reported that the level of heat transfer enhancement for a dimensionless parameter of $L/d_0 = 4$ augments the heat transfer enhancement by +25% compared to a smooth channel. For a dimensionless parameter of $L/d_0 = 2$, the level of heat transfer enhancement was found to be 1.75 times higher than for a smooth channel. These findings are in good agreement with the reported data of this study.

![Graph](image)

*Fig. 6.9: Area-averaged Nusselt number ratios of test cases with hemispheres*

### 6.2 Conclusions on channels with hemispheres

Experimental studies and numerically computations of channels with hemispheres on one channel wall are presented in this study. The influence of a varying roughness density on the friction factor ratio and the heat transfer enhancement is investigated.
From the detailed flow field obtained with the numerical computation, it is assumed, that no major secondary flow features are introduced by the hemispheric roughness elements. The impact on the main channel flow is considered to be low.

For the four different test cases, it could be demonstrated that the friction factor ratio and the heat transfer enhancement increase with a closer spacing of the roughness elements. As a result of the higher roughness density, the total number of roughness elements increases. For the thermal transport, this has a positive impact on the area-averaged heat transfer. On those parts of the hemispheres, where the approaching flow field stagnates, the local heat transfer enhancement is a maximum. Additionally, higher numbers of roughness elements add additional surface area to the channel wall. Otherwise, the local heat transfer enhancement between the hemispheres is reduced as the spatial distribution of the hemispheres becomes denser.

In Fig. 6.10, the experimentally obtained heat transfer augmentation of test case Hemi 20 is plotted over the friction factor ratio together with data from ribbed and dimpled channels to assess the cooling performance of channels with hemispheres on one channel wall.

As can be noticed from this chart, test case Hemi 20 provides higher levels of heat transfer as the test case Dimple HD4. Simultaneously, the pressure losses are slightly higher. Due to the lower pressure losses of test case Dimple HD4, this configuration performs just as well as test case Hemi 20 in convectively cooled combustor walls. Again, it has to be pointed out, that configurations such as test case Dimple HD4 are preferred only in situations, where a lower demand of heat transfer enhancement is sufficient in the design process of a backside cooled combustion chamber wall and the focus is rather on small overall pressure losses. Here, it should be taken into account,
that a wall with dimples will reduce the local combustor liner wall thickness, which is not the case with hemispheres.
7 Conclusions

Within this study, experimental and numerical investigations of convective cooling configurations for gas turbine combustors are conducted. The main goals of these investigations were to provide data on pressure loss and heat transfer enhancement for the different convective cooling configurations at conditions typically found on backside cooled combustion chamber walls.

There are several ways to enhance the convective heat transfer on a channel wall at high Reynolds numbers. First, the widely-used rib turbulators should be considered for an appropriate cooling design. Also, the possibility of dimpled surfaces or uniformly distributed roughness elements is considered.

For each group of convective cooling configurations, detailed conclusions are presented at the end of the respective chapter. Therefore, only the main conclusions of this study are summarized in this chapter.

For ribbed channels, it could be demonstrated that a reduction of the dimensionless rib height based on the hydraulic diameter $e/D_h$ leads to lower pressure penalties. For practicable reasons originating with the casting process of a combustor wall, there is a lower limit of the dimensionless rib height. Ribbed channels with a dimensionless rib height of $e/D_h = 0.02$ as used for most ribbed test cases within this study are feasible. At the same time, the design requirement to produce moderate pressure losses is satisfied.

Comparing data of one-sided ribbed and two-sided ribbed channels, it could be revealed, that there is an influence on the pressure loss and heat transfer enhancement. It is recommended, not to directly use investigations and correlations of two-sided ribbed channels for the design of one-sided ribbed channels.

The numerical computations on channels with V-shaped, W-shaped and WW-shaped ribs, underpredicted the experimental data, but the general trends are captured. In this study, the commercial tool FLUENT™ is used, which solves the Reynolds-averaged Navier Stokes equations together with a standard k-ε turbulence model. This approach is considered to be appropriate during the preliminary industrial design process.

In general it can be noted that for similar rib height and rib spacing the friction factor ratio tends to increase as the rib geometry becomes more complex. V-shaped ribs show lower pressure loss compared to W-shaped or WW-shaped ribs. If the rib spacing is reduced from a rib pitch-to-height of $P/e = 10$ to $P/e = 5$, the friction factor ratio is lowered for V-shaped and W-shaped ribs. For WW-shaped ribs this trend is inverted.

For the W-shaped ribs, the heat transfer enhancement on the rib itself is reported. A reduction of the rib pitch seems to have no impact on the level of heat transfer enhancement on the rib itself. In combination with the heat transfer enhancement between two successive ribs, the heat transfer enhancement of W-shaped ribbed channel
walls is reported to produce three times higher levels of heat transfer enhancement than for a smooth channel wall.

In contrast to the test cases with V-shaped, W-shaped and WW-shaped ribs, no distinct main secondary flow features could be identified for dimpled channel walls and walls with uniformly distributed roughness elements. The vortices, which are generated by such elements, are smaller than and not as dominant as the secondary flow features found with V-shaped ribs. It could be demonstrated that for the numerical computation of such configurations, the turbulence model needs to be able capture the small scaled flow structures. It is recommended, to use a Reynolds Stress Model instead of the standard k-ε type turbulence model.

Table 7.1: Pros and Cons of selected test cases

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Pros and Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>W10-1s:</td>
<td>+ The highest heat transfer enhancements of around $\frac{\text{Nu}_R}{\text{Nu}_0}=2.8$ are obtained for this configuration.</td>
</tr>
<tr>
<td></td>
<td>+ If the heat transfer on the rib is considered, the heat transfer enhancement is enlarged to around $\frac{\text{Nu}_R}{\text{Nu}_0}=3.0$.</td>
</tr>
<tr>
<td></td>
<td>+ The best thermal performance is achieved.</td>
</tr>
<tr>
<td></td>
<td>- The friction factor ratio varies from $\frac{f}{f_0}=3.2$ to $\frac{f}{f_0}=6.3$.</td>
</tr>
<tr>
<td>W5-1s:</td>
<td>+ High heat transfer enhancements of around $\frac{\text{Nu}_R}{\text{Nu}_0}=2.4$ are realized for this configuration.</td>
</tr>
<tr>
<td></td>
<td>+ If the heat transfer on the rib is considered, the heat transfer enhancement is enlarged to around $\frac{\text{Nu}_R}{\text{Nu}_0}=2.8$.</td>
</tr>
<tr>
<td></td>
<td>+ The friction factor ratio varies from $\frac{f}{f_0}=3.8$ to $\frac{f}{f_0}=5.0$ and is lower compared to test case W10-1s.</td>
</tr>
<tr>
<td></td>
<td>- The thermal performance is slightly lower compared to test case W10-1s.</td>
</tr>
<tr>
<td>Dimple HD4:</td>
<td>+ Low friction factor ratios of below $\frac{f}{f_0}=2.5$ are realized.</td>
</tr>
<tr>
<td></td>
<td>- The heat transfer enhancement of around $\frac{\text{Nu}_R}{\text{Nu}_0}=1.6$ is comparatively low.</td>
</tr>
<tr>
<td></td>
<td>- The wall thickness of the combustion chamber is reduced.</td>
</tr>
<tr>
<td>Hemi 20:</td>
<td>+ Low friction factor ratios of below $\frac{f}{f_0}=3.4$ are realized.</td>
</tr>
<tr>
<td></td>
<td>- The heat transfer enhancement of around $\frac{\text{Nu}_R}{\text{Nu}_0}=1.9$ is comparatively low.</td>
</tr>
</tbody>
</table>

Compared to ribbed channels, low levels of pressure loss can be achieved with dimpled surfaces and surfaces with hemispheres. At the same time, the level of heat transfer
enhancement of the investigated configurations stays below the results of the ribbed test cases except for test case V5-1s.

For the dimpled test cases, a variation of the channel height had no influence on the heat transfer enhancement in the investigated parameter range. Only the pressure loss increases as the channel height is reduced.

In the case of channel walls, which are equipped with uniformly distributed hemispheres, the pressure loss and the heat transfer enhancement increases as the spacing between the roughness elements is reduced.

For the design process of backside cooled combustion chamber walls, the range of the investigated test cases offers the possibility to find adequate convective cooling configurations for different design demands. In situations where the friction factor is the limiting parameter, dimpled walls prove to be an interesting alternative to ribbed channels. If thermal performance is the desired design parameter, W-shaped ribs is the better choice in channels with an aspect ratio of AR = 2:1 and at high Reynolds numbers.

The conclusions are completed with a breakdown of the pros and cons of selected test cases, which are considered to be promising candidates for a convectively cooled combustion chamber wall. This overview is presented in Table 7.1.
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Appendix

A PIV measurement

As described in chapter 4.6, the mean velocity profiles from the numerical computation of test cases WW10-1s and WW5-1s show differences compared to the mean velocity profile of test cases with W-shaped ribs. In the case of WW-shaped ribs, the main part of the core flow is shifted towards the smooth channel wall opposite to the ribbed channel wall. A 2D-PIV measurement is conducted to support the numerically computed results.

Measurement technique

The 2D-PIV measurement technique is a non-invasive measurement method. Due to the nature of this measurement technique, two velocity components can be captured in a single experiment. For obtaining all three velocity components, a 3C-PIV measurement is required, which uses two CCD cameras instead of only one.

The basic idea behind this technique is briefly described in this chapter and well documented in literature (e.g. [36], [52]). Particles are inserted into the air flow assuming that their velocity is equal to the velocity of the surrounding flow field. A laser system is used to create a thin sheet of laser light at the measurement location. During an experiment, the CCD camera takes two pictures of the particles, which are illuminated by the pulsed laser light in a relatively short period of time. Knowing the
period of time between the two pictures and the displacement of the single particles, the velocity components can be calculated. The experimental setup is presented in Fig. A.1.

Within this study, two test cases are investigated with the 2D-PIV measurement technique. Those test cases are test case W10-1s and test case WW10-1s. The velocity components in x- and z-direction are obtained at a total of three measurement locations for the two test cases. The velocity component in y-direction could not be captured with the present measurement configuration. As a consequence, the mean velocity is derived by neglecting the velocity component in the y-direction. The differences compared to the true mean velocity are considered to be low. The sketch of the measurement locations is presented in Fig. A.2.

![Fig. A.2: Measurement positions 2D-PIV for test cases W10-1s and WW10-1s](image)

**Velocity field and profiles**

For test case W10-1s, the mean velocity profiles and the resulting streamtraces at the three measurement locations are presented in Fig. A.3. Additionally, numerically obtained data is provided.

At position 1 and 2 the streamtraces of the numerical computation reveal that the air flow is diverted towards the ribbed channel wall. This is in good agreement with the velocity profile provided by the 2D-PIV measurement. Proceeding from position 3 to position 1, the position of the maximum mean velocity is shifted towards the ribbed channel wall. This trend is also predicted correctly by the numerical computation. At position 3 of the experimental data, the streamtraces are diverted away from the ribbed channel wall, which is also predicted correctly by the numerical computation.
On the other hand, the position of the maximum mean velocity is found to be closer to the ribbed channel wall in the case of the numerical computation. Additionally, it has to be mentioned, that the numerical computation is not capable to predict the exact local velocity levels of the experiment.

Looking at the obtained data at the three measurement locations, it can be seen, that close to the rib tip, the air flow above the ribbed channel wall is lead towards the ribbed channel wall. The experiments show clearly, that parts of the core flow are sucked into the region between two successive ribs. Close to the trailing edge of the rib, the air flow is ejected back into the core flow. Similar findings are found for the numerical computation, which has been used to investigate the flow field in chapter 4.4.

The corresponding data of test case WW10-1s is presented in Fig. A.4. Compared the presented measurement locations above the rib tip, the position of the maximum mean velocity is closer to the ribbed channel wall in the case of test case W10-1s. It seems that for convective cooling channels with WW-shaped ribs, the main part of the air flow is located around the channel mid-plane or closer to the smooth channel wall opposite to the ribbed channel wall. This is in contrast to the obtained velocity distribution of test case W10-1s, where high levels of mean velocity are also found close to the ribbed channel wall.
As found for test case W10-1s, the numerical computation is able to predict the trends correctly, but fails to give exact values comparing the numerically and experimentally obtained velocity profiles. For the numerical computation the parts of the flow with higher levels of velocity are predicted to be closer to the smooth channel wall opposite to the ribbed channel wall.

With the experimental data of the velocity profiles, it could be demonstrated, that there are differences between the velocity distribution of W-shaped and WW-shaped channels. It is assumed, that due to the rib geometry of the WW-shaped rib, there are more trailing edges, where the air flow between two successive ribs is ejected back into the core flow. As a result, there are more locations across the ribbed channel wall, where this momentum seems to generally shift the core flow away from the ribbed channel wall as concluded in chapter 4.6.

**WW10-1s**

![Velocity profiles and streamtraces of 2D-PIV measurement and CFD from test case WW10-1s at Re_D ~ 130K](image)

*Fig. A.4: Velocity profiles and streamtraces of 2D-PIV measurement and CFD from test case WW10-1s at Re_D ~ 130K*

## Error analysis

For the present study, a standard uncertainty analysis is applied. The relative uncertainties of the different parameters are derived based on the Gaussian error propagation equation. To give an example, a typical Function F, which depends on
various variables, is presented in (B.1). The corresponding Gaussian error propagation
equation is given in (B.2).

\[ F = F(x, y, z, \ldots) \quad \text{(B.1)} \]

\[ \Delta F = \sqrt{\left( \frac{\partial F}{\partial x} \Delta x \right)^2 + \left( \frac{\partial F}{\partial y} \Delta y \right)^2 + \left( \frac{\partial F}{\partial z} \Delta z \right)^2 + \ldots} \quad \text{(B.2)} \]

In this equation, \( \Delta x, \Delta y \) and \( \Delta z \) represent the confidence interval of the single variable.
The confidence intervals of the single parameters are specified and as a result, the
confidence interval \( \Delta F \) of the investigated function is obtained.

**Reynolds number**

As mentioned in chapter 2.1 and 2.2, the Reynolds number in the test section is
measured by calculating the entering mass flow via pressure readings in the inlet nozzle.
The complete equation to compute the Reynolds number is given in (B.3).

\[ \text{Re}_D = \frac{D_h A_{NOZ} c f}{\mu_{MEAS} A_{MEAS} \sqrt{2} \Delta p_{NOZ} \rho_{NOZ}} \quad \text{(B.3)} \]

As can be seen from this equation, the Reynolds number depends on various parameters
as presented in (B.4).

\[ \text{Re}_D = \text{Re}_D \left( D_h, A_{NOZ}, \Delta p_{NOZ}, \rho_{NOZ}, \mu_{MEAS}, A_{MEAS} \right) \quad \text{(B.4)} \]

The corresponding Gaussian error propagation equation is given as equation (B.5).

\[ \left( \Delta \text{Re}_D \right)^2 = \left( \frac{\partial \text{Re}_D}{\partial D_h} \Delta D_h \right)^2 + \left( \frac{\partial \text{Re}_D}{\partial A_{NOZ}} \Delta A_{NOZ} \right)^2 \]

\[ + \left( \frac{\partial \text{Re}_D}{\partial \Delta p_{NOZ}} \Delta (\Delta p_{NOZ}) \right)^2 + \left( \frac{\partial \text{Re}_D}{\partial \rho_{NOZ}} \Delta \rho_{NOZ} \right)^2 \]

\[ + \left( \frac{\partial \text{Re}_D}{\partial \mu_{MEAS}} \Delta \mu_{MEAS} \right)^2 + \left( \frac{\partial \text{Re}_D}{\partial A_{MEAS}} \Delta A_{MEAS} \right)^2 \quad \text{(B.5)} \]

The variable values and their confidence intervals of a typical experiment are as follows:

- \( D_h = 0.2667 \) m \( \Delta D_h = 3 \times 10^{-3} \) m \( \approx 1 \% \) of \( D_h \)
- \( A_{NOZ} = 0.0394 \) m² \( \Delta A_{NOZ} = 4 \times 10^{-4} \) m² \( \approx 1 \% \) of \( A_{NOZ} \)
- \( \Delta p_{NOZ} = 2000 \) Pa \( \Delta (\Delta p_{NOZ}) = 40 \) Pa \( \approx 2 \% \) of \( \Delta p_{NOZ} \)
- \( \rho_{NOZ} = 1.12 \) kg/m³ \( \Delta \rho_{NOZ} = 1 \times 10^{-2} \) kg/m³ \( \approx 1 \% \) of \( \rho_{NOZ} \)
- \( \mu_{MEAS} = 1.8 \times 10^{-5} \) kg/(ms) \( \Delta \mu_{MEAS} = 2 \times 10^{-7} \) kg/(ms) \( \approx 1 \% \) of \( \mu_{MEAS} \)
- \( A_{MEAS} = 0.08 \) m² \( \Delta A_{MEAS} = 8 \times 10^{-4} \) m² \( \approx 1 \% \) of \( A_{MEAS} \)
For this pressure readings and air properties a Reynolds number of $\text{Re}_D \approx 485K$ is calculated. The confidence level is derived as:

$$\Delta \text{Re}_D = 11000 \ (\approx 2.5 \ % \ of \ \text{Re}_D)$$

**Friction factor**

The measurement of the friction factor in the test channel is described in chapter 2.3. Assuming similar air properties in the inlet nozzle and the test channel, the complete equation to obtain the friction factor in the test channel is given in (B.6).

$$f = \frac{(\Delta p/\Delta x)D_h A_{\text{MEAS}}}{4A_{\text{NOZ}} c_f^2 \Delta p_{\text{NOZ}}} \quad \text{(B.6)}$$

Looking at the above equation, the friction factor depends on the following variables:

$$f = f (\Delta p/\Delta x, D_h, A_{\text{MEAS}}, A_{\text{NOZ}}, \Delta p_{\text{NOZ}}) \quad \text{(B.7)}$$

In equation (B.8), the Gaussian error propagation equation is presented for the friction factor.

$$\left(\frac{\Delta f}{f}\right)^2 = \left(\frac{\partial f}{\partial (\Delta p/\Delta x)} \Delta (\Delta p/\Delta x)\right)^2 + \left(\frac{\partial f}{\partial D_h} \Delta D_h\right)^2 + \left(\frac{\partial f}{\partial A_{\text{MEAS}}} \Delta A_{\text{MEAS}}\right)^2 + \left(\frac{\partial f}{\partial A_{\text{NOZ}}} \Delta A_{\text{NOZ}}\right)^2 + \left(\frac{\partial f}{\partial \Delta p_{\text{NOZ}}} \Delta (\Delta p_{\text{NOZ}})\right)^2$$

For a typical data set, the variable values and their confidence intervals are given as the following:

- $\Delta p/\Delta x = 200 \text{ Pa/m}$
- $\Delta (\Delta p/\Delta x) = 20 \text{ Pa/m} \ (\approx 10 \ % \ of \ (\Delta p/\Delta x))$
- $D_h = 0.2667 \text{ m}$
- $\Delta D_h = 3e-3 \text{ m} \ (\approx 1 \ % \ of \ D_h)$
- $A_{\text{MEAS}} = 0.08 \text{ m}^2$
- $\Delta A_{\text{MEAS}} = 8e-4 \text{ m}^2 \ (\approx 1 \ % \ of \ A_{\text{MEAS}})$
- $A_{\text{NOZ}} = 0.0394 \text{ m}^2$
- $\Delta A_{\text{NOZ}} = 4e-4 \text{ m}^2 \ (\approx 1 \ % \ of \ A_{\text{NOZ}})$
- $\Delta p_{\text{NOZ}} = 2000 \text{ Pa}$
- $\Delta (\Delta p_{\text{NOZ}}) = 40 \text{ Pa} \ (\approx 2 \ % \ of \ \Delta p_{\text{NOZ}})$

For the above data set, the measurement of the friction factor ratio is conducted for a Reynolds number of $\text{Re}_D \approx 485K$. The confidence interval of the friction factor is computed as:

$$\Delta f = 0.0024 \ (\approx 10.5 \ % \ of \ f)$$

It proved to be difficult to fit the regression line to the experimentally obtained pressure distribution. This explains the relatively large confidence interval of the regression line gradient $\Delta p/\Delta x$ of around 10%. Finally, it has to be noticed, that for lower Reynolds
numbers or lower pressure losses in the test channel the measurement uncertainties tend to increase.

**Heat transfer coefficient (steady measurement technique)**

For the steady measurement technique, the heat transfer coefficient is obtained as described in chapter 2.5. The governing equation to compute the heat transfer equation is presented in (B.9).

\[ h = \frac{(U_{EL}^2/R_{EL}) - \dot{q}_{RLOSS} - \dot{q}_{CLOSS}}{A_{FOIL}^T_{TLC} - T_B} \]  

(B.9)

Hence, the heat transfer coefficient for the steady measurement technique is defined by the following variables:

\[ h = h(U_{EL}, R_{EL}, \dot{q}_{RLOSS}, \dot{q}_{CLOSS}, A_{FOIL}, T_{TLC}, T_B) \]  

(B.10)

The Gaussian error propagation equation of the heat transfer coefficient for the steady measurement technique is given in (B.11).

\[
(\Delta h)^2 = \left( \frac{\partial h}{\partial U_{EL}} \Delta U_{EL} \right)^2 + \left( \frac{\partial h}{\partial R_{EL}} \Delta R_{EL} \right)^2 \\
+ \left( \frac{\partial h}{\partial \dot{q}_{RLOSS}} \Delta \dot{q}_{RLOSS} \right)^2 + \left( \frac{\partial h}{\partial \dot{q}_{CLOSS}} \Delta \dot{q}_{CLOSS} \right)^2 \\
+ \left( \frac{\partial h}{\partial A_{FOIL}} \Delta A_{FOIL} \right)^2 + \left( \frac{\partial h}{\partial T_{TLC}} \Delta T_{TLC} \right)^2 + \left( \frac{\partial h}{\partial T_B} \Delta T_B \right)^2
\]  

(B.11)

A characteristic data set taken from a steady measurement technique experiment and the corresponding confidence intervals of the variables are given as the following:

- \( U_{EL} = 11 \text{ V} \) \( \Delta U_{EL} = 0.2 \text{ V} \approx 2 \% \text{ of } U_{EL} \)
- \( R_{EL} = 0.415 \text{ Ω} \) \( \Delta R_{EL} = 4.15e-3 \approx 1 \% \text{ of } R_{EL} \)
- \( \dot{q}_{RLOSS} = 51 \text{ W/m}^2 \) \( \Delta \dot{q}_{RLOSS} = 2.5 \text{ W/m}^2 \approx 5 \% \text{ of } \dot{q}_{RLOSS} \)
- \( \dot{q}_{CLOSS} = 20 \text{ W/m}^2 \) \( \Delta \dot{q}_{CLOSS} = 1 \text{ W/m}^2 \approx 5 \% \text{ of } \dot{q}_{CLOSS} \)
- \( A_{FOIL} = 0.226 \text{ m}^2 \) \( \Delta A_{FOIL} = 1e-2 \text{ m}^2 \approx 5 \% \text{ of } A_{FOIL} \)
- \( T_{TLC} = 311 \text{ K} \) \( \Delta T_{TLC} = 0.4 \text{ K} \approx 0.13 \% \text{ of } T_{TLC} \)
- \( T_B = 295 \text{ K} \) \( \Delta T_B = 0.2 \text{ K} \approx 0.13 \% \text{ of } T_B \)

For the above data set, a heat transfer coefficient of \( h = 62.1 \text{ W/(m}^2\text{K)} \) is calculated. For the confidence interval from the Gaussian error propagation equation, the following value is obtained:

\[ \Delta h = 4.7 \text{ W/(m}^2\text{K)} \approx 8 \% \text{ of } h \]
For lower voltage levels of around $U_{EL} = 4$ V, which results in heat transfer coefficients of $h = 6$ W/(m²K), higher uncertainties are obtained. Here, the confidence level of the heat transfer coefficient increases to $\Delta h \approx 11\%$ of $h$.

**Heat transfer coefficient (transient measurement technique)**

As described in chapter 2.6, the evaluation of the heat transfer coefficient for the transient measurement technique is more complex compared to the steady measurement technique. Here, the heat transfer coefficient can not be calculated directly, because the governing equation is an implicit equation.

To keep the uncertainty analysis manageable, the transient experiment is considered to possess an ideal temperature step. Therefore, the uncertainty analysis is conducted for equation (2.10). Introducing a dimensionless temperature gradient $\Theta_W$, this equation is transferred to:

$$\Theta_W = 1 - e^{\beta t} \text{erf}(\beta)$$

with $\beta = h \sqrt{\frac{t}{\rho_v c_p k_w}}$ \hspace{1cm} (B.12)

A similar approach has been reported by Poser et al. [51]. In their study, the authors considered that the uncertainty of the heat transfer coefficient depends mainly on the temperature and time measurement. For the Gaussian error propagation equation of the implicit problem, they proposed equation (B.13).

$$(\Delta h)^2 = \left(\frac{\partial h}{\partial \Theta_W} \Delta \Theta_W\right)^2 + \left(\frac{\partial h}{\partial t} \Delta t\right)^2$$ \hspace{1cm} (B.13)

To be able to compute the confidence interval of the heat transfer coefficient, equation (B.13) is transferred to:

$$(\Delta h)^2 = \frac{1}{\left(\frac{\partial \Theta_W}{\partial h}\right)^2} (\Delta \Theta_W)^2 + \left(\frac{\partial \Theta_W}{\partial t}\right)^2 (\Delta t)^2$$ \hspace{1cm} (B.14)

For the uncertainty analysis, the confidence levels of the dimensionless temperature and the time measurement are set to $\Delta \Theta_W = 0.01$ and $\Delta t = 0.2$s. The resulting confidence level of the heat transfer coefficient has been computed numerically by Poser et al. [51] and is presented in Fig. B.1.

As can be seen from this figure, the uncertainty level of the heat transfer coefficient tends to increase for dimensionless temperature gradients close to $\Theta_W = 1$ and close to $\Theta_W = 0$. Also the level of the heat transfer coefficient is important. For heat transfer coefficients above $h = 500$ W/(m²K), the TLC indication time is relatively small and therefore the relative time uncertainty large, leading to higher uncertainties for lower
dimensionless temperature gradients. Therefore, the dimensionless temperature gradient should stay above $\Theta_W = 0.4$ to conserve moderate uncertainty levels for high heat transfer coefficients.

Fig. B.1: Confidence interval of heat transfer coefficient (taken from [51])

In the current study, the measured heat transfer coefficients are in the range of $h = 10 \, \text{W/m}^2\text{K}$ and $h = 400 \, \text{W/m}^2\text{K}$, $\Theta_W$ was set to values between $\Theta_W = 0.25$ and $\Theta_W = 0.6$. In this range the analysis from Poser et al. [51] delivers relative uncertainties for the heat transfer coefficient between 5 % and 20 %.

**Heat transfer coefficient (lumped heat-capacitance method)**

As described in chapter 2.7, it is possible to obtain an area-averaged heat transfer coefficient on the rib itself with the lumped heat-capacitance method. The area-averaged heat transfer coefficient on the rib is computed with the following equation.

$$h_{\text{RIB}} = -\frac{m_{\text{RIB}} c_{\text{RIB}}}{A_{\text{RIB}}} \ln (1 - \Theta_{\text{RIB}})$$  \hspace{1cm} (B.15)

As seen from equation (B.15), the heat transfer coefficient is defined by the following variables:

$$h = h(m_{\text{RIB}}, c_{\text{RIB}}, A_{\text{RIB}}, t, \Theta_{\text{RIB}})$$  \hspace{1cm} (B.16)

The Gaussian error propagation equation of the heat transfer coefficient derived with the lumped heat-capacitance method is presented in equation (B.17).

$$(\Delta h_{\text{RIB}})^2 = \left( \frac{\partial h_{\text{RIB}}}{\partial m_{\text{RIB}}} \Delta m_{\text{RIB}} \right)^2 + \left( \frac{\partial h_{\text{RIB}}}{\partial c_{\text{RIB}}} \Delta c_{\text{RIB}} \right)^2 + \left( \frac{\partial h_{\text{RIB}}}{\partial A_{\text{RIB}}} \Delta A_{\text{RIB}} \right)^2 + \left( \frac{\partial h_{\text{RIB}}}{\partial t} \Delta t \right)^2 + \left( \frac{\partial h_{\text{RIB}}}{\partial \Theta_{\text{RIB}}} \Delta \Theta_{\text{RIB}} \right)^2$$  \hspace{1cm} (B.17)
For this measurement method, a characteristic data set taken from an experiment and the corresponding confidence intervals of the variables are given as the following:

\[
\begin{align*}
 m_{\text{RIB}} &= 4.35 \times 10^{-2} \text{ kg} & \Delta m_{\text{RIB}} &= 1.3 \times 10^{-3} \text{ kg} \ (\approx 3 \% \ of \ m_{\text{RIB}}) \\
 c_{\text{RIB}} &= 860 \text{ J/(kgK)} & \Delta c_{\text{RIB}} &= 25 \text{ J/(kgK)} \ (\approx 3 \% \ of \ c_{\text{RIB}}) \\
 A_{\text{RIB}} &= 9 \times 10^{-3} \text{ m}^2 & \Delta A_{\text{RIB}} &= 2.7 \times 10^{-4} \text{ m}^2 \ (\approx 3 \% \ of \ A_{\text{RIB}}) \\
 t &= 10 \text{ s} & \Delta t &= 0.2 \text{ s} \ (\approx 2 \% \ of \ t) \\
 \Theta_{\text{RIB}} &= 0.2 & \Delta \Theta_{\text{RIB}} &= 1 \times 10^{-2} \ (\approx 5 \% \ \Theta_{\text{RIB}})
\end{align*}
\]

For the given data set, an area-averaged heat transfer coefficient of \( h_{\text{RIB}} = 92.3 \text{ W/(m}^2\text{K)} \) is computed. The corresponding confidence interval of the Gaussian error propagation equation is reported as:

\[
\Delta h_{\text{RIB}} = 7.3 \text{ W/(m}^2\text{K)} \ (\approx 8 \% \ of \ h_{\text{RIB}})
\]

For the present study, the dimensionless temperature gradients \( \Theta_{\text{RIB}} \) varies between \( \Theta_{\text{RIB}} = 0.15 \) and \( \Theta_{\text{RIB}} = 0.4 \). The area-averaged heat transfer coefficient is computed to be between \( h_{\text{RIB}} = 20 \text{ W/(m}^2\text{K)} \) and \( h_{\text{RIB}} = 320 \text{ W/(m}^2\text{K)} \). Within this range, the confidence interval remains within 10 % of the area-averaged heat transfer coefficient.
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