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Abstract

In the Martian atmosphere heavy storms occur, which transport dust particles even into
the higher atmosphere, i.e. up to 40 km of altitude. These particles, with sizes of up to
20µm, consist of silicon oxides and iron oxides may affect the heat load on the heat shield
during atmospheric entry. In this present study, these additional loads due to impingement
of solid particles in hypersonic entry flows in Martian atmosphere are investigated.

The Euler-Lagrangian approach is used for the modeling and simulation of solid parti-
cles in hypersonic Martian entry flows. For the simulation, the program SINA (Sequential
Iterative Non-equilibrium Algorithm) previously developed at the Institut für Raumfahrt-
systeme is used. SINA consists of different solvers that are loosely coupled. The main
limitation of the code was that it could simulate only air flows consisting of eleven species.
However, taking advantage of the loose coupling between the solvers, the capabilities of
SINA are not only extended to simulate gases other than air, but also to two-phase flow
applications. For the Martian atmospheric chemistry model, only carbon dioxide (CO2)
is taken into account because Mars atmosphere consists of 95.3% CO2. Considering that
the entry velocity in the Mars atmosphere is usually around 5-7 km/s, the dissociation
of CO2 has to be taken into account. Therefore, a five species model (carbon dioxide
(CO2), molecular oxygen (O2), carbon monoxide (CO), oxygen (O) and carbon (C)) is
implemented in the code. CO2 has three modes of vibration, because it is a three atomic
molecule. Previously in SINA, there was no provision to take into account vibrational en-
ergies for the three atomic molecule. Therefore, a vibrational model for the three atomic
molecule is developed and implemented in the code.

Both phases, the gaseous phase and the particle phase, interact with each other
through one-way or two-way coupling. In one-way coupling, there is no influence of
the particle phase on gas phase. However, two-way coupling takes into account particle
phase impact on the gaseous flowfield. The model for the effect of the flowfield gas on a
particle includes drag force and particle heating. An adequate model for the drag force
computation is implemented in the model in order to take into account transitional and
rarefied flows. The heat transfer model of the particle consists of convective heating and
radiation cooling. The radiative heating from the gas to the particle is not taken into
account because this model is not available in SINA. Due to relative velocity difference
in the gas and particle, the development of the local shock may introduce extra heat-
ing to the particle. In order to take into account this effect, a normal stagnation point
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Abstract

shock relation is also introduced for the computation of particle temperature. The phase
change of the particle due to high temperature of the flowfield is also considered. A semi
empirical model for the particle-wall interaction is presented. Depending on the input
conditions, the erosion mass loss of a charring ablator using an engineering correlation is
also discussed.

Verification and validation are the primary means to assess accuracy and reliability
in computational simulations. In order to obtain higher confidence and to have a code
with as few errors as possible, the models and solvers being implemented in the code
are verified and validated with external established resources. The TINA code of Fluid
Gravity Engineering (FGE) is used for the verification of particle momentum and heat
transfer models. The results of particle momentum agree closely but a notable difference
in the values of temperature is found between both codes. In order to further assess the
accuracy of thermal model of particle solver, the DSMC code DS2V is also employed. The
chemical equilibrium constants of the Martian atmospheric model are validated using the
CEA (Chemical Equilibrium with Applications) code of NASA.

Parametric analysis is done regarding the impact of variation in the physical input
conditions like position, velocity, size and material of the particle on particle-wall interac-
tion. Particle movement is characterized by transitional and rarefied flow properties due
to the low gas densities and small particle sizes. Convective heat fluxes onto the surface
of the particle and its radiative cooling are discussed. Variation of particle temperatures
under different conditions and for differently sized particle is presented. Mass loss or de-
crease in particle sizes due to higher temperature is explained. Heat fluxes onto the wall
due to impingement of particles are also computed and compared with the heat fluxes
from the gas.
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Zusammenfassung

In der Marsatmosphäre treten starke Stürme auf, die Staubpartikel bis in Höhen von
40km transportieren. Diese bis zu 20µm großen Partikel bestehen aus Siliziumoxiden
und Eisenoxiden und beeinflussen die Wärmelast auf den Hitzeschutzschild eines Raum-
fahrzeugs während des atmosphärischen Eintrittsmanövers. In der vorliegenden Arbeit
wird diese zusätzliche Belastung aufgrund der festen Partikel in einer hypersonischen
Eintrittsströmung in die Marsatmosphäre untersucht.

Für die Simulation fester Partikel in hypersonischen Eintrittsströmungen am Mars
wird ein Euler-Lagrange-Ansatz gewählt. Die Simulation der Zweiphasenströmung erfolgt
mit dem am Institut für Raumfahrtsysteme (IRS) entwickelten Navier-Stokes-Löser für
hypersonische Strömungen im thermischen und chemischen Nichtgleichgewicht SINA (Se-
quentieller Iterativer Nichtgleichgewichts-Algorithmus). SINA besteht aus verschiedenen,
lose gekoppelten Lösern und wurde ursprünglich für die Simulation eines 11-Komponenten-
Luftgemischs entwickelt. Die Weiterentwicklung des Programms, basierend auf der lose
gekoppelten Struktur, erlaubt nun nicht nur eine Simulation anderer Gase als Luft, son-
dern auch die Simulation von Zweiphasenströmungen.

Für das Chemie-Modell der Marsatmosphäre wird ausschließlich CO2 berücksichtigt,
da sein Anteil an der Atmosphäre 95,3% beträgt. Betrachtet man weiterhin die niedrigen
Eintrittsgeschwindigkeiten in die Marsatmosphäre von 5-7 km/s, so müssen lediglich Dis-
soziationen, jedoch keine Ionisationen von CO2 in das Chemiemodell aufgenommen wer-
den. Daher wurde ein 5-Komponenten-Modell bestehend aus Kohlendioxid CO2, moleku-
larem Sauerstoff O2, Kohlenmonoxid CO, atomarem Sauerstoff O und Kohlenstoff C im-
plementiert.

Das Kohlendioxid-Molekül CO2 ist ein lineares, 3-atomiges Molekül, wohingegen im ur-
sprünglichen 11-Komponenten Luftgemisch maximal 2-atomige Moleküle vorhanden sind.
Daher wurde ein Modell für die Vibrationsenergie 3-atomiger Moleküle entwickelt und in
SINA implementiert.

Das Modell für die Interaktion zwischen dem Gas und den Partikeln berücksichtigt den
Strömungswiderstand und die Aufheizung der Teilchen. Für die Berechnung der Beschle-
unigung der Partikel ist ein Modell implementiert, das auch Übergangsströmungen und
verdünnte Strömungen um die Partikel berücksichtigt. Das Wärmeübertragungsmodell
beinhaltet den konvektiven Wärmeübergang auf die Teilchen und deren Strahlungsküh-
lung, wobei der Einfluß der Strahlung auf die Gas-Phase nicht berücksichtigt wird. Zusät-
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Zusammenfassung

zlich werden hierbei lokale Überschallgeschwindigkeiten zwischen Gas und Partikel berück-
sichtigt, die den Wärmeübergang erhöhen. Die Massenabnahme der Teilchen durch Sub-
limation wird ebenfalls berücksichtigt. Für die Interaktion der Partikel mit einer festen
Wand wird ein semi-empirisches Modell präsentiert.

Die beiden Phasen interagieren miteinander durch Ein-Wege-Kopplung oder Zwei-
Wege-Kopplung. Bei der Ein-Wege-Kopplung gibt es im Gegensatz zur Zwei-Wege Kop-
plung keine Rückkopplung der Partikel auf die Gas-phase.

Verifizierung und Validierung sind unabdingbare Grundlagen für die Untersuchung
der Genauigkeit und Verlässlichkeit numerischer Simulationen. Die neu implementierten
Modelle und Löser werden anhand externer Quellen verifiziert und validiert, um Aussagen
über die Qualität der Lösungen zu erhalten und mögliche Fehler zu minimieren. Das
Programm TINA von Fluid Gravity Engineering (FGE) wird für die Verifizierung des
Impuls- und Wärmeübertragungsmodells des Partikel-Lösers verwendet. Das Modell zur
Berechnung des Wärmeübergangs auf die Partikel unter Berücksichtigung lokaler relativer
Überschallströmungen um die Partikel wird verglichen mit Ergebnissen aus dem DSMC-
Code DS2V. Die Gleichgewichtskonstanten des Chemiemodells werden mit dem CEA-
Code (Chemical Equilibrium with Applications) der NASA validiert.

Mit den beschriebenen Modellen werden dann Parameterstudien mit variierenden
Einströmbedingungen der Partikel wie Position, Geschwindigkeit, Größe und Material
durchgeführt und deren Einfluß auf die Partikel-Wand Interaktion untersucht. Der kon-
vektive Wärmefluss auf die Partikeloberfläche und die Strahlungskühlung werden disku-
tiert und die Änderung der Temperatur der Teilchen für verschiedene Parameter wird für
unterschiedlich große Partikel präsentiert. Ebenso wird der Massenverlust und die damit
einhergehende Größenänderung der Partikel durch Sublimation beschrieben. Schließlich
wird der Wärmefluß auf eine feste Wand und die Erosion eines Ablators aufgrund auftr-
effender Partikel für verschiedene Anströmbedingungen berechnet und diskutiert.
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Nomenclature

Symbols
a speed of sound (m

s
)

ac acceleration ( m
s2

)

an restitution coefficient in normal direction (−)

aτ restitution coefficient in tangential direction (−)

A activation energy ( kJ
mol

)

Ain,⊥ cell area perpendicular to inflow (m2)

~B magnetic induction ( A
M

)

B∗ dimensionless collision integral ratio (−)

c species concentration (mol
m3 )

ci molar concentration of species i ( mol
cm3 )

cp specific heat capacity at constant pressure ( J
kgK

)

cv specific heat capacity at constant volume ( J
kgK

)

Cd drag force coefficient (−)

D coefficient of diffusion (m2

s
)

D0 dissociation energy ( J
mol

)

~Di effective diffusion coefficient of species i (m2

s
)

~Dij multi component diffusion coefficient (m2

s
)

Dn particle average diameter (m)

Dp effective particle diameter (m)

E energy (J)

Ei ionization energy ( kJ
mol

)

Ep particle energy source term ( J
m3s

)

f degree of freedom (−)
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NOMENCLATURE

~fd drag force (N)

fn number frequency (−)

~F inviscid/viscous fluxes ( kg
m2s

, ..., Ns
m2s

, ..., J
m2s

)

~Fp,cell momentum source term in a cell (N)

Fm fractional mass of particles (kg)

Fx,y,z,p particle momentum source terms ( J
m3s

)

g degeneracy (−)

h mass specific enthalpy ( J
kg

)

hL latent heat of evaporation ( J
kg

)

He volume specific enthalpy of electron ( J
m3 )

Ht volume specific total enthalpy( J
m3 )

~j diffusion mass flux ( kg
m2s

)

j current density ( A
m2 )

kb backward reaction rate constant (1
s
[mol

m3 ]1−
∑
ν
′′
ij )

Kc equilibrium constant ([mol
m3 ]

∑
(ν
′′
ij−ν

′
ij))

kf forward reaction rate constant (1
s
[mol

m3 ]1−
∑
ν
′
ij)

m mass (kg)

ṁ rate of mass loss of the particle (kg
s

)

M mach number (−)

Mevp particle mass loss source term ( J
m3s

)

M mean molar mass ( kg
kmol

)

Mratio mixing ratio of particles in gas (−)

Mrel relative Mach number (−)

n number density ( 1
m3 )

ṅ numbers of particles in cell per unit time (1
s
)

nmol number of molecules (−)

N total number of particles to be injected (−)

Nu0 Nusselt number for continuum region (−)

Nu Nusselt number with rarefaction effects (−)

Ncell number of particles in a cell (−)

p pressure ( N
m2 )

pt total pressure ( N
m2 )

~P particle position (−)

~P1−4 position vectors (−)

PK,1−9 coefficient to determine equilibrium constant (−)
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NOMENCLATURE

PΩ,1−5 curve fits coefficients for collision integral (−)

qc,cell convective heat flux in a cell (N)

~q source term ( kg
m3 , ...,

Ns
m3 , ...,

J
m3 )

~qr radiative flux ( J
m3 )

Qc convective heat flux ( W
m2 )

Q̇net rate of net heat transfer ( W
m2 )

Qr radiative heat flux ( W
m2 )

Qc−v chemical-vibrational energy exchange term ( J
m3s

)

Qt−v translational-vibrational energy exchange term ( J
m3s

)

Qv−v vibration-vibration energy exchange term ( J
m3s

)

Qe−v electron-vibration energy exchange term ( J
m3s

)

rp radius of the particle (m)

Rerel relative Reynolds number (−)

s, r, A∗ modeling parameters for Park’s TTvib model( - )
S speed ratio (−)

~S source term ( kg
m3 , ...,

Ns
m3 , ...,

J
m3 )

S
◦ standard entropy ( J

molK
)

tc characteristic time for chemical reactions (s)

tf characteristic time for fluid motion (s)

tv characteristic time for vibrational relaxation (s)

T temperature (K)

Tshock gas temperature including shock effects (K)

Ṫrate rate of temperature change (K
s
)

V volume of a cell (m3)

~V total velocity (m
s
)

~X solution vector ( kg
m3 , ...,

Ns
m3 , ...,

J
m3 )

zmol number of molecules (−)

zr number of reactions (−)

zs number of species (−)

Constants
k Boltzmann constant (1.3806504× 10−23 J

k
)

< universal gas constant (8.314472 J
molK

)

σ Stefan Boltzmann constant (5.670400× 10−8 W
m2K4 )

Greek Symbols
αp volume fraction of disperse phase (−)
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NOMENCLATURE

∆t time step (s)

∆ma ablator sample mass loss (kg)

∆mref ablator mass loss for dust-free flow (kg)

γ specific heat ratio (−)

λ coefficient of thermal conductivity ( W
mK

)

µ gas viscosity ( kg
ms

)

ν general stoichiometric coefficient (−)

ν
′ stoichiometric coefficients of a source component (−)

ν
′′ stoichiometric coefficients of a product component (−)

ω̇ reaction rate ( mol
m3s

)

Ω
(l,s)

ij collision integral (average effective collision cross section)(m2)

ρ density ( kg
m3 )

σ electrical conductivity ( S
m

)

τ relaxation time (s)

τij shear and normal stresses (Pa)

Superscripts
+ value after wall interaction
− value before wall interaction
eq equilibrium
i, j species index
n+ 1 current state
n previous state
Subscripts
0 ground / standard state
2way 2 way coupling effect
app ‘appearing’, i.e. formed during reaction, product substance
ch chemical contribution
e electron
eff effective
f, b forward , backward
g gas
ij indices represents x & y directions
i, j, k, l species
int internal energy
mr molecular species
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p particle
r reaction index
rel relative
va ‘vanishing’, i.e. decomposed during reaction, starting substance
v, vib vibrational
x, y, z coordinates
Acronyms
CEA Chemical Equilibrium with Applications
CLL Cercignani-Lampis-Lord
DS2V Bird’s DSMC code with graphical user interface
DSMC Direct Simulation Monte Carlo
FGE Fluid Gravity Engineering Ltd.
HERTA High Enthalpy Radiation Transport Algorithm
IRS Institut für Raumfahrtsysteme
JAXA Japan Aerospace Exploration Agency
Mars C.O. Mars Climate Orbiter
Mars G.S. Mars Global Surveyor
Mars Obs. Mars Observer
Mars R.O. Mars Reconnaissance Orbiter
MSRO Mars Sample Return Orbiter
NIST National Institute of Standards and Technology
NASA National Aeronautics and Space Administration
PARADE PlasmA RAdiation DatabasE
RSA Russian Space Agency
SINA Sequential Iterated Non-equilibrium Algorithm
TPS Thermal Protection Systems
TINA Thermochemical Implicit Non-Equilibrium Algorithm
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Chapter 1
Introduction

Inspired by the search for extraterrestrial life, Mars has been the most frequently visited
planet in the solar system. The exploration of Mars is an important part of the space
exploration programs of many countries across the world. Dozens of robotic spacecrafts,
including orbiters, landers, and rovers, have been launched towards Mars since the 1960s.
No less than thirty five attempts have been made to orbit or land on the surface of
the red planet by National Aeronautics and Space Administration (NASA), the European
Space Agency (ESA), the Russian Space Agency (RSA) and Japan Aerospace Exploration
Agency (JAXA, Japan) [1; 2]. The summary of these missions is presented in table 1.1.

Within the next years, further interplanetary missions to Mars are also planned, like
the Mars Science Laboratory (MSL) in 2011 by NASA [3], the Mars Atmosphere and
Volatile EvolutioN (MAVEN) mission in 2013 by NASA [3], ExoMars (Exobiology on
Mars) in 2018 by ESA [4] and Phobos-Grunt, the joint Russian and Chinese mission, that
is rescheduled to be launched in 2011 [5] and others. These missions aim at gathering
data about current atmospheric /geological conditions and answering questions about the
history of Mars as well as a preparation for a possible manned mission to Mars. Since the
1990s many initiatives have been announced for space exploration that are to culminate
in landing men on Mars in near future.

Table 1.1: Summary of Previous Mars Entry Missions

Flight Agency Entry Date Notes

Korabl 4 RSA Oct.10,1960(L) Launch failure
Korabl 5 RSA Oct.14,1960(L) Launch failure

continued on next page
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Korabl 11 RSA Oct.24,1962(L) Launch failure
Korabl 13 RSA Nov.4,1962(L) Launch failure
Mars 1 RSA Nov.1, 1962(L) Controllers lost contact
Mariner 3 NASA Nov.5,1964(L) Launch failure
Mariner 4 NASA July 14,1965 First successful mission
Zond 2 RSA Nov.30,1964(L) Controllers lost contact
Mariner 6 NASA July 31,1969 Successful mission
Mariner 7 NASA Aug.5,1969 Successful mission
Mars 1969A RSA Mar.27,1969(L) Launch failure
Mars 1969B RSA April2, 1969(L) Launch failure
Mariner 8 NASA May8,1971(L) Launch failure
Kosmos 419 RSA May10,1971(L) Launch failure
Mariner 9 NASA Nov.14,1971 Successful mission
Mars 2 RSA Nov.27,1971 Lander crashed
Mars 3 RSA Dec.2,1971 Operated for 20 sec.
Mars 6 RSA Mar.12,1974 Lander crashed
Mars 7 RSA Mar.6,1974 Targeting error
Viking I NASA Jul.20,1976 Successful mission
Viking II NASA Sep.3,1976 Successful mission
Phobos 1 RSA Jul.7,1988(L) Controller failure
Phobos 2 RSA Jan.29,1989 Partially successful
Mars Obs. NASA Sep.25,1992(L) lost contact
Mars G.S. NASA Sep.12,1997 Highly successful
Mars96 RSA Nov.16,1996 (L) Launch failure
Pathfinder NASA Jul.4,1997 Successful mission
Mars C.O. NASA Dec.11,1998 (L) Math. convers. failure
MPL NASA Dec.3,1999 Failure during descent
DS-2 NASA Dec.3,1999 Lost after separation
Mars Odyssey NASA Oct.24,2001 Successful mission
Nozomi ISAS Dec.14,2003 Wrong thrust predict.
Beagle ESA Dec.25,2003 Lost after separation
MER-A NASA Jan.3,2004 Roving across Mars
MER-B NASA Jan.24,2004 Roving across Mars
Mars R.O. NASA Mar.10,2006 Successful mission
Phoenix NASA Aug.4,2007 Successful mission

When the hypersonic flow encounters a vehicle, the kinetic energy associated with

hypervelocity flight is converted into increasing the temperature of the air and into en-

dothermic reactions, such as dissociation and ionization of the air near the vehicle surface.

The mechanism for this conversion includes adiabatic compression and viscous energy dis-

sipation. Heat is transferred from the high temperature air to the surface. The rate at
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1.1 Dust storms in Martian atmosphere

which heat is transferred to the surface depends upon many factors, including the free
stream conditions, the configuration of the vehicle and its orientation to the flow, the
difference between the temperature of the air and the temperature of the surface, and the
surface catalycity. This is very important for the successful mission that the heat fluxes
onto the vehicle surface during hypersonic reentry should be addressed appropriately. The
Thermal Protection Systems (TPS) are used to protect the vehicle surface because the
material of the reentry vehicles cannot withstand very high heat loads or temperatures.

Of all successful entries into the Martian atmosphere to date, only the first two (Viking
I and II) have entered the orbit of the planet prior to atmospheric entry. The decision to
enter the Viking spacecraft from Mars orbit was made in part due to concerns about the
severity of the entry heating environment in a (then) relatively unknown atmosphere. All
subsequent missions have entered Martian atmosphere directly on a hyperbolic trajectory,
which leads to higher entry velocities, and, therefore, higher heat fluxes and mechanical
loads, than an orbital entry. This trajectory lowers the needed total mass of the space-
craft by eliminating the fuel and propulsion system necessary to perform the Mars Orbit
Insertion (MOI) maneuver. However, the thermal protection system (TPS), which shields
the spacecraft from the intense heat generated during the entry, becomes heavier as the
entry velocity (and therefore encountered heating rate) increases. Still the velocities on
the order of 7-9 km/s are possible for future crewed missions [6], for which the desire
for reduced mission duration may be more important than minimizing fuel consumption.
However this will require larger TPS and the larger TPS mean increase in radiative heat
flux.

The design of a low mass and reliable (low risk) TPS system for Martian atmospheric
entry requires an accurate prediction of the aerothermal environment encountered. The
peak heat flux (along with surface pressure and shear stress) will determine the ther-
mal protection material selected for the heatshield, while the total integrated heat load
determines the required material thickness .

1.1 Dust storms in Martian atmosphere

Earlier missions to Mars commenced with the Korabl and Mariner of the 1960s. In 1965,
the first successful flyby of Mars, Mariner 4, provided the first closeup images of another
planet. Along with the Mariner 6 and 7 flybys in 1969, it provided images of a moon
like planet pocked with impact craters. In the 1971 Mariner 9 orbiter provided evidence
of dry flood channels and volcanism on Mars. It was the first spacecraft to go into orbit
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1. INTRODUCTION

around another planet. However, excitement for its arrival was subdued by a dark cloud.
A Martian dust storm, which had started in late September 1971, had grown to cover the
entire planet and this storm lasted for more than 3 months. The occurrence of global dust
storms on Mars is one of the most spectacular meteorological events in the solar system.
Each year, as the planet nears perihelion, numerous small-scale dust storms develop in
the southern hemisphere, and one or several of these, for reasons not fully understood,
occasionally grows to global proportions in a matter of days. As they approach maturity,
these storms spread dust over much of the planet, suspending micron-sized particles to
heights in excess of 40 km and obscuring surface features for weeks at a time [7]. Typically,
several months pass before pre-storm conditions are reached. It seems remarkable that
the rare Martian atmosphere, which exerts a mean surface pressure of about 6 mbar, is
capable of producing such intense and long-lived events. Serious interest in the nature of
global dust storms began after the Mariner 9 spacecraft documented the decline of what
appears to be one of the most intense storm on record.

1.2 Issues concerning hypersonic entry into dusty at-
mosphere

During interplanetary missions, high speed atmospheric entry is an important event.
When entering the atmosphere of a planet, the thermal load onto the space vehicle is
a critical design parameter and has to be determined in advance for a successful mission.
The structure of the Martian atmosphere and its composition are known [8; 9]. The dust
particles, with sizes of up to 20µm, consist of iron oxides and silicon oxides are present
to high altitudes in the Martian atmosphere [10; 11; 12]. It is evident that they affect the
load on the heat shield during entry. Recent investigations have shown that the presence
of small particles (with a size of a micron or fractions of a micron) in a hypersonic flow
may cause a significant increase of the heat flux to the front surface of a probe even if the
particles have low mass concentration [13].

Besides the effect of extra heating on the surface of the vehicle, the particles may
change the geometry of the surface at micro level. Due to impingement of the particles
on the vehicle surface, the particles will increase the roughness, which will change the
flow field behavior around the vehicle. In addition boundary layer transition will occur
from laminar to turbulent that may result not only increasing the heat flux but also in
modifying the aerodynamic characteristic of the flowfield surrounding the object. In this

22



1.3 State of the art

way, the particles have an indirect effect on the vehicle and it is very important to study
these effects associated with dust particles during atmospheric entry flows.

1.3 State of the art

After the Mars mission probes encountered dust storms, the experimental and numerical
investigations were initiated in order to determine the impact of dust particles on the
vehicle during hypersonic entry. Various groups across the world made experimental
investigations on the influence of solid particles in high temperature gas flows, e.g. Gorimir
[14], Keller [15] and others. The experimental work mostly focused on the erosion of TPS
material due to solid particles impingement. At the Institut für Raumfahrtsysteme (IRS),
experiments were performed by Endlich [16] during her research work in order to observe
and analyze the interaction between the solid particles and TPS test piece in plasma. The
mass loss and increase in heat flux of the particles were observed. Besides experimental
work, Papadopoulos et al. [17] numerically analyzed the influence of dust particles onto
the vehicle during Martian entry and found a significant increase of heat flux due to
impingement of the particles. However, the work of Grant et al. [18] opposed the findings
of Papadopoulos [17] by stating that the heat flux due to impingement of the particles onto
the entry vehicle surface was overestimated previously. They also stated, that the results
are for a specific vehicle flying a specific trajectory at a specific point in time. Keeping
in view the difference of opinions and to get a detailed insight of the issues concerning
influence of dust particles in hypersonic Martian entry flows, there was a need to make
further investigations.

1.4 Objectives of the thesis

Regarding future Mars missions (specially manned missions), it is very important to
consider all possible or foreseeable events that may occur during the mission. The experi-
mental work done so far was either mission specific or were performed in a narrow window
of inflow conditions. As far as numerical investigation is concerned, the works done and
published was always task specific and provides a narrow picture of the problem. Also
the difference of opinion about the results exists among the researchers. Therefore, it is
very important to make a detailed investigation and provide a comprehensive overview of
the problem.
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The dust particle simulation during hypersonic entry flows is a two phase flow problem.
A lot of research has been made in this field, but only in subsonic flows. However the
limited number of people have worked on the two phase problem of solid particles in
hypersonic or high temperature gas flows. Therefore, there is a need to make a detailed
investigation in this field not only to determine the impact on the heat shield material due
to impingement of solid particles, but also to provide a numerical tool for future research.

At IRS, there is no tool available that can be used for the simulation of solid par-
ticles in Martian atmosphere. Therefore, the first and foremost task is to extended the
capabilities of SINA∗ (Sequential Iterated Non-equilibrium Algorithm) to be used for the
atmospheres other than Earth such as Martian atmosphere. The entry velocity to the
Martian atmosphere is hypersonic. Due to hypersonic flow, the gas temperature increases
sharply because a strong bow shock forms in front of vehicle. The chemical and thermal
non equilibrium processes have to be taken into account due to high temperature gas.
Therefore, the chemical part of SINA has to be modified. This is also intend to make it
more flexible so that it can simulate any species or environment. The chemical kinetics
model for the Martian atmosphere is needed to be implemented. This requires not only
implementation of reaction scheme for the chemical solver but also an update of the data
files needed for the computation of transport coefficient.

For two-phase flow applications, a new particle solver has to be developed and loosely
coupled with SINA code. This particle solver should have the capability to simulate solid
particles in hypersonic or high temperature gas flows. The parameters of the particle
may change drastically downstream the shock and this has to be investigated carefully
and throughly. The particle solver is also intended to be make as maximum as possible
general, so that its application may be extended to simulate solid particles in nozzle or
plasma flows etc.† Verification and validation are the primary means to assess accuracy
and reliability of models developed. Therefore, the new implemented solvers in SINA has
to be verified and validated with external sources.

1.5 Thesis outline

Two-phase flow modeling is necessary in order to take into account particle influence in
hypersonic entry flows. One phase is the gaseous flowfield and the solid particles are
treated as the second phase. In chapter 2, a brief overview is given about the gaseous

∗SINA could simulate only Earth entries with 11 species air model.
†Different models have been implemented depending on the type of application.
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phase. For the flowfield simulation, the SINA is used. This code not only has the capability
to simulate viscous flows using Navier-Stokes equations but it also can be used for thermal
and chemical non-equilibrium flows. Since the entry velocity for Mars is hypersonic,
the thermal and chemical non-equilibrium of the flows have to be taken into account.
Modifications in the code are made in such a way that all gaseous flow information, i.e.
species composition, grid info, reaction scheme etc. required by the code are moved to
input data files. The solvers implemented in the code are loosely coupled with each
other. This type of coupling provides the liberty to introduce different modules in the
code without any problem. The new CVE-solver (Chemical, Vibration and Electron)
developed are also presented and discussed.

Chapter 3 lays down all relevant details about the development of the CVE solver to
simulate Martian atmosphere. The major constituent of this atmosphere is carbon dioxide
(CO2) which is present around (95.3%). Small amounts of other species are also present,
but only in a very small quantity and can usually be neglected, therefore only CO2 is
taken as a flowfield medium. CO2 is a three atomic molecule and it has three modes
of vibration. However previously in the SINA code there was no provision to take into
account vibrational energies for the three atomic molecule. The necessary modifications
in the code are made and capabilities of the code are enhanced in order to simulate
vibrational energies of molecules having three atoms.

Chapter 4 is dedicated to address the solid particles simulation in high temperature
gas flows. The Lagrangian approach is used for the particle phase simulation because it
involves a small number of empirical equations and is more suitable for providing detailed
information on discrete phase than the other approaches. Not only one-way coupling (gas
influence onto the particle) but also two-way coupling (the effect of the particles onto
the gas) is taken into account. During the development of this solver, the attempt was
made to develop this solver as general as possible so that it could be used for other two-
phase flow problems. Therefore, depending on the type of problem, different models are
developed for the injection of the particles into the flow field. The particle-wall interaction
is also discussed and different models being implemented in the code are presented.

Verification and validation are the primary means to assess accuracy and reliability
in computational simulations by comparison with known solutions and is centered on the
accumulation of evidence that a specific calculation is correct and accurate. Therefore,
in chapter 5 verification and validation is done for all new solvers being implemented
in the code. For the comparison of the flowfield solver for the Martian atmosphere,
CEA (Chemical Equilibrium with Applications) program developed by NASA is used.
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This is one of the best code for determination of chemical equilibrium of all species of a
composition for various ranges of temperatures. The Navier-Stokes code TINA of Fluid
Gravity Engineering ltd. and DS2V (a DSMC code) are used in order to verify the particle
solver SINA.

The particle behavior when introduced during hypersonic entry flows are studied in
chapter 6. A parametric analysis is made by varying the particle initial conditions in
the flowfield. The particle trajectories and influence of high temperature gas onto the
particles is studied under different conditions. The continuous injection of the particles
is also made in order to see the impact on the vehicle surface due to impingement of
these particles. The heat fluxes due to hitting of the particles are also computed and
presented. Using the two-way coupling, the effect of the particles on the gaseous phase is
also addressed.

The summary and conclusion are provided in the last chapter i.e. chapter 7. The
development and implementation of the Martian atmosphere and the particle solver are
presented and discussed concisely. The conclusions made on the basis of the results
obtained from the particle simulation in the Martian atmosphere are also listed.
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Chapter 2
Flow Field Solver, SINA

For the flow field solver, the program system SINA is used. It was developed at IRS in
order to numerically simulate the complex thermal and chemical phenomena in the plasma
wind tunnel facilities at IRS [19]. SINA consists of different independent semi-implicit
and explicit solvers which are loosely coupled [20]. Taking advantage of the loose coupling
between the solvers, the capabilities of SINA are not only extended [21] to simulate gases
other than air such as H2, CO2 etc., but also for two-phase flow applications such as
aluminum particles in solid rocket motors or dusty plasma flows. For this purpose, major
modifications in the program system SINA were required. The main limitation of the
code was that it can simulate only air flows on basis of eleven species model∗ N2, O2,
NO, N, O, N+

2 , O+
2 , NO+, N+, O+, e− and was mostly hard coded†. Therefore, the first

and foremost task was to make the code more flexible in such a way that it should be
independent of any gas or species information. All these information is now provided by
input files.

2.1 Structure of the program system SINA

SINA was developed for plasma flows that are partially in thermal and chemical non-
equilibrium. The different solvers (i.e. Navier-Stokes, chemical ,particle etc) are employed
in this code which are loosely coupled. This leads to a more flexible, modular structure of
the code and different solvers can be employed with moderate effort. In addition to the

∗Park’s air model consisting of 11 species
†Hard coding refers to the software development practice of embedding input or configuration data

directly into the source code of a program, or fixed formatting of the data, instead of obtaining that data
from external sources.
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2. FLOW FIELD SOLVER, SINA

simulation of hypersonic plasma flows in thermal and chemical non equilibrium, the code
can also be employed for two-phase flow problems or electric discharge in plasma flows∗.

Figure 2.1: Loosely coupled iteration scheme of the program system SINA

The iteration scheme of the loosely coupled program system SINA is shown in figure
2.1. The SINA code consists of different solvers that are explained as followings:

• The first solver within this loop computes the flowfield with the assumption of
a frozen flow. This so called Navier-Stokes solver accounts for total mass, total
momentum and total energy conservation according to the Navier-Stokes equations.

• The second solver includes the equations that are necessary to describe the real gas
effects: the chemical reactions, the equations for vibrational energy of the molecules

∗Yet to be implemented
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and an electron energy balance equation. While this so called CVE∗-solver runs,
the conserved quantities from the first solver are kept untouched.

• The third solver, which is the last within one total iteration loop, solves the discharge
equation of an electric arc and delivers the source terms for the energy conservation
equation and the momentum conservation equation of the first solver for the next
total iteration loop. (This solver is not yet adapted to the changes in the first two
solvers and its development is in progress) [21].

• The fourth solver is used for two phase flow simulations. It is named particle solver.
It can be used with the flowfield solvers in two ways, depending upon the type
of the coupling i.e. one-way or two-way. For one-way coupling, it is used after
the above three solvers have converged to a steady state solution of the flowfield.
The Navier-Stokes equations provide a solution to the transport problem over a
fixed computational grid while the particle model uses the Lagrangian equations.
However, if the volume fraction of the disperse phase is relatively higher (explained
in section 4.1), then two-way coupling is essential. Here due to the particles, the
changes in mass, momentum and energy terms are again included as additional
source terms in the flowfield solver equations.

• To calculate the radiative heat transfer from the gas, the SINA code will be loosely
coupled to PARADE†( PlasmA RAdiation DatabasE) [22] and HERTA‡(High En-
thalpy Radiation Transport Algorithm) [23].

2.1.1 Flowfield solver

In order to obtain solutions of the flowfield between the bow shock wave and the surface of
a vehicle traveling at hypersonic speeds, it is necessary to develop the governing equations
of motion and the appropriate flow models. For the development of the basic governing
equations, the flow is assumed to be a continuum. This solver provides the solution for
the mass, momentum and energy conservation equations.

Generally on the left hand side of the conservation equation, the time rates of the
conservative equations are written. On the right hand side, the convective and viscous
fluxes as well as the source terms are provided. Therefore, this equation has the following
general form:

∗Chemical, Vibration and Electron energy conservation
†This program calculates the spectral distribution of electromagnetic radiation from the gas.
‡It is a Monte Carlo program that calculates radiation transport.
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∂ ~X

∂t
= ~v∇ ~X + ~F + ~S, (2.1)

where ~X represents the solution vector, the convective fluxes are expressed by ~v∇ ~X, ~F
is used for viscous fluxes and ~S stands for source terms. This time-dependent form of
the conservation equations describe the time-dependent processes. In the present study,
however, only the steady state are considered and calculated.

2.1.2 Navier-Stokes equations

For the description of the three-dimensional axisymmetric, viscous and chemically react-
ing flow the following form of the Navier-Stokes equations for the finite volume method
in Cartesian coordinates has been used [19]. The first terms on the left hand side of
the equations 2.2, 2.3, 2.4, 2.5 and 2.6 represent time rates of change of the conserved
quantities (total density, momentum and total energy) while the second term includes
the changes on the basis of convective fluxes. On the right hand side of these equations
different source terms are involved depending on each type of equation.

• Mass conservation
∂

∂t
ρ+∇ρ~v = Mevp,2way︸ ︷︷ ︸

particle

(2.2)

• Momentum conservation in x-direction

∂

∂t
ρu+∇ρu~v = −∂p

∂x
+
∂τxx
∂x

+
∂τxy
∂y

+
∂τxz
∂z

+ jyBz − jzBy + Fx,p,2way︸ ︷︷ ︸
particle

(2.3)

• Momentum conservation in y-direction

∂

∂t
ρv +∇ρv~v = −∂p

∂x
+
∂τyx
∂x

+
∂τyy
∂y

+
∂τzz
∂z

+ jzBx − jxBz + Fy,p,2way︸ ︷︷ ︸
particle

(2.4)

• Momentum conservation in z-direction

∂

∂t
ρw +∇ρw~v=−∂p

∂x
+
∂τzx
∂x

+
∂τzy
∂y

+
∂τzz
∂z

+ jxBy − jyBx + Fz,p,2way︸ ︷︷ ︸
particle

(2.5)
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• Energy conservation

∂

∂t
ρet +∇Ht~v = ∇λ∇T +

∑
r=mol

∇λv,r∇Tv,r +∇λe∇Te

+
∂

∂x
(uτxx + vτxy + wτxz) +

∂

∂y
(uτyx + vτyy + wτyz)

+
∂

∂z
(uτzx + vτzy + wτzz) +∇

zs∑
i=1

~jihi

+
j2

σ
+ ~v(~j × ~B)−∇~qr + Ep,2way︸ ︷︷ ︸

particle

(2.6)

where the viscous terms τij represent [24]

τxx = 2µ
∂u

∂x
− 2

3
µ∇~v

τyy = 2µ
∂u

∂y
− 2

3
µ∇~v

τzz = 2µ
∂u

∂z
− 2

3
µ∇~v

τxy = τyx = µ
(∂u
∂y

+
∂v

∂x

)
τxz = τzx = µ

(∂u
∂z

+
∂w

∂x

)
τyz = τzy = µ

(∂v
∂z

+
∂w

∂y

)

(2.7)

The variables τxy, τzy etc are used to denote the shear stresses and τxx, τyy and τzz are
used to express the normal viscous stresses which are related to velocity gradients in the
flow via equation 2.7.

On the right hand side of mass conservation equation 2.2, there is no source term from
the flowfield because the overall mass flow due to diffusion and the net rate of production
of all species is zero. However Mevp,2way is included in this equation as a source term from
the particle solver. This term is added here because of the two-way coupling effect and
represents the mass lost by the particles if these are heated enough that evaporation of the
particles takes place. In this case mass loss of the particles will be added up in the mass
of the gas. In the momentum conservation equations 2.3, 2.4 and 2.5 the terms on the
right hand side include both the pressure forces and viscous forces acting on a surface in
a space (both of which are surface forces). The pressure calculation is based on Dalton’s
law of partial pressure:
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p =
zs∑
i=1

(nikT ) + nekTe, (2.8)

where p is the pressure, n is the number density and T represents temperature. On the
right hand side of the momentum equations the terms Fx,p,2way , Fy,p,2way and Fz,p,2way

are included as source terms of momentum exchange from the particle solver in order to
take into account the effect of two-way coupling. On the left hand side of the energy
conservation equation 2.6 the conserved quantity and total enthalpy are presented. The
total enthalpy (volume specific) is represented by the equation Ht = ρet + pt. On the
right hand side of this equation, the first three terms represent conduction of energy over
the cell walls due to temperature gradients. The 4th to 6th terms are the source terms of
viscous fluxes. The effective diffusion of the individual components also causes a transport
of energy, which is modeled in the seventh term. The 8th and 9th term appear only in the
modeling of the plasma source including electric discharge. The 10th term is about the
volumetric heating that might occur, by the absorption or emission of radiation by the
gas. The last term is the source term of the particle solver in order to account for two-way
coupling effects. This is the amount of the energy in the form of convective heating that
particles have given back to the gas.

The volume specific total energy in thermal and chemical non equilibrium is the sum of
kinetic, translational and latent energies of the heavy particles and electrons, vibrational
and rotational energies of the molecules and mathematically presented as:

ρetot =
1

2
ρv2 +

zs∑
i=1
i 6=e−

ρi

(3

2
RiT + h0,i

)

+ ρe

(3

2
ReTe + h0,e

)
+

nmol∑
j=1

ρjevib,j +

nmol∑
k=1

ρkerot,k,

(2.9)

where etot represents total energy, h0 is the standard enthalpy and evib & erot are used to
express vibrational and rotational energies respectively.

For the inviscid flux calculations an AUSM+ scheme with 2nd order reconstruction of
MUSCL-type a TVD limiter of van Albada(briefly presented in B) and for the viscous
fluxes a central difference scheme is employed. The time integration is performed by an
explicit 4-step Runge Kutta scheme [25]. The transport properties are determined via the
simplified model of Yos [26] or with a Chapman-Cowling formula [27]∗. The data for the

∗Depending on the nature and complexity of the problem, any model from these two can be selected.
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transport coefficients depends on the type of the flowfield gas. For example for air it is
taken from Yos, Gupta et al [28; 29] and for CO2 from Wright [30].

2.2 CVE-solver in SINA

Subsequently to the computation of the flowfield by the first solver, the CVE-solver
(Chemical, Vibration, Electron) is called. This solver accounts for the chemistry, vi-
brational and electron energy conservation. It has the capability to simulate chemical
and thermal non-equilibrium flows. The chemical composition of the gas is also deter-
mined by the CVE solver. This solver was originally developed for the 11 component
air model of Park [31]. With the recent modifications∗, it is rebuilt more flexible using
external files for the definition of the reaction scheme in order to expand the range of
applications of SINA to hydrogen driven electric plasma sources or Martian atmosphere
entry simulation, to name just a few.

The wide temperature range from ambient up to about 50,000 K and a pressure from
hPa up to the MPa range represents a great challenge for the modeling of transport coeffi-
cients. For the computation of non equilibrium reacting flows, the rotational temperature
is considered to be equal to heavy particle translational temperature T because it tends
to equilibrate very fast with translational temperature. Electron temperature Te deviates
from heavy particle translational temperature T because of the slow rate of energy transfer
between electrons and heavy particles. This temperature is determined through its energy
distribution. The vibrational temperature Tv departs from both electron temperature Te
and heavy particle translational temperature T because of the slow equilibration of vi-
brational energy with electron and translational energies. The vibrational temperature of
the neutral molecules is computed from their respective vibrational energies and for all
the ionized molecules, the average temperature of the neural molecules is considered.

2.2.1 Physical model of the CVE solver

Not only new subroutines for the calculation of the thermal and chemical non equilibrium
have been added, but also a new solver using a semi implicit-Euler method to solve stiff
equations of convective fluxes and chemical source terms is developed. Additionally an
Euler time stepping is provided for stability. At the same time the whole chemistry part

∗In cooperation with Uwe Bauder, a PhD student in IRS, Universität Stuttgart, Germany
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of SINA has been transferred from a 2D rotational symmetric finite difference formulation
to a 3D finite volume formulation with boundary conditions for rotational symmetry.

The vibrational energy equation and the electron energy equation describe the thermal
non-equilibrium. The vibrational temperatures and the electron temperature are derived
from the resulting vibrational energies and electron energy. The chemical composition is
determined by solving the balance equations

∂

∂t
ci = ∇ci~v + wi +∇

zs∑
i=1

~ji (2.10)

for the molar concentration ci of each species. Here, the first term on the right hand side
is the convective transport, followed by the rate of production wi and the term for the
diffusion of the components. The rate of production is given by

wi =
m∑
j=1

(ν ′′ij − ν ′ij)

[
kfj(T,Te,Tvib)

∏
k

c
ν
′
kj

k − kbj(T,Te,Tvib)
∏
k

c
ν
′′
lj

l

]
, (2.11)

where the summation is done over all m reactions. The stoichiometric coefficients are ν ′ij
for the forward reaction j of the species i and ν ′′ij for the backward reaction. Accordingly,
the rate coefficients are kfj for the forward reaction j and kbj for the backward reaction.
They are computed employing the rate constants and the equilibrium constants. The
molar concentrations are transformed back to number densities after determination of the
new chemical composition .

The second part of the CVE-solver accounts for the vibrational temperatures of the
uncharged molecules. This is done by solving the balance equation for the vibrational
energy

∂

∂t
Ev,r = ∇Ev,r~v +∇λv,r∇Tv,r +∇

zs∑
i=1

~ji +Qc−v,r

+Qt−v,r +Qv−v,r +Qe−v,r.

(2.12)

where Ev is the vibrational energy, λ is used for thermal conductivity and Qc−v, Qt−v,
Qv−v, Qe−v represent energy exchange between chemical, translational, vibrational and
electronic modes. Thus, the change of vibrational energy in time is caused by convective
transport, vibrational heat conduction, diffusion, energy gains or losses due to chemi-
cal reactions, coupling between vibrational and translational energy, relaxation processes
between the vibrating molecules and by the coupling between vibrational and electron
energy. Assuming a harmonic oscillator model, the resulting vibrational energy leads
directly to the vibrational temperatures.
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The last part of the CVE-solver is responsible for the solution of the electron energy
balance equation

∂

∂t
Ee = ∇He~v +∇λe∇Te +∇

zs∑
i=1

~ji

−
∑
s=ion

Qe−v,s −
∑
r=mol

Mr

Me

Ev,s − Ev,r
τe−r

+ 3menek(T − Te)
√

8kTe
πme

∑
i 6=e

ni
mi

σe,i −∇~qr +
j2

σ
,

(2.13)

where Ee is the electron energy, Qe−v represents the energy exchange between chemical
and electron energy modes and qr is used to denote radiative heat fluxes. On the left
hand side of this equation the temporal change of electron energy is presented. On the
right hand side, this equation accounts for the convective transport, the heat conduction
of the electrons, the diffusion and the energy gained or lost during ionization reactions.
The fifth term represents the coupling of electrons and vibrating molecules as already seen
at the vibrational energy conservation equation. After that, the coupling with the heavy
particles’ translational energy follows. The last two terms are the source terms for radi-
ation and ohmic heating by an electric discharge, respectively. The electron temperature
is derived from the electron energy using

Ee =
3

2
nekTe. (2.14)

2.2.2 Energy exchange terms

As the gas particles move through the flowfield, chemical reactions or the exchange of en-
ergy among the various modes, e.g., translational, rotational, vibrational, and electronic,
of the atoms and of the molecules may occur. The transfer of energy between the various
energy modes is accomplished through collisions between the molecules, the atoms, and
the electrons within the gas. The accommodation time is determined by the frequency
with which effective collisions occur. In a case, where the gas density is low, chemical and
thermal states do not necessarily reach equilibrium. Non equilibrium processes occur in
a flow when the time required for a process to accommodate itself to local equilibrium
conditions within a particular region is of the same order as the time it takes the gas
particles to cross that region, i.e., the transit time. If the accommodation time is very
short compared to the transit time, the process is in equilibrium. If the accommodation
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time is long with respect to the transit time, chemical composition is "frozen" as the flow
proceeds around the vehicle.

The energy exchange between the vibrational degree of freedom and other modes of
freedom and also with the chemical source terms can be summarized as

Sv,k = St−v,k + Sv−v,k + Sc−v,k + Se−v,k, (2.15)

where St−v,k is the energy transfer between the vibrational and translational degrees of
freedom, Sv−v,k is the rate of vibrational energy exchange between the vibrational modes
of different molecules, Sc−v,k is the vibrational energy variation in the process of chemical
reactions and Se−v,k is the energy transfer between the electrons and different modes
of vibration. Additional energy exchange source terms arise for the exchange of energy
between the energy balance equations due to inelastic collision. SINA employs standard
models from literature which are mainly of Landau-Teller type, see e.g. Kanne et al. [32]
and references therein.

Translational-vibration energy exchange

The model used for calculating the energy exchange between translational and vibrational
modes has the Landau/Teller form [32] [33]

St−v,k = ck
εeqv,k(T )− εv,k(Tv,k)

< τk >
, (2.16)

where εeqv,k is the molar vibrational energy in equilibrium and < τk > is the average
vibrational relaxation time, that it consists of two parts:

< τk >= τkMW
+ τcr. (2.17)

The first part of the relaxation time is based on Millikan and White [34] and is valid up
to approx. 5000 K. For its computation, the following correlation is used.

τkMW
=

nmol∑
s=1

cr

nmol∑
s=1

cr
τksMW

where τksMW
=

1

p.

[
Ars
(
T−1/3 − 0.015µ

1/4
rs

)
− 18.42

] . (2.18)

The total pressure p in the equation 2.18 is used in [atm]. The parameter Ars and reduced
molar mass µrs is calculated using the relation

Ars = 1.16× 10−3µ1/2
rs θ

4/3
r and µrs =

MrMs

Mr +Ms

. (2.19)
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At higher temperatures the relation provided by Millikan and White gives wrong results.
Park [33] introduced a correction term in the relaxation time that is given as:

τcr =
1

vrσvntot
where σv = 10−21.

( T

50000

)2

. (2.20)

The average particle velocity of the molecular species r is computed by v̄r =
√

8<T
πMr

and
ntot is the total density of the gas.

Vibration-vibration energy exchange

The equation used for the vibration-vibration exchange is

Sv−v,k =
mol∑
t6=k

[
Pr,kNAσk,t

√
8<T
πµk,t

ρkρt
Mt

(
ev,te

eq
v,k

eeqv,t
− ev,k

)]
. (2.21)

where Pr,k are the exchange probabilities and it is calculated from Rapp [35]

Pr,k = 3.7× 10−6 Tvib,r
1[

cosh
(
0.1208(θr − θs)

)]2 . (2.22)

Chemical-vibration energy exchange

For determining the energies of the reacting species it is distinguished between formation
and decomposition reactions and between the energy of decomposing (vanishing: index
va) and forming (appearing: index app) species. If a particle is formed according to
the generic reaction equation 2.26 from left to right, the species appears in the forward
reaction and its energy depends on the energies of the starting substances on the left.
The decomposition of the species occurs in the backward reaction. Hence, the starting
substances are on the right, i.e. the energy of the decomposed species depends on the
temperatures of the species on the right side of the equation. This can be expressed by

ν > 0

{
ω̇app,i = νiω̇f , Eapp,i = E(i, TL)

ω̇va,i = − νiω̇b, Eva,i = E(i, TR)
(2.23)

for a formation reaction, where the indices L and R denote left and right side of the
reaction equation 2.26, respectively. Similarly, one obtains

ν < 0

{
ω̇app,i = νiω̇b, Eapp,i = E(i, TR)

ω̇va,i = − νiω̇f , Eva,i = E(i, TL)
(2.24)
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for a decomposition reaction. Given the mean molar energy of the forming and decom-
posing species, the chemical-vibrational exchage energy source term can be expressed
by

Sc−v,k =
zr∑
r=1

ω̇app,i,rEint,app,i,r − ω̇va,i,rEint,va,i,r. (2.25)

2.2.3 Chemical source terms

A mixture of gases at a point is in local thermal equilibrium when the internal energies of
each species form a Boltzmann distribution for the heavy-particle translational tempera-
ture T across each of their respective energy spectra. However, when the distribution of
vibrational energies does not fit the Boltzmann distribution for temperature T , thermal
non equilibrium effects are present at that point. There is also a model with two tem-
peratures T and Te, which is more often refer to as a two-temperature model. For the
two-temperature model, the distribution of vibrational energies still forms a Boltzmann
distribution but at a different temperature Tv. Thermal equilibrium exists when T = Tv.

A mixture of gases at a point is in local chemical equilibrium when the chemical
species concentrations at that point are a function of the local pressure and of the local
temperature alone. Chemical equilibrium occurs when the chemical reaction rates are
significantly faster than the time scales of the local fluid motion, so that the species
conservation equations reduce to a balance between production and destruction of the
species due to chemical reactions. If the effects of convection and of diffusion affect local
species concentrations, the flow is in chemical non equilibrium.

Combining these two definitions, the conditions for local thermochemical equilibrium
can be defined at a point in the flowfield. The characteristic time scales for the fluid
motion, the vibrational relaxation process, and the chemical reactions are denoted by tf ,
tv and tc , respectively. Thermal equilibrium requires tv << tf , everywhere. Similarly,
chemical equilibrium requires tc << tf .

In general, species balance equations have to be solved if the relaxation time of chemical
reactions is in the same order or greater than the flow residence time in the volume cells,
i.e. if the assumption of chemical equilibrium is not justified. The number of species
balance equations depends on the definition of the species. It is possible to solve species
equations for each quantum state of the chemical species under consideration, see e.g.
[36]. The disadvantage of such a model is that a vast number of species equations results
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which leads to unacceptable computing time even for two dimensional flow problems.
Therefore, the CFD schemes usually distinguish only between chemical species.

An arbitrary chemical reaction can be formulated by

zs∑
i=1

ν ′iXi

kf


kb

zs∑
j=1

ν ′′jXj, (2.26)

where X is a placeholder for the species under consideration. The reaction rate can be
obtained from the forward reaction rate coefficient kf and the backward reaction rate
coefficient kb. The multiplication factors ν ′ij and ν

′′
ij are the stoichiometric coefficients

of the sources and the products, respectively. The speed of the forward and backward
reaction rates depends on the reaction rate coefficients kf and kb. The reaction rate is
proportional to the concentration ci of the source/reactant species. With the reaction
rate coefficients the reaction rates can be expressed by

ω̇f = kf

zs∏
i=1

c
ν′i
Xi

and ω̇b = kb

zs∏
i=1

c
ν′′i
Xi

(2.27)

for a forward and a backward reaction, respectively. It was an experimental finding that
the reaction rate constants

k ∝ e−
A
RT (2.28)

are independent from composition and depend exponentially on the inverse of tempera-
ture. The constant A which is usually given in kJ

mol
is called activation energy in case of

exothermic reactions. For the determination of the reaction rates it is useful to introduce
the general stoichiometric coefficients

νij = ν
′′

ij − ν
′

ij, (2.29)

and the effective reaction rate
ω̇eff = ω̇f − ω̇b. (2.30)

The chemical source term of the species

ω̇i = Mi

zr∑
r=1

νi,rω̇eff,r, (2.31)

is obtained from the stoichiometric coefficients and the reaction rates by summation of
all reactions and multiplication with the species’ molar mass.
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2.2.4 Numerical model

As we are dealing with very stiff equation, the time step taken for the explicit Euler
method may be very small that will result in very slow convergence. In order to get rid
of this problem, the semi-implicit Euler method is used. It is called semi-implicit because
it involves derivatives of the source terms. For the numerical model, the right hand side
of equation 2.1 can be written as ~̇X which represents the rate of change ∂

∂t
~X computed

by SINA. This method can be presented by the equations[
1

∆t
Imt −

{
∂ ~̇X/∂ ~X

}]
∆X = ~̇Xn, (2.32)

~Xn+1 = ~Xn + ∆X, (2.33)

that determines a new ~Xn+1 so that ~̇X is zero. Here, the vector ~X represents the solution
variables. From the equation 2.32 it is clear that as the time step reaches ∞, this will
reduces to Newton implicit equation and at time zero, we will get the explicit Euler
equation. The drawback of this method is that the derivatives of ~̇X are needed. The
derivatives of the chemical source terms are determined analytically because these source
terms are very stiff in nature. The derivatives are for all the other terms appearing on
the right hand side of the equations 2.10, 2.12, 2.13 and 2.14 are determined numerically.
The reason for using the numerical derivations is their simplicity to model and implement
in the code and results obtained are in a acceptable accuracy. The equation system that
appears in the equation 2.32 is solved using LU decomposition of the matrix based on a
variant of Gaussian elimination algorithm.

Step size control

Due to very stiff equations, the solution may become unstable, therefore a step size controls
is provided in order to stabilize the solution and to avoid instabilities. As explained before
that the code is designed in such a way that it could be used to simulate reentry flows
into the atmosphere consisting of any type of gases. Therefore the chemical solver should
be robust enough that no matter how stiff the differential equations are, it should have
the capability to deal them properly.

An adapted time stepping algorithm [37] [38] is implemented in the code after testing
different constraints and time stepping techniques. The first thing involving the step size
control is to establish the error estimation criteria, because the magnitude of the error
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from the previous time step will lead to define the next step size. The error ratio is
estimated using the equation

qerr =
εh
ερ
, (2.34)

where εh is the error emerged due to the time stepping and ερ limits the maximum
allowable variation in the partial densities of the species and species energies.

The εh is based on the estimation of local error by evaluating a difference in solutions
obtained when a full-step and half-step is used. This technique is very useful for step
length adjustment. At each selected step length, the code is first run by using the full
step length. Next, the same case is performed in two steps of length h

2
. The absolute

error is then calculated by

εh = |∆x(h)− 2∆x(
h

2
)|. (2.35)

The tolerance ερ is provided for the the partial densities by taking into account max-
imum allowable changes in the total density of the gas. The ερ is determined using the
correlation

ερ = max(%1
~X, %2ρ), (2.36)

where %1 is the factor by which the limiting value of the total density is set and %2 is the
minimum tolerance in the partial densities. The values of %1 and %2 must be carefully
tested and set. These values may vary depending upon the stiffness of the equation and
convergence of the solution. In general, the strategy is to increase the time step if the
error is small and decrease it if the error is too large. The ερ defines the criteria for the
time stepping for the chemical solver and is presented in the equation 2.37.

εh < ερ =⇒ solution accepted

εh > ερ =⇒ solution not accepted
(2.37)

The relative increase or decrease in the values of h (time step) are also flexible and may
vary depending upon the type of the problem under consideration. As shown in the
equation 2.37, for the cases where εh > ερ the result is not accepted and the computation
is repeated with the half control step h/2. The advantage of doing half step computation
is that only one computation is needed because the new computation needed for the
full control step h is available from the previous run. However, for increasing the time
step, a special care has to be taken because in order to avoid large oscillation and slow
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convergence. The solution my be destabilized if the time step is increased to very high
values but at the same time the step size should not be so small that it may hinder the
convergence and performance of the solver. Once a step is accepted, the proposed step
length for the next step is chosen as

h =
h

min
[
(4qerr)−0.25, 3

] , (2.38)

permitting an increase in h when qerr < 0.25 and possibly an acceleration by a factor of
3 when qerr << 1. The factor of 4 in equation 2.38 and the empirical restriction on the
maximal increase were used as safety margins to avoid selection of too large steps that
might be rejected (that is, lead to qerr values larger than 1).

This is worthy to mention here that this numerical method is not optimized. For very
stiff problems it is very time consuming and convergence is relatively slow. Therefore for
future extension of the code, it is recommended to implement other numerical methods
like two-step diagonally implicit Runge Kutta method (DIRK2) etc. for the robustness
and better convergence of the code.
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Chapter 3
CO2 Solver Implementation

As a result of intense future exploration missions to Mars, new and thorough studies

on flow dynamics, chemical kinetics, thermal non-equilibrium, and radiation of high-

temperature gases present in the shock layer of any space vehicles entering the Martian

atmosphere are necessary in order to evaluate both the convective and the radiative heat-

ing to the surface of the vehicles. The Martian atmosphere consists mainly of carbon

dioxide (95.3%), molecular nitrogen (2.7%) and argon (1.6%)[39]. Small amounts of other

species are also present, but can usually be neglected.

The flowfield about the orbiter entering a planetary atmosphere is indeed complex.

Its analysis requires the simultaneous treatment of a three-dimensional, non-steady and

non-equilibrium viscous flow. In order to cope with such a complex assignment, it is

necessary to make several simplifying assumptions reducing the physical modeling to a

manageable task. First, the flowfield about the orbiter is modeled as symmetric around

the axis of the orbiter. Then, the Mars atmosphere composition is reduced to pure CO2.

The entry velocity of past missions in the Martian atmosphere is depicted in the

table 3.1. Minimum energy flight trajectories from Earth to Mars result in a Martian

entry velocity of 5-7 km/s or slightly higher [40]. Such a flight trajectory requires a

one-way mission time of nearly one year. For a manned mission, such a long journey

is undesirable. A fast mission is possible using a high-energy trajectory, but such fast

missions result in a higher entry velocity. The compromise between the mission time and

the entry velocity leads to a scenario requiring a one-way flight time of 5-8 months, and

an entry velocity between 7-9 km/s [40].
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Table 3.1: Entry velocity of past missions in Martian atmosphere

Flight Agency Entry Date Vrel

(km/s)
Mars 2 RSA Nov.27,1971 6.0
Mars 3 RSA Dec.2,1971 5.7
Mars 6 RSA Mar.12,1974 5.6
Viking I NASA Jul.20,1976 4.5
Viking II NASA Sep.3,1976 4.5
Pathfinder NASA Jul.4,1997 7.5
MPL NASA Dec.3,1999 6.9
DS-2 NASA Dec.3,1999 6.9
Beagle ESA Dec.25,2003 5.6
MER-A NASA Jan.3,2004 5.6
MER-B NASA Jan.24,2004 5.6
Phoenix NASA Aug.4,2007 5.5

3.1 Chemical modeling

As explained before, the entry velocities to Mars are approximately 5-7 km/s. For such

velocities, the gas in the shock layer is expected to be highly reactive. The computations

of the flowfield are then done considering that the gas is composed of a mixture of CO2

products that are vibrationally excited and chemically reacting. Keeping in view the

entry velocities, the ionization can be ignored as the expected maximum temperature of

the considered flow is less than 8000 K [41]. Moreover, no turbulence models are taken

into account, and therefore the obtained results correspond to a laminar flow. Solving

this limited model is still a challenge.

The dissociation of CO2 starts at about 1800 K ( at 7.87 Pascal pressure∗). Keeping

in view the fact that ionization is not taken into account and entry velocity in the Mars

atmosphere is around 5-7 km/s, the five species model (carbon dioxide (CO2), molecular

oxygen (O2), carbon monoxide (CO), oxygen (O) and carbon (C)) from Charbonnier

[42] is decided to be used†. The other advantage of using this model, is to allow for a

∗The entry pressure for MSRO mission in Martian atmosphere
†In case of higher entry velocities a more detailed model that includes ionization(such as [39]) may

also be used.
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fair comparison with published results based on this chemistry modeling and to avoid
introducing additional bias when comparing simulated data.

A 18 reactions scheme for the chemistry set is shown in table A.1 from Charbonnier[42].
The chemical equilibrium constant is determined based on the the Gibbs free energy
method. The data required for the determination of the chemical equilibrium constant is
taken from the CEA NASA Thermobuild Table [43]. The data required for the compu-
tation of standard enthalpy and entropy is provided in table A.2. However the detailed
output of the data can be taken from [43] if needed. The determination of reaction rate
and equilibrium constants is explained in detail in sections 3.1.1 and 3.1.2 respectively.

3.1.1 Reaction rate coefficients

The excitation of internal degrees of freedom reduces the activation energy of chemical re-
actions. An established ansatz for determining the reaction rate constants is the extended
Arrhenius law

k(T ) = C · T se
−A
RT , (3.1)

where C and s are constants. The constant s mainly accounts for the influence of temper-
ature on collision frequency. From measurements the reaction rate constants in thermal
equilibrium have been evaluated. In order to account for the influence of internal excita-
tion within a multi-temperature model the reaction rate constants have to be determined
as a function of the translational and the vibrational temperatures. Currently in the code
a model developed by Park [44; 31] for coupling the internal energies i.e. vibration is
implemented. Parks T Tvib model for the determination of the reaction rate constants can
be represented by

k(T, Tv) = CT (s−r)T rvibe
−A−A

∗
RT

− A∗
RTvib , (3.2)

where A∗ and r are modeling parameters which have to be determined from physical
considerations. A∗ may be interpreted as a part of the activation energy which needs to
be exceeded by vibrational energy. It can be easily shown, that the extended Arrhenius
equation 3.1 follows for the case of equilibrium between translation and vibration, i.e.
T = Tvib. If Tvib is lower than T , the reaction rate constant falls below the equilibrium
value. In the opposite case the reaction rate constant exceeds the equilibrium value.

Since Park uses Ta = T for exchange reactions as well as for associative ionization
reactions and Ta = Te for electron impact ionization, SINA employs
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Ta = T rT 1−r
vib , (3.3)

to allow for a uniform description of the reaction rates via

kf (T, Tv) = C(T rT 1−r
vib )e

− A

<TrT1−r
vib , (3.4)

with r = 1
2
for dissociation reactions and r = 1 for all other.

In chemical equilibrium the forward reaction rate ω̇f and the backward reaction rate
ω̇b are equal. Therefore, equilibrium constant can be defined via

Kc =
kf
kb

=


zs∏
i=1

c
ν′′i
Xi

zs∏
j=1

c
ν′j
Xj


eq

=

(
zs∏
i=1

cνiXi

)
eq

. (3.5)

The equilibrium constant can be determined with high accuracy both experimentally
as well as with the methods of chemical energetics. Data required for the calculation of
the equilibrium constants can be found from Cox [45], the NIST database [46] or can
be calculated from CEA NASA Thermobuild Table [43]. In contrast to the evaluation
of the equilibrium constants the determination of the reaction rate constants is much
less accurate. In addition to experimental methods a number of classical, analytical
methods for the determination of the reaction rate constants like the collision theory or
the transition state theory do exist. In addition, direct numerical methods are employed
in recent years, see e.g. [47]. Like forward reaction rate, the backward reaction rate
can also be determined from equation 3.4 with little modifications. However, keeping in
view the fact that possible errors in the determination of kf and kb might lead to wrong
computation of equilibrium constant kc, the backward reaction rate kb is determined
employing

kb =
kf
Kc

. (3.6)

3.1.2 Equilibrium constant Kc

As discussed before, Park’s TTvib model is currently used in SINA. Originally the Park’s
model was developed for air only. However, this is general model and does not involve any
empirical values or correlation associated with air flows only. Therefore, the same model
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is used for the Martian entry flows (CO2 gas instead of air). The following polynomial fit
[48] is used for the computation of equilibrium constant.

Kc(T ) = exp

(
PK,1 + PK,2 ln

( T

1000

)
+ PK,3

( T

1000

)−1

+ PK,4

( T

1000

)−2

+ PK,5

( T

1000

)−3

+ PK,6
T

1000

+ PK,7

( T

1000

)2

+ PK,8

( T

1000

)3

+ PK,9

( T

1000

)4
) (3.7)

The values for polynomial coefficients PK,1 to PK,9 are provided by Park for air. For CO2,
these coefficients have to be determined. For this purpose the standard Gibbs free energy
method is used. A measure of the free energy, the potential energy of a reaction, can be
used to predict properties of chemical reactions. In the late 1800’s, J. W. Gibbs showed
that free energy (G) of a system can be defined as

G = H − TS. (3.8)

in which S refers to the entropy of the system. Since H, T and S are all state functions,
so is G. Thus for any change in state, we can write the relation:

∆G = ∆H − T∆S, (3.9)

From basic thermodynamics, it can be derived that:

δq = de+ p dv. (3.10)

When adding an amount of heat to 1 kg of a gas at constant pressure, the temperature
of the gas increases. The relation for the specific heat capacity is

cp =
δq

dT
. (3.11)

From equations 3.10 and 3.11, we can write

dH = cp dT. (3.12)

After integrating we get
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h0(p, T ) = h0 +

T∫
T0

cp dT. (3.13)

The values of the enthalpy h0 are based on a function of pressure and temperature.
There are different resources/methods available for the determination of these values e.g.
[46; 43]. In SINA, the computation of these variables are based on NIST data. In this
data the curve fitting coefficients for the large number of atoms and molecules are given.
Taking into account these coefficients, the enthalpy of formation using the equation 3.14
is computed.

h0(p, T )
( kJ
mol

)
= A

( T

1000

)
+
B

2

( T

1000

)2

+
C

3

( T

1000

)3

+
D

4

( T

1000

)4

+ E
(1000

T

)
+ F.

(3.14)

Since entropy is a state variable, it must be uniquely related to other state variables.
For a system in equilibrium, entropy can be expressed as a function of T and p, even for
calorically or thermally perfect gases where enthalpy and internal energy are functions of
temperature only. Using the laws of thermodynamics, the entropy can be defined as [49]

dS = cp
dt

T
−<dp

p
. (3.15)

Using equation 3.12 and after integrating we get

S(p, T ) = S0 +

T∫
T0

cp dT

︸ ︷︷ ︸
S0(p0,T )

+< ln(
p0

p
). (3.16)

For constant pressure of p0 = 1atm = 101300pa the relation for the entropy is

S0(p0, T )
( J

molK

)
= A ln

( T

1000

)
+B

( T

1000

)
+
C

2

( T

1000

)2

+
D

3

( T

1000

)3

− E

2

(1000

T

)2

+G,

(3.17)

where the coefficients from A to G are available from NIST database [46] or can be
calculated from CEA NASA Thermobuild Table [43]. In order to make use of Gibbs
energies to predict chemical equilibrium, one has to determine the free energies of the
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individual components of the reaction. Now the standard enthalpy of formation h0 and
the standard entropy of a substance S0 can be combined using equation 3.9 to get its
standard free energy of formation. Then, determination of the standard Gibbs energy of
the chemical reaction is followed by the stoichiometric addition of the free energies of the
reactants and products

∆G(p, T )=
zs∑
i=1

(ν
′′

i − ν
′

i)
[
Hi(p0, T )− TSi(p0, T )

]
︸ ︷︷ ︸

∆RG

−
zs∑
i=1

(ν
′′

i − ν
′

i)<T ln
(p0

pi

)
. (3.18)

The thermodynamic proof of this equation is complex and therefore not presented here.
However it could be found in [50] and [51]. In equilibrium condition (∆G(p, T ) = 0),
equation 3.18 can be written as

∆RG
0

< T
− ln


zs∏
i=1

(p0

pi

)ν′′i
zs∏
j=1

(p0

pj

)ν′j

eq

= 0. (3.19)

The equation for the partial pressure pi is

pi = ci<T. (3.20)

Using equation 3.20 in 3.19, we get


zs∏
i=1

c
ν
′′
i
i

zs∏
j=1

c
ν
′
j

j


eq

= exp

[
−∆RG

0

< T
+

zs∑
i=1

(ν
′′

i − ν
′

i) ln
( p0

<T

)]
. (3.21)

The coefficient needed for the computation of equilibrium constant are provided as
followings:

PK,1 =
zs∑
i=1

(ν
′′

i − ν
′

i)
(Gi

<
− Ai
<

)
+

zs∑
i=1

(ν
′′

i − ν
′

i) ln
(101300Pa

<

)
, (3.22)

PK,2 =
zs∑
i=1

(ν
′′

i − ν
′

i)
Ai
<
−

zs∑
i=1

(ν
′′

i − ν
′

i), (3.23)
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PK,3 = −
zs∑
i=1

(ν
′′

i − ν
′

i)
Fi
<
, (3.24)

PK,4 =
zs∑
i=1

(ν
′′

i − ν
′

i)
Ei
2<

, (3.25)

PK,5 = 0, (3.26)

PK,6 =
zs∑
i=1

(ν
′′

i − ν
′

i)
Bi

2<
, (3.27)

PK,7 =
zs∑
i=1

(ν
′′

i − ν
′

i)
Ci
6<

(3.28)

PK,8 =
zs∑
i=1

(ν
′′

i − ν
′

i)
Di

12<
. (3.29)

3.2 Transport properties

Gradients of physical properties in the flowfield produce a molecular transport which is
directly proportional to the gradient but in the opposite direction. The transport of the
momentum of the flow which is proportional to the velocity gradient, as represented by
the laminar shear stress, results in the coefficient of viscosity. The transport of thermal
energy which is proportional to the temperature gradient results in the thermal conduc-
tivity. In diffusion, the transport of molecules in proportion to the concentration gradient
of the molecules gives rise to the diffusion coefficient. Thus, the coefficient of viscosity,
the thermal conductivity and the diffusion coefficients are known as transport proper-
ties. Since the transport of momentum, energy and chemical species is due to collision
processes among particles that make up the flowfield, the theoretical prediction of the
transport properties requires a knowledge of the potential energy curves which describe
the interaction between the various colliding particles.

The macroscopic transport properties can be derived in kinetic theory from the Boltz-
mann equation. The Chapman-Enskog expansion is used to obtain a solution of the Boltz-
mann equation. According to Chapman-Enskog theory [52], the transport properties of
a dilute gas mixture can be computed to first-order accuracy with the knowledge of just
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three binary interaction parameters: the diffusion collision integral Ω
(1,1), the viscosity col-

lision integral Ω
(2,2) and the dimensionless collision integral ratio B∗ = (5Ω1,2−4Ω1,3)/Ω1,1.

In order to obtain these collision integrals from the interaction potentials of two colliding
particles three subsequent integrations have to be performed. Due to the large computa-
tional work needed, this cannot be done during the flowfield simulation. Therefore average
collision integrals Ω

(1,1)

i,j and Ω
(2,2)

i,j are implemented in the code. The underlying collision
integrals are defined by

Ω
(l,s)
ij (Ti, Tj) =

8π(l + 1)

(s+ 1)! [2l + 1− (−1)l]

.

∞∫
0

∞∫
0

e−γ
2

γ2s+3(1− cosl χ(b, g))b db dγ.

(3.30)

The variables used in equation 3.30 and the determination of the transport properties
based on the Chapman-Enskog method can be found from Markus [27].

Implementation in SINA

Collision integrals for different pairs of species are available from the literature as a func-
tion of temperature. The least square method using a 5 degree polynomial fit is employed
for the computation of the collision integrals in SINA. The collision integrals for diffusion
as a function of temperature in the polynomial form of least square is shown in equa-
tion 3.31, for the viscosity in equation 3.32 and for the dimensionless collision ratio in
equation 3.33. The values for the diffusion collision integral Ω1,1 and viscosity collision
integral Ω2,2 are taken from [30]. Table A.4 and A.6 show the values for the collision in-
tegrals for the neutral-neutral interactions over the temperature range 300-20000 K. The
dimensionless collision integral ratio B∗ is only a weak function of temperature. There-
fore, a constant value of B∗ = 1.15 is used to represent all neutral-neutral interactions
[30].

=⇒ Diffusion collision integral

Ω
(1,1)

ij = 10−20 exp
(
PΩ,1(lnT )4 + PΩ,2(lnT )3

+PΩ,3(lnT )2 + PΩ,4 lnT + PΩ,5

) (3.31)

=⇒ Viscosity collision integral
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Ω
(2,2)

ij = 10−20 exp
(
PΩ,1(lnT )4 + PΩ,2(lnT )3

+PΩ,3(lnT )2 + PΩ,4 lnT + PΩ,5

) (3.32)

=⇒ Dimensionless collision integral ratio

B∗ij = exp
(
PB∗ij ,1(lnT )2 + PB∗ij ,2 lnT + PB∗ij ,3

)
(3.33)

3.3 Vibrational energy modes

The translational and rotational modes of the gas are assumed to be in equilibrium with
each other at the translational-rotational temperature T . This is based on the assumption
that the rate of rotational relaxation is very fast relative to the rate of fluid motion for
conditions of interest and also the very few collisions are required for the rotational tem-
perature in order to equilibrate with the translational temperature. Camac [53] showed
that all vibrational modes of CO2 relax at the same rate. Therefore, for all the vibrational
modes only one vibrational temperature Tvib,CO2 is taken.

For vibrational energy computation, Park [44] assumed that the vibrational energy
share depends on dissociation energy and reduces with rising translational energy. There-
fore, he proposed

Êvib,i = D0,i −<T (3.34)

for the determination of the energy of dissociation reactions. The relation for the vibration
energy for an infinite harmonic oscillator derived on the basis of partition function is

Evib,in,f,i =
<θvib,i

e
θvib,i
Tvib,i − 1

, (3.35)

and heat capacity at constant volume is

cv,vib,in,f,i = Ri

 θvib,i
2Tvib,i

sinh
(
θvib,i

2Tvib,i

)
2

. (3.36)

For a harmonic oscillator truncated at the dissociation energy, the vibrational energy and
heat capacity becomes
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Evib,in,f,i =
<θvib,i

e
θvib,i
Tvib,i − 1

− D0,i

e
D0,i
<Tvib,i − 1

(3.37)

and

cv,vib,in,f,i = Ri

 θvib,i
2Tvib,i

sinh
(
θvib,i

2Tvib,i

)
2

−

 D0,i

2<Tvib,i

sinh
(

D0,i

2<Tvib,i

)
2 (3.38)

The energy of decomposing and forming molecules is only equal in thermal equilibrium.
As a consequence, the vibrational energies of the reacting particles are distinguished as
well. From the investigation of state selective reactions Knab et al. [54] [55] obtained

Evib,va,i,r(T, Tvib,i) = Evib,i(Tvib,i)−<
∂ ln kf/b(T, Tvib,i)

∂
(

1
Tvib,i

) (3.39)

if the energy level populations follow a Boltzmann distribution. Therefore, one obtains

Evib,va,i,r(T, Tvib,i) = (1− rr)
[
sr<Tvib,i + A0,r

(Tvib,i
T

)rr]
+
<θvib,i

e
θvib,i
Tvib,i − 1

− D0,i

e
D0,i
<Tvib,i − 1

(3.40)

from equations 3.4 and 3.37. The vibrational energy of particles formed within a reaction
is determined via

Evib,app,i,r(T, Tvib,i) = (1− rr)
[
sr<T + A0,r

]
+
<θvib,i

e
θvib,i
T − 1

− D0,i

e
D0,i
<T − 1

(3.41)

The equation 3.37 is used for all diatomic molecules. However CO2 is a linear three
atomic molecule as shown in figure 3.1 and has three vibrational modes, one of which is
doubly degenerated. With the assumption that there is a unique vibrational temperature
for each vibrational mode, the vibrational energy of CO2 is expressed by

Evib,CO2(Tvib,CO2) = Evib,CO2,1(Tvib,CO2) +Evib,CO2,2(Tvib,CO2) +Evib,CO2,3(Tvib,CO2). (3.42)

Two-atomic molecules have only one mode of vibration i.e stretching / symmetric.
The vibrational energy equation presented in equation 3.37 is used to compute vibration
energies of diatomic molecules. This equation has to be modified to be used for the
computation of vibrational energies of molecules with more than two atoms. The triatomic
molecules have two stretching (symmetric and asymmetric) and one bending mode of
vibration. When we consider polyatomic molecules with more than three atoms, it is no
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longer obvious how many modes of vibration they have. In fact, a linear molecule has
3N − 5 normal modes of vibration and a non-linear molecule has 3N − 6, where N is the
number of atoms in the molecule [56]. For developing the Martian atmospheric model,
CO2 is the only molecule with three atoms and previously in SINA, there was no provision
to take into account vibrational energies for the three atomic molecule. Therefore, a
vibrational model for the three atomic molecule is developed and implemented in the
code and is discussed in detail here. It has three modes of vibration, one of which is
doubly degenerate as discussed previously. These modes of vibration for CO2 are shown
in figure 3.1.

Figure 3.1: Vibrational modes of CO2

Therefore equation 3.37 is modified in order to take into account three modes of vibra-
tion. The modified form is shown with equation 3.43. It is worthy to mention here that
equation 3.43 is valid for linear three-atomic molecules i.e. CO2 only. Small modifications
have to be made for the molecules having more than three atoms.

Evib,CO2,r = gr
<θvib,CO2,r

e
θvib,CO2,r
Tvib,r − 1

− D0,CO2

e
D0,CO2
<Tvib,CO2 − 1

. (3.43)

here, θvib,CO2,r is the characteristic temperature of vibration of mode r of CO2 and gr is
the degeneracy of that mode. The constants for θvib,CO2,r and gr are presented in table 3.2
from [57].
The rate at which these vibrational energies relax toward the translational energy is
assumed to behave according to the Landau-Teller relaxation expression presented in
equation 2.16. The relaxation time of species due to collisions with species r is determined
from an expression due to Millikan and White is given in equation 2.17 and presented
in detail in appendix 2.2.2. For the Millikan and White expression for carbon dioxide,
the characteristic temperature of vibration of each mode should be used. Thus the three
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Table 3.2: Vibrational energy constants

Species θvib(K) g

CO2

1313.67 1
663.09 2
2335.42 1

CO 2169.29 1
O2 1580.19 1

modes of CO2 will relax at different rates. However, the results of Camac [53] indicate
that the three modes of carbon dioxide relax at the same rate with a characteristic time
(in seconds) given by

ln τCO2 p = 36.5T−1/3 − 17.71, (3.44)

where p is the pressure in atmospheres. This expression yields a very different relaxation
time than does equation 2.17. The data of Camac yield a relaxation time similar to that of
the θvib = 945 K mode. This indicates that vibrational energy is transferred to this mode
from translational, then vibration-vibration coupling transfers energy to the other two
modes. The result is that the CO2 molecule relaxes considerably faster than predicted by
the Millikan and White formula. The Camac relaxation time is used for the computation
of the vibrational energy of the CO2 molecules.
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Chapter 4
Particle Solver

A phase is a thermodynamic definition for the state of matter, which can be solid, liquid
or gas. It is classified as continuous if it occupies continuously connected regions of
space and is classified as disperse when it occupies disconnected regions of space. In
a multi-phase flow several phases flow together. The continuous phase may be gaseous
or liquid. The disperse phase is formed by particles. The numerical methods used in
solving the dispersed multi-phase flow can basically be divided into Eulerian approach
and the Lagrangian approach. The Eulerian approach is a way of looking at fluid motion
that focuses on specific locations in the space through which the fluid flows. This can
be visualized by sitting on the bank of a river and watching the water pass the fixed
location. Either Navier-Stokes or Euler equations can be used to model the fluid motion.
The Lagrangian approach is a way of looking at fluid motion where the observer follows
individual fluid particles as they move through space and time. This can be visualized by
sitting in a boat and drifting down a river.

4.1 Euler-Lagrangian method

The combined Euler-Lagrangian is the most suitable method for disperse flows. The
Euler-Lagrangian approach has been chosen because it involves a minimum number of
empirical equations only, and is more suitable for providing detailed information of the
discrete phases. Here, the continuous phase is treated in an Eulerian manner, while
the disperse phase is treated in a Lagrangian manner. In the Euler approach the flow
variables are a function of space and time and thus are represented as flow fields. In
the Lagrangian instead individual particles are considered and the parameters of the
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each particle (i.e. position, velocity, temperature) are functions of time. In the Euler-
Lagrangian approach, therefore, mass, momentum and energy conservation equation are
solved for the continuous phase and for the disperse phase the position and velocity of
each particle is obtained from Newton’s second law. This requires the interpolation of the
continuous phase velocity from the Eulerian grid to the local particle position.

Figure 4.1: Mass mixing ratio of particles [58]

The Euler-Lagrangian approach can be classified [59] with respect to the kind of cou-
pling between the phases. The simplest approach is the the so called one-way coupling.
Here, the particle mass loading∗ respectively volume loading is assumed to be small enough
that any effects of the dispersed phase on the continuous phase can be neglected. Thus
the local velocity of the continuous phase has a direct impact on the particle motion while
the reverse is neglected. If the effects of the particles on the flowfield gas can not be ig-
nored, two-way coupling is required. So called four-way coupling additionally takes into
account the particle-particle collision effects due to higher void fraction of the disperse
phase and due to the turbulence modification by particles. A rough estimative approach

∗Loading represents the ratio of particle mass/volume to the gas mass/volume
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Figure 4.2: Dust particle sizes in Martian atmosphere [58]

to decide about the appropriate coupling can be obtained from the volume fraction of the

disperse phase. For very low values, αp < 10−6, one-way coupling can be used while two

way coupling may be a reasonable approach up to αp ≈ 10−3. For higher values, four-way

coupling should be used [59].

The number density of dust particles at different altitudes in Martian atmosphere is

shown in figure 4.1. In the constant haze has been quoted as ≈ 1−2cm−3 near the surface

and between 1 and 0.2 cm−3 at altitudes of 15 - 25 km. Above ≈ 25 km, number density

declines sharply. The dust mass density is 1.8.10−7kg/m−3 in standard conditions and

up to 7.10−5kg/m−3 during a dust devil. Keeping in view Mar atmospheric density [58],

the mass fraction αp of dust particles is found to be around 1.10−4. Therefore, two-way

coupling is taken into account. However one-way coupling is also discussed because it has

the significant advantage that the Eulerian velocity field can be computed independently

of the particle tracking by a standard single-phase simulation. The continuous phase

parameters (i.e. velocity, temperature, density etc) are obtained once at the beginning.
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The trajectories of the individual particles are then computed independently from one
another.

Based on the work of different groups, the plots for the dust particle sizes in Martian
atmosphere are shown in figure 4.2. The sizes of particles varies from 0.01µm to 10µm.
The mode radius (rm) is around 0.4µm [58]. The sizes of bigger particles ranges from
4µm to 10µm. To see the impact of differently sizes particles onto the vehicle in Martian
atmosphere, particles with different radii are taken into account for simulation.

4.2 Mathematical modeling

The form of the Lagrangian approach known as trajectory method is used for the modeling
of the particle solver and it is discussed in detail here.

4.3 Basic assumptions

The main assumptions used in the present study are

1. The particle phase is treated as a discrete set of solid particles which are rigid spheres
of equal radii rp.

2. Only radiation cooling of particle i.e. radiative emission is considered but radiative
absorption is not considered. The reason is that there is no radiative heat transfer
model available in SINA code.

3. No inter-particle collisions are taken into account. Only one-way and two-way cou-
pling effects are taken into account but four-way coupling is ignored. This is due
to the fact that the particle loading ratio is of the order of ≈ 10−4 as explained in
detail in section 4.1.

4. The particle motion is assumed to be translational only i.e. rotational motion is
not considered. The reason is that rotational motion is prominent or needed to be
taken into account when there is a inter-particle collision.

5. The Magnus force∗, added mass force†, Basset or history force‡, saffman lift force§

and the external forces (gravitational, electric, magnetic ) are not taken into account.
∗Particle rotation by any means other than rotation e.g. contact with the wall
†Inertia added to particle due to movement
‡Force due to the lagging boundary layer development with changing relative velocity
§Force generated due to rotation of the particles
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Due to smaller size of the particle and the particle rotation is not considered, these
forces are not significant.

6. The gaseous flowfield parameters are assumed to be constant everywhere in a given
volume cell for particle trajectory computation i.e. no interpolation is made from
grid node or grid center to the particle position.

7. The wall of the vehicle is assumed to be fully smooth i.e. only reflection of the
particle is considered and no dispersion is taken into account.

8. The particles preserve their shapes everywhere in the flowfield i.e. the uniform phase
change (evaporation, melting or sublimation) and no disintegration of the particles
take place during simulation.

9. The Biot number is assumed to be less than 0.1∗. This is due to the fact that
particles under consideration are of micro sizes.

4.3.1 Particle movement

The model of action of the flowfield gas on a particle includes the drag force ~fd and heating
of the particle. The translational motion of the particle is governed by Newton’s second
law

mp d~Vp/dt = ~fd. (4.1)

Here mp = (4/3)πρpr
3
p is the mass of the particle. Drag force, velocity and new particle

position [60] are computed by

~fd =
1

2
Cdπρpr

2
p|∆~V |(∆~V ), (4.2)

~V n+1
p = ~V n

p + (~fd/mp)∆t, (4.3)

~P n+1 =
1

2
(~V n+1

p + ~V n
p )∆t, (4.4)

respectively. The ~fd stands for drag force acting on the particle and ∆~V is the rela-
tive velocity between the particle and the flowfield velocity and Cd represents the drag
coefficient.

∗The Biot number is defined as hdp/kp where h is the convective heat transfer coefficient and kp is
the thermal conductivity of the particle. If the Biot number is less than 0.1, one can assume the internal
temperature of the particle is uniform.
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As discussed before in section 4.1, the sizes of the particles in the Martian atmosphere

are in microns. Due to smaller sizes of particles, the values of relative Reynolds numbers

may be very low and values for relative Knudsen numbers are expected to be higher.

These low Reynolds number values will lead to very high drag coefficients as depicted in

the standard drag curve in figure 4.3. Therefore, for the particle simulation, the model for

drag coefficient computation should be capable of dealing with very low Reynolds number

or very high Knudsen numbers.

Figure 4.3: Variation of drag coefficient of a sphere with Reynolds number

The drag coefficient Cd is calculated from the approximation formulae proposed by

Henderson [61]. Those are suitable for flow regimes ranging from continuum to free

molecular flow including slip and transitional flows. The effect of a temperature difference

between particle and gas on the drag is also considered. The drag coefficient relations for

different flow regimes as described by Henderson are

Cd =


C1
d 0 ≤Mrel ≤ 1,

C12
d 1 < Mrel ≤ 1.75,

C2
d Mrel > 1.75,

(4.5)

where C1
d is the drag coefficient for the subsonic region. The equation for this coefficient

has the form:
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C1
d(Rerel,Mrel, Tp/Tg) = 24

[
Rerel + S

{
4.33 +

3.65− 1.53Tp/Tg
1 + 0.353Tp/Tg

× exp(−0.247× 2rpρa/µ
√
γ/2)

}]−1

+ exp(−0.5(µ|∆~V |)0.5/a
√

2rpρ)

×
[
0.1M2

rel + 0.2M8
rel +

4.5 + 0.38(0.03Rerel + 0.48
√
Rerel)

1 + 0.03Rerel + 0.048
√
Rerel

]
+
[
1− exp(−µ/2aρrp)

]
0.6S

(4.6)

where Mrel is the relative Mach number, Rerel stands for relative Reynolds number and
S is used for the molecular speed ratio. C2

d is used to compute the drag coefficient at
greater than Mach 1.75. No modification is necessary in this formula and it is reproduced
from Henderson.

C2
d(Rerel,Mrel, Tp/Tg)

=
0.9 + 0.34

M2
rel

+ 1.86
√

Mrel

Rerel
+
[
2 + 2

S2 + 1.058
S

√
Tp
Tg
− 1

S4

]
1 + 1.86

√
Mrel/Rerel

.
(4.7)

In the transonic/supersonic region at Mach numbers between 1 and 1.75 the drag
coefficients are linearly interpolated using equation 4.11 and equation 4.7 and we get the
following bridging relation for this region

C12
d (Rerel,Mrel, Tp/Tg) = C1

d1
+

4

3
(Mrel − 1)(C2

d1.75
− C1

d1
), (4.8)

where C1
d1

is the drag force coefficient evaluated at Mach number 1 and C2
d1.75

is the drag
force coefficient evaluated at Mach number 1.75.

The relative velocity ∆~V between gas and particle is used for the computation of
Mach and Reynolds numbers because it gives the net influence of the gas on the particle.
The relative Mach and Reynolds numbers are computed by Mrel = |∆~V |/a and Rerel =

2|∆~V |rpρ/µ, respectively, and the molecular speed ratio by S = Mrel

√
γ/2. Due to

particle relaxation, there is a possibility that the velocity difference between flowfield and
particle becomes either zero or very low. In this case, equation 4.11 tends to become
infinite or unstable because it involves velocity terms in the denominator. In order to
solve this problem, some modifications are made in equation 4.11, which is used for
calculating the drag coefficient below Mach 1. The following equations are used to modify
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this relation. The velocities terms involved in the denominator are replaced with other

parameters:

C1
d = 24/A+B + C, (4.9)

where A, B and C

A = Rerel+S
{

4.33+
3.65− 1.53Tp/Tg
1 + 0.353Tp/Tg

×exp(−0.247×2rpρa/µ
√
γ/2)

}
= |∆~V |Ã, (4.10)

B = exp(−0.5(µ|∆~V |)0.5/a
√

2rpρ)

×
[
0.1M2

rel + 0.2M8
rel +

4.5 + 0.38(0.03Rerel + 0.48
√
Rerel)

1 + 0.03Rerel + 0.048
√
Rerel

]
,

(4.11)

and C =
[
1− exp(−µ/2aρrp)

]
0.6S. (4.12)

From equation 4.9 it is clear that A is in the denominator of the term. If A becomes zero

or too small, the solution will tend to become unstable. To remove this instability factor,

equation 4.9 is multiplied by |∆~V |

C1
d |∆~V | = (24/A)|∆~V |+B|∆~V |+ C|∆~V |. (4.13)

After some modification in equation 4.10, one gets

Ã =
2ρrp
µ

+

√
γ/2

a

{
4.33 +

3.65− 1.53Tp/Tg
1 + 0.353Tp/Tg

× exp(−0.247× 2rpρa

µ
√
γ/2

}
(4.14)

in which there is no term that involves velocity terms. Therefore, Ã can’t get to zero any

more. Using equation 4.14, the equation 4.13 can be rewritten as

C1
d |∆~V | = 24/Ã+ (B + C)|∆~V |, (4.15)

in order to avoid instabilities due to lower velocities. These modified equations are im-

plemented in the solver and used to compute the drag coefficient for any flow regime.
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4.3.2 Particle locating algorithm

To use the Eulerian-Lagrangian approach, the Eulerian control volume cell within which
the particle stays at each Lagrangian time step has to be determined. This information
is required for the Lagrangian computation, regardless of whether one-way or two-way
coupling is used. This is due to the fact that the computation requires interpolating the
flowfield gas transport properties at the current particle position at each Lagrangian time
step [62]. In order to determine whether a particle is within a given cell, care is taken
about numbering the nodes of the cell in anticlockwise direction when viewing from the
front (i.e. front mean in y-direction in case of two dimension grid). Vectors are defined
from each particle to each node and also between the nodes as shown in figure 4.4a.

(a) The particle search in the grid (b) The given cell boundary check for particle
location

Figure 4.4: Particle locating algorithm description

The particle is inside the cell if it satisfies the following conditions:

~P1 × ~P2 ≥ 0

~P2 × ~P3 ≥ 0

~P3 × ~P4 ≥ 0

~P4 × ~P1 ≥ 0

(4.16)

This technique could be used at each time step but the algorithm will go through all cells
until the particle is found, that is not efficient. Once the particle is located, we can check
only the cells adjacent to the side the particle has crossed as depicted in Figure 4.4b. The
particle has crossed the side of the cell that fulfills the following criteria:
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~P1 × ~V ≥ 0

~P2 × ~V < 0

~P1 × ~P2 > 0

(4.17)

The same procedure is repeated for all sides of the cell until the side that the particle has
crossed is found. Then equation 4.16 is used again to locate the particles in the adjacent
cells of that side. In this way, we focus only at the neighboring cells of the particle previous
position and we don’t need to check the entire grid. This method is also used during the
modeling of particle-wall interaction to locate the solid wall and the cell side at which the
particle has hit the wall. The method presented here works efficiently with the current
applications in the code. However there are many other techniques available for the same
purpose, presented in [63] [64] [65].

4.3.3 Particle size distribution in the flowfield

Particle sizes can be a important parameter governing the flow of a dispersed two-phase
mixture. For spherical particles a measure of the size is the diameter. For non spherical
particles an equivalent diameter must be selected to quantify the size. The most general
definition of the spread of the particle size distribution is monodisperse or polydisperse.
A monodisperse distribution is one in which the particles are close to a single size whereas
polydisperse suggests a wide range of particle sizes. For the particle size distribution, one
has to choose size intervals, ∆D, which should be large enough to contain many particles
yet small enough to obtain sufficient detail. The representative size for the interval is the
diameter corresponding to the midpoint of the interval. The number of the particles in
each size interval are counted, recorded, and divided by the total number of the particles
to be injected. The result are plotted in the form of a histogram (bar chart) as shown in
figure 4.5.

This is identified as the discrete number frequency distribution for the particle size∗. The
approach used to describe size distribution of particles is based on the particle mass (or
volume) [66]. With this approach, the mass-average particle diameter is calculated by

Dn =
N∑
i=1

Dp,if̃m(Dp,i), (4.18)

∗This frequency distribution is often referred to as the probability density function or "pdf"
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Figure 4.5: Discrete number frequency distribution

where f̃m(Dp,i) represents the discrete mass frequency distribution. This method is in-

tended to be implemented in the code for the particle size distribution. However, a

mean/average diameter is used for the current simulations of the particles.

4.3.4 Particle injection

Different schemes are implemented in the code for the injection of the particles in the

flowfield. To determine the physical behavior and trajectory analysis of particles, a single

or a desired number of particles can be injected into the flowfield. All the injected particles

can have different physical input parameters like mass, material, size, temperature or

velocities. The models implemented for the injection of the particles in flowfield of the

following types:

• Limited injection of particles: In order to analyze the particles’ trajectories and

influence of gas onto the particles, limited number of particles are injected in flow-

field. This model is used for the verification and validation of different parameters

like temperatures, heat fluxes etc. of the particles.

• Continuous injection of particles: The particles have to be injection continu-

ously at the inflow boundary in order to simulate atmospheric entry flows. This

model is used for determination of heat fluxes at the wall of the vehicle due to

particle impingement.
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4. PARTICLE SOLVER

• Pointed continuous injection of particles: This model is implemented in order
to extend the capabilities of the particle solver. This model can be used to simulate
solid particles in rocket nozzles or in plasma flows.

A rough estimation is made for the allocation of total number of particles in the com-
putational domain [67]. These are found by integrating the gas density in the simulation
volume and multiplying the result by the ratio of particle density to the atmospheric
density using the equation

N = (Mratio/
∑

Fmmp)

∫
ρdV. (4.19)

The number of particles to be injected at each time step at the inflow boundary are
computed for each inflow boundary cell by

Ncell = (ρAin,⊥~V )× (Mratio/mp)×∆t, (4.20)

where Ncell is the number of particles to be injected, Mratio is the loading ratio of the
particles. From the expression ρAin,⊥~V , the mass flux of gas for each cell at inflow is
computed. At each time step based on the gas mass flux, the number of the particles are
injected.

4.3.5 Heat balance of the particle

For the heat flux computation, convective heating and radiation cooling of the particle
are taken into account. Radiation from the gas to the particle is not considered. The
convective heat transfer Qc and the temperature rate dTp/dt of the particle are computed
according to [66; 68; 69]

Qc = Nuπdpk(Tg − Tp) and (4.21)

dTp/dt = 6kNu(Tg − Tp)/d2
pρpcpp , (4.22)

respectively. The Nusselt number Nu0 = 2 + 0.6
√
Rerel

3
√
Pr is computed based on the

Ranz-Marshall correlation [70] for forced convection effects and the Prandtl number re-
quired for the Nusselt number computation is computed by Pr = cpµ/k. Because of very
high Knudsen number values due to the small sizes of particles and low gas densities
during atmospheric entry of the vehicle, rarefaction effects have to be introduced for the
Nusselt number calculation. The relation Nu = Nu0/(1 + 3.42Mrel(RerelPr)) is valid over
all flow regimes and yields the correct limit for free molecular flow [66].
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The radiative cooling and rate of temperature decrease of the particle are determined
from [66]

Qr = −d2
pπεσT

4
p and (4.23)

dTp/dt = −6εσT 4
p /dpρpcpp . (4.24)

The value of total emissivity is exemplary assumed to be at constant 0.8. The negative
sign appears in the equations because radiation emitted from the particle is considered.
To compute the heat fluxes or the particle temperature rates, the difference of convective
heating Qc and radiation cooling Qr is taken.

4.3.5.1 Particle heating due to local shock

The convective heating of the particles is computed using equation 4.21. In this equa-
tion the Nusselt number is a dimensionless parameter that characterizes the intensity of
convective heat exchange between the surface of a body and a flow of gas. This Nusselt
number is based on the work of Ranz-Marshall [70] as explained before. Their work was
based on the heating of the particle in a regime of subsonic flow. However in hypersonic
flow, some other issues have to be addressed as well.

During high speed atmospheric entry, a strong bow shock exists in front of the vehicle.
The gas velocity decreases sharply downstream the shock, however, due to inertia, solid
particles try to maintain their own velocity. Depending on the size of the particles, the
smaller particles may relax quickly downstream the shock. The larger particles maintain
their velocity. Therefore, there may be a significant difference between the particle and
gas velocity. The relative velocity between the particle and the flowfield may vary from
subsonic to hypersonic. Due to this hypersonic effect, a local shock will be develop in front
of the particle [67]. The temperature of the gas downstream the local shock will increase
and the particle experiences higher gas temperature. To incorporate this temperature
rise due to a bow shock in front of the particle surface, a simple normal stagnation point
shock relation is introduced:

Tshock = Tg
(
1 + 0.5(γ − 1)M2

rel

)
, (4.25)

where γ represents specific heat ratio and its local value in flowfield is used. It varies from
1.1 to 1.5 depending on flowfield parameters at different points.
However, this is a simple approximation. Therefore it is compared in chapter 5 with the
DSMC code in order to verify it. In future development of the solver, this may revised
and improved by using appropriate methods to take into account boundary layer effects.
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4.3.5.2 Phase change of the particle

We are dealing with particle injection in hypersonic entry flows. There is a possibility for
the particle to get heated more than its evaporation temperature. This overheating will
result in a phase change and reduction in the mass of the particle [66]. The final form of
the particle energy equation is

mpcppdTp/dt = Q̇net + ṁhL, (4.26)

where Q̇net is the total heating that the particle experiences in the flowfield and hL is the
latent heat of vaporization. It is the difference of convective heating and radiative cooling
of the particle. During a change in phase, the particle temperature remains constant at
the saturation/melting temperature. The heat transfer is just sufficient to balance the
energy required for the change of the phase. The rate of change of the particle mass [71]
is computed by

ṁ = Q̇net/hL. (4.27)

The mass loss of the particle provides the information about its size before hitting the
wall of the vehicle. The heat flux experienced by the wall due to particle impingement
is mainly the particle momentum heat flux. The accurate prediction of the particle size
and mass at the wall lead to calculate the right value of heat flux. Also in some cases
where the size of the particle is very small and gas temperature is much higher than
the evaporation temperature, the particles may evaporate completely before reaching the
wall. In the code, such particles are excluded from the computational domain.

Note that chemical reactions between the particles and the gas constituents are not
taken into account. This means that in the two-way coupling, the generated gaseous mass
has the actual composition of the gas in the corresponding grid cell. Also the surface of
the particle is assumed to be fully catalytic.

4.4 Time stepping

In the particle solver different models are used for the computation of the particle move-
ment and heat flux or particle temperature computation. In order to minimize the com-
putational work, the time steps used for the advancement of the particles should be as
large as possible. Different constraints have to be put on the movement of the particles
in order to guaranty the stability of the Lagrangian solver. The following constraints are
used to prevent solver instability problems:
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4.5 Particle wall interaction

1. To prevent the velocity of the particle to become negative, we limit the time step to

∆t1 ≤ |∆~V |/ac, (4.28)

here ∆~V is the difference between the gas and particle velocities and ac is the
acceleration of the particles.

2. To ensure that the particle does not cross more than one cell in one time step, a
constraint is used on the time step such that the particle movement step is not
allowed to be bigger than minimum length of the cell

∆t2 ≤ −
Vk
ac,k

+

[
V 2
k

a2
c,k

+
2Lm
ac,k

]1/2

, (4.29)

here Lm is the minimum length of the cell and k represents x and z axis direction.

3. A third constraint

∆t3 ≤ |Tg − Tp|/Ṫrate (4.30)

is used to prevent the particle temperature from becoming negative during the
movement of the particle. The Ṫrate is the net rate of temperature decrease taking
into account convective heating and radiative cooling of the particle.

The minimum value of the time steps obtained from equations 4.28, 4.29 and 4.30 is used
for the advancement of the particles.

∆t = min(∆t1,∆t2,∆t3) (4.31)

4.5 Particle wall interaction

The boundary conditions for particles depend on the boundary type. If a particle crosses
the outflow boundary, it is excluded from further considerations. If a particle collides
with a solid wall boundary, there are several possibilities depending upon the material
and physical conditions of the particle and the wall. The particle could either rebound
(specularly or diffusively), penetrate into or stick to the wall. In addition, the particle
could also disintegrate, after hitting the wall, resulting in fractional rebound while the
rest remains on the wall [72].
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Description of the implemented model

Tsirkunov et al. [60; 73] provided a semi-empirical particle-wall collision model for cal-
culating the parameters of a particle just after its collision with the wall. This model is
based on the laws of mechanics and the experimental data for the restitution coefficients
of the normal and tangential velocity components of the particle gravity center as depicted
in figure 4.6.

Figure 4.6: Normal and tangential components of particle velocity relative to surface
element

The particle impart some part of energy to the wall and rebounds. This is valid at
moderate and high particle impact velocities. The equations used for the calculation of
the restitution coefficients an and aτ are

an = 1−
[
1− exp

{
− 0.1(~V −p )0.61

}]
sinβ and

aτ = C0 + C1(β̂)2 + C2(β̂)4 + C3(β̂)6.

(4.32)

The angle β̂ is computed by β̂ = π/2 − β where β is the angle between particle
velocity and the wall. The coefficients C0 to C3 depend on the wall and particle materi-
als. Tsirkunov et al. [73] proposed a semi empirical model for the tangential restitution
coefficients. These are given in table 4.1 for different materials∗

∗The average standard deviation of the measurements of the coefficients an and aτ was equal to 0.17
and 0.08, respectively
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4.5 Particle wall interaction

Table 4.1: Coefficient values of different materials of the obstacle

Obstacle Material
Coefficients

C0 C1 C2 C3

Steel 0.690 -0.288 0.114 0.022
Copper 0.588 -0.354 0.076 0.055
Lead 0.430 -0.239 -0.076 0.108

The normal vector to the wall ~nw is determined using the available mesh information.
The normal and tangential velocity components ~V −pn and ~V −pτ are computed according to

~V −pn = nxup + nzwp, and

~V −pτ = nzup − nxw,
(4.33)

where nx and nz are rectangular components of the wall normal vector ~nw and particle
velocity is expressed by its rectangular components up and wp. The angle between particle
velocity and wall is computed from sinβ = ~V −pn/~V

−
p and absolute particle velocity as

~V −p =
{

(~V −pn)2 + (~V −pτ )
2
}1/2

. The final relations for the normal and tangential velocities of
a particle after its collision take the form

~V +
pn = −an~V −pn, and

~V +
pτ = aτ ~V

−
pτ ,

(4.34)

where ~V +
pn and ~V +

pτ are the velocity components of the particle after the collision with the
wall. The particle new velocities in x and y direction are determined by

~up = ~V +
pnnx + ~V +

pτnz and

~wp = ~V +
pnnz − ~V +

pτnx.

(4.35)

Keeping in mind the current work, usually ceramics or ablators are used as thermal
protection materials. In case of ablators, no information about the restitution coefficient
is known in literature. However, it is expected that the particles will not rebound, but
will stick to the wall. Keller et al. [74] performed a series of experiments to determine
the impact of particle impingement on ablative heat shield materials. They found that
particles remove some material from the ablator. Based on the experiment data, the
following correlation is proposed by Keller et al:
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∆ma = ∆mref + 2.16× 10−8u2
pD

3.146
p ρ1.86

p ∆Mp, (4.36)

where ∆ma is the ablator sample mass loss and ∆Mp is the ablator mass flow for dust
free flow. It is important to mention here that this correlation is valid only under certain
conditions because it involves only particle parameters at input conditions. There is no
term in the correlation representing the flowfield or atmospheric conditions. The particle
behavior varies under different atmospheric and input flow conditions. For example, the
particle of small sizes will melt under peak heating conditions. Therefore, this correlation
needs to be further investigated and developed in order to incorporate all the requisite
parameters. This correlation is not used in the particle solver. It is intended to improve
this correlation using the particle solver of SINA. This is left for future work.

4.6 Two-way coupling

As discussed before, taking into account dust particle concentration in the Mars atmo-
sphere, the reverse effect of particles or the disperse phase onto the flowfield is significant.
Therefore two-way coupling will be discussed and used for the particle simulation. How-
ever, it is important to mention that two-way coupling is very costly, because the particles
being simulated are based on the parameters of the flowfield solution. The particles may
change or modify the flowfield parameters like velocity, temperature etc. as a result of in-
teraction with it during simulation. To take into account these modifications, the flowfield
solvers are again simulated to find a new solution in order to cope with the changes or
modifications introduced by the particle solver. The both solvers iterated simultaneously
and continuously until a converged solution is achieved. The two-way coupling may take
a long time compared with the one-way coupling. If two-way coupling is not necessary,
then it is recommended to avoid it. Therefore, during the initialization of the solver, the
selection of type of coupling is provided as a choice to the user. The mathematical model
being implemented for the determination of two-way coupling effect will now be discussed
briefly.

As a particle moves through a computational cell (in the Eulerian gas phase), and
possibly evaporates, it contributes to the fluid phase mass, momentum and energy. Thus,
the solution of the particle equations provide source terms to the gas phase conservation
equations. The time averaging is also performed for the particle source terms in order to
get adequate values. In some cases, when the particle loading is high enough, the source
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terms from the particle solver are under relaxed. This under relaxation is provided in
order to avoid instabilities that may occur in the flowfield solver. The different ways of
coupling is discussed briefly here.

Mass coupling is the addition of mass through evaporation. The net evaporation rate
between the beginning and end of a time step is given as

∆ṁ = ṅρpπ
d3
p,start − d3

p,end

6
. (4.37)

The subscripts named start and end refer to the beginning and end of an integration time
step. The number of particles in a given cell, represented by ṅ, is calculated from the
mass flow rate condition. The source term for the gas-phase continuity equation is given
by

Mevp,2way =
∆ṁ

V
, (4.38)

where V is the volume of the cell in which the mass addition takes place and ṁ is the
accumulated mass source term for the cell. This term appears on the right hand side of
equation 2.2 in addition to any other mass sources.

Momentum coupling is the result of drag force on the disperse and continuous phases.
The momentum source term is evaluated as

~̇Fp,cell = ṅ
(
~fd∆t

)
, (4.39)

where the drag force ~fd is computed from equation 4.2 and the term ~Fp,cell represents the
momentum force vector in the x, y and z direction. The source term for the gas-phase
momentum conservation equation is given by

Fx,p,2way =
~̇Fp,cell
V

. (4.40)

This term appears on the right hand side of equations 2.3, 2.4 and 2.5 in addition to any
body force terms such as gravity or magnetic induction etc.

Energy coupling occurs through heat transfer between phases and is given as

q̇c,cell = ṅQc, (4.41)

where Qc is the convective heat flux from the gas onto the particle and is computed from
equation 4.21. The source term for the gas-phase energy equation is given by

Ep,2way =
q̇c,cell
V

. (4.42)
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This term appears on the right hand side of the equation 2.6 in the flowfield energy
equation term in addition to any other source terms such as radiative source terms or
magnetic induction.
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Chapter 5
Verification and Validation

Sources of errors and uncertainties in results from simulations can be divided into two
distinct sources: modeling errors and numerical errors. Modeling errors and uncertainties
are due to assumptions and approximations in the mathematical representation of the
physical problem (such as geometry, mathematical equation, coordinate transformation,
boundary conditions, thermal models etc.) and incorporation of previous data (such as
fluid properties) into the model. Numerical errors and uncertainties are due to numeri-
cal solution of the mathematical equations (such as discretization, artificial dissipation,
incomplete iterative and grid convergence, lack of conservation of mass, momentum, and
energy, internal and external boundary non-continuity, computer round-off, etc.). There-
fore, one of the most important task in computational fluid dynamics is to compare and
verify the physical models being implemented in the codes. Comparison and verification
are the primary means to assess accuracy and reliability in computational simulations
by comparison with known solutions and is centered on the accumulation of evidence
that a specific calculation is correct and accurate. It implies detail surface and flowfield
comparison with experimental or published results from different external resources. The
results can be compared to experimental data or to published reference data or a code to
code comparison can also be made in this regard. However, in any case computed values
of a specific parameter are compared with some external sources. Some code developers
prefer to compare the results computed using an established, reference(benchmark) CFD
code. Comparisons with parameters computed using an established code play a useful
role during the development of a CFD code. Basic purpose of the code verification is the
error evaluation which is, looking for bugs, incorrect implementations of conceptual mod-
els, errors in inputs, and other errors in the code and usage. Assessment of the accuracy
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of code solutions, given the underlying equations, is the basic objective of the validation
assessment. Developing confidence that the code solution is accurate for problems other
than verification tests is a key goal of this effort. Therefore, an obvious requirement is
to perform the required verification activities in a way that maximizes confidence in the
accuracy of new calculations. To rigorously verify a code requires rigorous proof that
the computational implementation accurately represents the conceptual model and its
solution. This, in turn, requires proof that the algorithms implemented in the code cor-
rectly approximate the underlying mathematical models, along with the stated initial and
boundary conditions. In addition, it must also be proven that the algorithms converge to
the correct solutions of these equations in all circumstances under which the code will be
applied.

In chapter 3 the development of the CO2 solver is discussed in detail and in chapter 4
development of the particle solver is presented. During the implementation of these
solvers, in order to get higher confidence and to have a code with minimum bugs, the
solvers are compared and verified with external established resources.

5.1 Verification of CO2 solver

As discussed in chapter 3, in the code the Martian atmosphere model with five species
carbon dioxide (CO2), molecular oxygen (O2), carbon monoxide (CO), oxygen (O) and
carbon (C) is implemented. In order to verify that all the models and data are properly
and correctly implemented in the code, the verification and validation of the solver is
necessary. In hypersonic entry flows high temperature and non equilibrium gas flows are
the major issues. The best way to test the chemical solver is to determine the equilibrium
composition for different temperature ranges and compare it with a reference.

The NASA CEA (Chemical Equilibrium with Applications) [75] program is used as
reference for the verification of equilibrium constant of the CO2 solver. This program cal-
culates chemical equilibrium product concentrations from any set of reactants and deter-
mines thermodynamic and transport properties for the product mixture. CEA represents
the latest in a number of computer programs that have been developed at NASA Lewis
(now Glenn) research center during the last 45 years. These programs have changed over
the years to include additional techniques. Associated with the program are independent
databases with transport and thermodynamic properties of individual species. Over 2000
species are contained in the thermodynamic database. The program is written in ANSI
standard Fortran by Bonnie J. McBride and Sanford Gordon.
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Both codes (SINA and CEA) at simulated at different temperature ranges i.e. from
300 K to 8000 K at a constant pressure of 7.87 pascals (this is the entry pressure for MSRO
mission in the Martian atmosphere∗). The mole fractions of each species corresponding
to these temperatures are compared. The results are presented in figure 5.1.

Figure 5.1: Equilibrium composition comparison between 300 K and 8000 K

The results from both of the codes are in a very good agreement with each other. This
comparison verifies that the chemical part of the new CO2 solver (as far as the chemical
equilibrium constant is concerned) works properly and the results we get from the code
are satisfactory. The present computation is made with 99.9996 % mole fraction of CO2

and mole fractions for all other remaing species are 0.0001 %. From figure 5.1 it is clear
that CO2 starts dissociating just below 2000 K which results in the production of CO
and O2. The atomic oxygen started prodcuing above 2000 K. Around 3000 K almost all
CO2 is completely disappeared leaving CO and O the only species in the flowfield up
to approximately 5000 K. The bevaiour of O2 is also very interesting becasue it starts
appearing just below 2000 K and around 3000 K nearly alongwith CO2 it disappears.
There is no carbon formation in the flowfield till nearly 4500 K. Above this point it starts
forming becasue at the same temperature CO starts dissociating. Above 6000 K all the

∗The same pressure is used for Martian entry simulation in chapter 6
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molecules are completely dissociated and only atomic oxygen and carbon are available in
the gas.

5.2 Particle solver verification

As discussed before, there are different sources to verify and validate the code such as
reference data or experiments. Unfortunately, the author could not get reliable data from
experiments that could be used for the verification and validation purposes. In this way
there is no option left else to compare the data with an available reference data or to make
code to code comparison. For this purpose, the code to code comparison and verification
of the data is made with the code TINA (Thermochemical Implicit Non-Equilibrium
Algorithm) of Fluid Gravity Engineering Ltd. (FGE). The purpose of comparison is also
to discuss about the modeling of the particle solver from various aspects. In order to get
a higher level of confidence, it is always helpful to know how others have solved the same
problem and what kind of models they have used.

Gas inflow data

• Air is used as gaseous flowfield medium

• The 57 degree sphere with nose radius 1.7m is used

• Inflow velocity: u∞ = 6000 m/s

• Density: ρ∞ = 3.1.10−4kg/m3

• Temperature: T∞ = 247 K

Particle information

• Particle sizes Dp ∈ {0.1, 1, 3, 5, 7, 9, 11, 13, 15, 20}µm

• Density: ρp = 2266 kg/m3

• Specific heat: cpp = 1000 J/kgK

• Heat of fusion: hf = 1.88.105 J/kg

• Melt temperature: Tm = 1938 K

• Heat of evaporation: hvap= 8.8.106 J/kg
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Based on the input conditions given above, the flowfield simulations are performed. For
the discretization of the body, a grid with 51×61 volume cells was employed. The mesh
is structured and finer near the wall to properly resolve the boundary layer. The cell
size at wall is 5.10−7m. The wall temperature is set to 2000 K. The plots of velocity and
temperature are presented in figure 5.2. The inflow velocity contours of the flowfield are
presented in figure 5.2a. Due to the hypersonic inflow conditions, a strong bow shock
develops, resulting in a very high gas temperature in front of the vehicle as shown in
figure 5.2b. Particle solver is used to simulate the influence of the flowfield on particles
using the converged solution of the flowfield solvers. One-way coupling is used for the
following code to code comparison.

(a) Contour plot of gas velocity (b) Contour plot of gas temperature

Figure 5.2: Contour plots of gaseous flow field

5.2.1 Particle momentum and temperature comparison

Particles of different sizes are injected at the inflow boundary. Velocity and temperature
histories are compared at different locations with different input conditions. Velocity and
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temperature history curve for the injected particle of size 3µm near the stagnation line is
presented in figure 5.3.

(a) Particle velocity comparison (b) Particle temperature comparison

Figure 5.3: Comparison of particle parameters between TINA and SINA

The velocity comparison is shown in figure 5.3a. Results from both codes (SINA and
TINA) are in good agreements with each other. Both codes used the same model for drag
coefficient computation. This comparison verifies that these models are implemented
correctly. The temperature comparison is shown in figure 5.3b. Unlike the velocity curve
the results of temperature don’t match. Downstream the shock, the temperature curves
start diverging from one another. The values computed by SINA are significanlty higher
compared to the results from the TINA code of FGE.

For the convective heat transfer from the gas to the solid particle, the Nusselt number
is the key parameter. The correlation used to determine the Nusselt number is Nu0 =

2 + 0.6
√
Rerel

3
√
Pr and it is discussed in detail in chapter 4. In this relation the Prandtl

number Pr = cpµ/k and Reynolds number Rerel = 2|∆~V |rpρ/µ are used that are based on
the viscosity µ and thermal conductivity k. These variables are computed based on the
model used for the determination of transport coefficients. In SINA these computations
are based on the Chapman-Enskog theory. However, the models used in TINA code for
the transport coefficients are not known to author. Due to limitation of time, it was not
possible to make detail comparison of flowfield modeling of both codes. This is left for
the future work. In order to make further verification, the heat transfer model is also
compared to other approach DSMC (in section 5.2.2).
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5.2.2 High speed flow effects on particle heating

In section 4.3.5.1 of chapter 4 the overheating onto the particle due to supersonic/hyper-
sonic relative velocity is discussed and a simple correlation is also presented to take into
account this effect.

Particles of different radii are injected into the flowfield and the trajectories of the
particles are tracked. The results are shown in figure 5.4.

Figure 5.4: Particle and gas velocities in flowfield

The inflow velocities of gas and particles are the same, i.e. 6 km/s. After the shock
the gas velocity reduces sharply. The smaller particles of radius 0.5µm relax quickly and
follow the gas velocity, so their velocity also reduces to become very small. However, the
particles of larger sizes don’t relax quickly enough and tend to retain their own velocities
because of higher inertia. As a result there is a notable difference between the velocity
of the particle and the velocity of the gas. Because of this huge relative difference, the
larger particles experience a local shock in front of them and get additional heating.

To the knowledge of the author the additional heating effect onto the particle due to
local shock has never been discussed before. There is no reference literature available in
order to compare or verify this effect. To verify or evaluate this effect, a Direct Simulation
Monte Carlo (DSMC) method is used. It uses probabilistic (Monte Carlo) simulation to
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solve the Boltzmann equation for high Knudsen number fluid flows. This approach is
based on the technique for the modeling of a real gas by millions of simulated molecules.
The velocity components and position of these molecules are stored and are modified
with time as the molecules are concurrently followed through representative collisions and
boundary interactions. This physical simulation approach is fundamentally different from
convectional CFD which seeks to obtain a numerical solution of a continuum model of
the gas, generally the Navier-Stokes equations. The computational task associated with
the direct physical simulation becomes feasible if the density of the gas is sufficiently low
or the physical dimensions of the flowfield is sufficiently small.

The DS2V code of GA Bird is also used for comparison and verification of particle
heating in high temperature gas flows. This program is freely available [76] and known to
be one of the wide spread codes for DSMC applications. The theoretical models on which
this code mainly developed are presented in [77]. The outstanding feature of this code is
that it is intended for use by non-specialists and, as far as possible, the computational
parameters are generated automatically by the program. This minimizes poor calculations
being made as a consequence of a poor data set.

The one of motives to make DSMC computations is to make comparison of the results
with both codes (SINA and TINA). However, as discussed before, air was used as a
flowfield medium in the TINA code. Therefore, in order to allow comparison between the
different codes, air is used as a gaseous phase medium.

Description of input conditions

The DS2V code simulates the flow around objects of various shapes. There is no option
available to move particles in the flowfield. Therefore, the flow around the particle is
simulated in order to obtain heat fluxes onto the particle due to incoming gas. The same
procedure is repeated in the particle solve of the SINA code for comparison purposes.
The geometry and inflow conditions are described as followings:

• Solid sphere of diameter 20µm is simulated in general. However few simulations are
also made with other particles of radii 10µm, 50µm etc.

• Surface temperature of the particle is fixed to 300 K in both codes in order to avoid
the complexities involved with the solid-gas interactions and get a better comparison
of heat fluxes.
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• Free stream velocities and temperatures are varied in different cases from 1000 m/s
to 8000 m/s and 1000 K to 8000 K respectively.

• The inflow density is 6.6245.10−3 kg/m3 and the corresponding number density is
1.377300.1023/m3 and mean free path is 1.2266.10−3m [78]. Keeping in view size of
the particle (i.e. 20µm), the value of Knudsen number is around 0.6. This relatively
higher value of Knudsen number indicates that flow can no more be treated as
continuum.

• For DSMC calculations, diffusive reflection with full accommodation to the surface
temperature is taken.

• Only two species are taken into account, i.e Nitrogen(N2) 81% and Oxygen(O2)
19%.

Based on the above input conditions, simulations are performed for different cases. These
conditions represents the flow conditions after the shock and in this region temperatures
are usually very high.

(a) Contour plot of velocity (b) Contour plot of gas temperature

Figure 5.5: Contour plots of flowfield around a particle by DSMC code DS2V

The contour plots of temperature and velocity for the particle of radius 20µm with
inflow velocity of 6000 m/s and temperature of 4000 K are shown in figure 5.5. The

85



5. VERIFICATION AND VALIDATION

relative velocity of the particles is also very high as previously discussed and shown in
figure 5.4. A bow shock forms in front of the particle and gas velocity reduces to the
smaller value which is visible in the velocity contour plot 5.5a. The temperature of the
flowfield increases and the flow surrounding the particle is at higher temperature than the
inflow gas temperature as obvious from the contour plot of temperature in figure 5.5b.

The particles under considerations are very small. In order to get information about
the actual heating on these particles, it is important to see the total heating onto the
particle. For the heat fluxes onto the particle, various simulations with both codes under
different input conditions are presented in table 5.1.

Table 5.1: Comparison of heat flux computation between SINA and DS2V

Heat flux

DS2V
SINA SINA

Diameter Velocity Temperature (with Shock) (w/o Shock)
µm m/s K W W W

20

1000 4000 0.0202 0.0243 0.0214
2000 4000 0.0471 0.0362 0.0236
4000 4000 0.1726 0.0838 0.0267
6000 4000 0.4536 0.1691 0.0290
4000 1000 0.1148 0.0354 0.0029
4000 2000 0.1352 0.0520 0.0092
4000 4000 0.1726 0.0838 0.0267
4000 6000 0.2007 0.1170 0.0489
4000 8000 0.2354 0.1523 0.0750

10
1000 4000 0.0055 0.0072 0.0064
6000 4000 0.1173 0.0448 0.0081

50
1000 4000 0.1023 0.1294 0.1149
6000 4000 2.6058 0.9472 0.1710

The comparison is shown among three different approaches. The results from the
particle solver of SINA code are shown with and without local shock heating effect. From
table 5.1 it is clear that results computed by DSMC are higher as compared to the SINA
particle solver results. However, the results computed by SINA in which the local shock
effects are taken into account are relatively closer to the DSMC results. One reason for
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5.2 Particle solver verification

(a) Total heat flux comparison between SINA and
DS2V

(b) Percentage error in heat flux values between
SINA and DS2V

Figure 5.6: Plots for total heat flux comparison and relative error between results

the difference in results between the both results might be the correlation used in SINA

code. This is an empirical correlation and its range of validity is limited.

The plots of selected simulation are also presented in figure 5.6 in order to further

elaborate the variation in the values of heat fluxes among different approaches. The heat

fluxes onto the particles of radius 20µm with three inflow velocities 2000 m/s, 4000 m/s

and 6000 m/s are shown in figure 5.6a. The flowfield gas temperature was set to 4000 K

because in some cases this is the value of temperature downstream the shock.

In figure 5.6a the difference of results between the approaches is significant. The results

of SINA code including the shock effect are significantly closer to the results of DSMC

code. This comparison ascertains the fact that the particle experiences extra heating

due to development of local shock in front of the vehicle. In order to get a clear picture

of the difference between the different methods, the relative error between the results is

shown in figure 5.6b. The results from DS2V are taken as a reference because we are

interested only in the relative difference of values. This figure reveals two interesting

facts. One of which is that even by including simple stagnation point shock relation, our

results are much improved and closer to the DSMC results. The other fact is that as

the flow velocity increases, the difference in relative error also increases if the post shock

temperature correlation is not used. This is because by increasing the relative velocity,

the shock also gets stronger and after the shock the temperature also increases sharply.
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5. VERIFICATION AND VALIDATION

Figure 5.7: Heat fluxes due to variation in energy accommodation at wall

Effect of energy accommodation on heat fluxes

In DSMC calculations, full accommodation of energy to the particle surface is taken into
account. For practical applications, the energy accommodation lies between 0 and 1.
Due to unavailability of information regarding the energy accommodation values, it is
assumed to be 1 for the simulation of DS2V code. However, it is worthy to determine the
impact of the partial accommodation of energy on the particle surface. In DS2V code,
the Cercignani-Lampis-Lord(CLL) method is available that takes into account partial
accommodation of energy. The CLL model incorporates independent accommodation
coefficients for normal and tangential velocity components. This method is explained
in detail in [79]. Various simulations are made using DS2V code, with different energy
accommodation values. These are presented in figure 5.7. For these simulations, same
values for normal and tangential accommodation of energies are used. These values are
varied starting from 1 (full accommodation of energy) to 0.3. A notable difference in heat
flux values is observed. The major reason for the current simulations was to determine
the value of accommodation energy at which the results of DS2V code matches with SINA
results. From figure 5.7, it is clear that results of SINA lies between energy accommodation
values of 0.3 and 0.4.
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Chapter 6
Results and Analysis

Based on the models developed and implemented in SINA, the behavior of solid particles

in Martian atmosphere during hypersonic entry is studied. For this purpose, a sphere of

radius 0.05 m is used for current simulation. For the discretization of the flowfield, a grid

with 26×42 volume cells is employed. The mesh is structured and finer near the wall to

properly resolve the boundary layer.

Figure 6.1: Grid for flowfield simulations
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Gas inflow data

• The simulations are made with thermal equilibrium and chemical non-equilibrium.

• The wall temperature: Tw = 1500 K

• Inflow velocity: u∞ = 5223 m/s

• Density: ρ∞ = 2.933.10−4kg/m3

• Temperature: T∞ = 288 K

• Pressure: p∞ = 7.87 Pa

• Mole fractions of different species [42]

1. ψCO2 = 0.999998807907

2. ψO2 = 1.00000000363d-09

3. ψCO = 1.16885871648d-06

4. ψO = 1.00000000363d-09

5. ψC = 1.00000000363d-09

Particle information

• To study the particle behavior in flowfield and to investigate particle trajectories,
particle of the sizesDp ∈ {0.01, 0.1, 0.5, 1, 3, 5, 10, 20}µm are injected in the flowfield.

• Silicon dioxide SiO2 is considered as the particle material because it is the major
constituent (43.4% [58]) of Mars soil. The detailed chemical composition of Mars
soil is presented in A.8 from Alexander [58].

∗ Density: ρp = 2264 kg/m3

∗ Specific heat: cpp = 1000 J/kgK

∗ Heat of fusion: hf = 1.88.105 J/kg

∗ Melt temperature: Tm = 1938 K

∗ Heat of evaporation: hvap= 8.8.106 J/kg

The flowfield velocity of the converged solution is shown in 6.2a. A strong bow shock
develops due to the high entry velocity. The higher temperature values of the gaseous flow
field shown in 6.2b result from the bow shock and the high entry velocity. The pressure
also increases downstream the shock as presented in figure 6.3a. It is also interesting to
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see the distribution of mole fractions of different species in flowfield. In figure 6.3b the

mole fraction of CO2 are presented. Downstream the shock, due to high temperature, the

mole fractions of CO2 starts decreasing and reaches to smaller values.

(a) Contour plot of velocity (b) Contour plot of gas temperature

Figure 6.2: Contour plots of gas velocity and temperature in flowfield

The distribution of different parameters along the stagnation line is presented in fig-

ure 6.4. This is important in order to see and investigate the behavior of flowfield pa-

rameters. The distribution of temperature, pressure and velocity is shown in figure 6.4a.

Upstream the shock, there is no change in the parameter as expected. Downstream the

shock, temperature rises to around 8000 K, pressure increases to slightly 8000 Pa and

velocity decreases sharply. Due to increase in temperature, the mole fraction of different

species also changes. The mole fraction distribution along stagnation line is shown in

figure 6.4b. Downstream the shock, dissociation of CO2 starts resulting in production of

other species. Due to decrease in gas temperature while reaching at object wall, slight

changes in mole fractions of different species is observed.
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6. RESULTS AND ANALYSIS

(a) Contour plot of pressure (b) Contour plot of mole fractions of CO2

Figure 6.3: Contour plots of pressure and mole fractions of CO2 in flowfield

(a) Gas temperature, pressure and velocity distri-
bution

(b) Mole fraction distribution

Figure 6.4: Distribution of mole fraction and flowfield parameters along stagnation line
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6.1 Parametric analysis of particle behavior in flowfield

6.1 Parametric analysis of particle behavior in flowfield

The particle solver based on the discussed theoretical models is tested under various
conditions and input parameters. To see the impact of the particle size on the trajectory,
particles with different radii from 0.1µm to 50µm (in some cases 20µm) are injected in the
flowfield near the stagnation line at the same position. The resulting particle paths are
shown in figure 6.5a. The gray lines with arrows represent the stream traces of velocities
while the particle movement is shown with dotted lines. The lightest particle of radius
0.1µm deflects very sharply and tries to follow the same path as the flow field velocity.
As the particles become larger, deflection reduces accordingly. Particles deviate from the
flowfield velocity significantly. It can be seen that, there is a critical size of the particle up
to which it will not hit the wall and go out of the flowfield simulated area. However, after
making several simulations with different flow field conditions, it is found that this critical
radius depends mainly on the flowfield conditions as well as relative radii of particle and
wall. The possibility to hit the wall is higher for bigger particles than for the smaller ones.

(a) Trajectories of differently sized particles in
flow field

(b) Trajectories of particles with different densities
in flow field

Figure 6.5: Particle trajectories under different conditions

The possible reason for the deviation in the trajectories of differently sized particles
is the drag force acting on the particles. There is significant difference in the drag forces
values comparing smaller with larger particles. The relative difference in the drag values
increases as the radius of the particle decreases due to their inertia. Larger particles
have higher inertia and more force is required to change their trajectories as compared to
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6. RESULTS AND ANALYSIS

smaller particles. More precisely, the acceleration of dust particles can be simply related
to the local flow conditions as

ac =
SCdV

2

2m
, (6.1)

where m is proportional to D3 and S is proportional to D2.
To see the influence of the material, particles with different material densities ranging

from 1000 kg/m3 to 18000 kg/m3 were injected into the flowfield and the trajectory of
the particles were investigated as shown in figure 6.5b. No significant impact on the
trajectories of the particles of higher densities was found.

The velocity behavior of differently sized particles across the shock is also analyzed.
The velocity plots for differently sized particles are shown in figure 5.4. As the size of
the particle increases, the velocity difference between the gas and particle velocities also
increases. Downstream of the shock, smaller particles tend to follow the gas velocity but
there is no significant influence observed on the bigger particles. The bigger particles
retain their initial velocities and there is no deviation in their trajectories is observed.

Figure 6.6: Drag coefficients for different sizes of particles along their trajectories

The drag coefficients are plotted for differently sized particles in figure 6.6. The values
for drag coefficients look very high upstream the shock. Ideally these values should be zero.
These higher values are due to very small values of relative velocity as explained previously
and presented in figure 4.3. In reality, this relative velocity should be zero. However, we
observe very low values of relative velocity approximately of the order of ≈ 10−5 in the
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6.1 Parametric analysis of particle behavior in flowfield

flowfield as shown in the same figure 6.6 on the second axis. The truncation and rounding
off errors in numerical methods are the primary causes for these values. Keeping in
view this problem, as adequate modification was made in the drag force computation
as explained previously in section 4.3.1. These modifications were necessary in order to
avoid instabilities in drag coefficient computation. However, it is important to mention
here that even though the drag coefficients are very high for small relative velocities, the
drag force is very negligible because it also involves sizes of the particles. Drag forces for
differently sized particles are shown in figure 6.7a.

(a) Drag forces onto particles (b) Nusselt numbers of particles

Figure 6.7: Drag force and Nusselt number plots for differently sized particles

Downstream of the shock drag coefficient decreases sharply. This change in drag coef-
ficient values is due to the sudden decrease in flowfield parameters (i.e. velocity, density,
pressure and temperature) downstream of the shock. There is a significant difference in
the drag coefficient values comparing smaller with larger particles. The relative difference
in the drag values increases as the radius of the particle decreases. This is due to the
fact that the Reynolds number for the larger particles is higher compared to the smaller
particles as shown in figure 6.8b. The drag coefficient gradually starts decreasing near the
wall due to the increase in the gas density and also the increase in the Reynolds number of
the particles. The behavior of the smaller particle of radius 0.1µm is quite different from
the other particles. This is due to the fact that the size of the particle is so small that
it very quickly adapts to the flowfield gas velocity. The relative difference in velocities
of the small particle and the gas approaches to very small values resulting in very high
values of the drag coefficients.
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6. RESULTS AND ANALYSIS

(a) Particle Mach number in the flowfield (b) Particle Reynolds number in the flowfield

Figure 6.8: Mach and Reynolds number plots for differently sized particles

The Mach number curves of the different particle radii in the flowfield are shown in the
figure 6.8a. Initially, the values of the Mach number are negligible because it is a relative
Mach number and up to the shock the velocities of the particles and the gas are the
same. However, downstream the bow shock, the gas velocity reduces sharply resulting
in an increase of the relative Mach number. Near the wall a sharp increase in Mach
number is observed for big particles due to significant decrease in the gas velocity while
the particle velocity stays high. The smaller particle behaves entirely different. This is
due to the fact that the smaller particle relaxes quickly and the velocity difference between
this smaller particle and the gas becomes very small. The variation of relative Reynolds
number along the trajectory of the particles is shown in figure 6.8b. Smaller particles
have lower Reynolds numbers since it is directly proportional to the characteristic length
of the object. In our case the characteristic length is the diameter of the particle. The
Reynolds number inreases significantly downstream of the shock due to sudden increase
in the relative velocity of the particle. It increases again sharply near the wall due to
the high flow field density because Reynolds number is directly proportional to the gas
density.

The variations in Knudsen number (Kn ≈ Mrlt

Rrlt
) for different particles in the flowfield

up to the wall can be seen in figure 6.9. The values remain high along all of the trajectory
of the particles. In general, our current case can be treated as transitional or at some
points as rarefied regime. Only near the wall, the Knudsen number decreases due to the
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6.1 Parametric analysis of particle behavior in flowfield

Figure 6.9: Knudsen number for the different sizes of the particles along their trajectories

higher values of the gas density near the wall. As the particle size increases, the Knudsen
number decreases quite linearly. However, the very small particles act quite differently
and their values tend to increase near the wall.

(a) Convective heat fluxes (b) Radiative heat fluxes

Figure 6.10: Heat fluxes of different sized particles in the flow field

The computation of the heat fluxes and the temperatures of the particles in high tem-
perature gas flows is important for predicting interaction of particles with vehicle surface.
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The convective heat fluxes for differently sized particles are presented in figure 6.10a.

The particles are injected with the same velocity as that of vehicle atmospheric velocity,

in order to simulate actual entry flows. Therefore, on the upstream of the shock, heat

fluxes on the particles are zero. However, downstream the shock, the heat fluxes increase

significantly due to the high temperature of the flowfield and the velocity difference. The

convective heat fluxes to the smaller particles are lower as compared to bigger particles.

This arises since the volume to surface ratio of a sphere is proportional to its radius.

Therefore, more energy can be stored in bigger particles. As the wall temperature is set

to 1500 K, the flowfield temperature decreases in the boundary layer. However, particle

temperature is still higher than the gas temperature.

The radiative heat flux is shown in figure 6.10b. Unlike the convective heat transfer,

the radiative heat transfer for the smaller particle is higher than for the bigger particles.

This arises since the volume to surface ratio of a sphere is proportional to its radius.

Therefore, more energy can be stored in bigger particles. The radiative heat flux is directly

proportional to the fourth power of the particle temperature. The particle temperature in

the flowfield downstream of the shock becomes very high and the radiative heat flux also

increases. Here we can observe that as the radius of the particle increases, the difference

in the radiative heat flux decreases and vice versa. For the smaller particle, radiative heat

fluxes are very high and their values are of the same order as those of the convective heat

fluxes. It could be said that smaller particles at some points during their trajectory reach

a state of thermal equilibrium.

In figure 6.11 temperature plots for different particle sizes are shown. From the contour

plot of the flowfield, we know that the maximum value of the gas temperature is around

7600 K and the free stream gas temperature is 288 K. Downstream of the shock, small

particles relax quickly while the temperature of the bigger particles still increases. From

the heating and particle temperature, it is found that the capability to store energy in

the bigger particles is higher than in the smaller particles due to the volume to surface

ratio. As the particle radius decreases, its temperature increases and hence the radiative

fluxes increase. The temperatures of the particles greater than 2µm do not reach the

vaporization temperature i.e. 2500 K. Therefore, no phase change of the bigger particles

in the flowfield is expected in this condition.
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6.2 Particle-wall interaction

Figure 6.11: Temperature of differently sized particles along their trajectories

6.2 Particle-wall interaction

To determine the heat fluxes to the wall due to impingement of the particles, the particles
of the same radii (0.4µm) are injected continuously at the inflow boundary. The heat fluxes
are also computed along the curvature of the wall in order to have complete information of
the energy transferred to the wall from the stagnation point up to the outflow boundary.
In figure 6.12 heat fluxes to the wall computed by SINA for the flowfield gas and heat
fluxes due to impinging particles are shown on different axis.

The overall trend of both heat fluxes is the same. However the heat flux from particles
is quite low (roughly of the order of 8%). At the stagnation point, the heat flux due to
particle is maximum. The reason is that, gas velocity is zero at this point and the relative
difference in velocities of particles and gas is maximum. Particle heat flux curve is not
very smooth near the stagnation area. The reason for this is, that we have axis symmetric
3D grid. The cells near the stagnation point have a comparatively small volume. The
number of particles injected in a cell is proportional to the volume. Therefore frequency
and number of particles hitting the wall near the stagnation point is also not high as
compared to the particles injected near the outflow area. It is also worthy to mention
here that particles with radii 0.4µm∗ are used for simulations. However, particles with

∗The mode radius (rm) of dust particles in Martian atmosphere is around 0.4µm [58]
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Figure 6.12: Comparison of Fourier heat fluxes due to gas with the energy transferred
due to particles of radii 0.4µm along the curvature of the wall

Figure 6.13: Comparison of Fourier heat fluxes due to gas with the energy transferred
due to particles of radii 3µm along the curvature of the wall

bigger sizes are also present in the Martian atmosphere even though the number density
of these larger particles is relatively very low (explained in detail in section 4.1). In order
to see the impact of these particles onto wall of vehicle, particles with radii 3µm are also
simulated in flowfield and results are presented in figure 6.13. From this figure it is clear
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6.2 Particle-wall interaction

that heat fluxes from the particles are relatively very high and the values of heat fluxes
from gas and particles are of the same order.

Based on the current available data, the number density of larger particles is relatively
very low, hence fluxes due to impingement of particles are not significant. However the
current work revealed the fact that particle sizes and loading ratio have a significant
impact on the heat flux computation. Therefore, it is recommended to obtain as much
as possible information about the dust particles in Martian atmosphere. This is very
important for the successful mission that the heat fluxes onto the vehicle surface during
hypersonic reentry should be addressed appropriately.

Besides heating effects, the particle could damage the wall surface. The bigger particles
are not highly heated and also their velocity is not strongly reduced by shock layer, these
could produce crater depth in the wall. Due to unavailability of material data, this
phenomenon is not yet implemented in the code and left for future work.
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Chapter 7
Summary and Conclusions

7.1 Summary

The impact of solid particles onto vehicles entering the Martian atmosphere at hypersonic

velocities is studied and discussed in detail. Two phase flow modeling is necessary in order

to take into account particle interaction with the gaseous flowfield. The one phase is the

gaseous flow field and the solid particles are treated as the second phase. For the flowfield

simulation, SINA code is used. This code not only has the capability to simulate viscous

hypersonic flows using the Navier-Stokes equations but also has the models to account for

thermal and chemical non-equilibrium flows. The entry velocity to Mars is hypersonic,

therefore the thermal and chemical non-equilibrium effects have to be taken into account.

Initially, SINA was developed to simulate air as gaseous flowfield medium only. The

eleven species of air were considered and the information for the species were hard coded.

There was no possibility to use SINA for gases other than air. Therefore, the first task

was to extend the capabilities of SINA in order to use it for other gases like CO2 in our

case. The modifications in the code are made in such a way that all the gaseous flowfield

information, i.e. species composition, physical properties, inflow conditions, grid info etc.

required by the solvers are moved to inflow data files. In the current version of SINA code

all the solvers being implemented are independent of any type of flow and could be used to

simulate any gas with any number of species. This was necessary otherwise the simulation

of Martian entry flows was not possible. The solvers implemented in the code are loosely

coupled with each other. This type of coupling provides us the liberty to introduce

different modules in the code without any problem. The mathematical models used for
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the different solvers along with their description are also presented in this thesis. The
new CVE (Chemical, Vibration and Electron) developed is also discussed and presented.

To simulate Martian entry flows, only CO2 is taken into account because it is the
main constituent of the Mars atmosphere. At 1 atmospheric pressure dissociation starts
at about 1800 K for CO2. Keeping in view the fact that entry velocity in the Mars
atmosphere is around 5-7 km/s, the dissociation of CO2 have to be considered. Therefore,
the five species model (carbon dioxide (CO2), molecular oxygen (O2), carbon monoxide
(CO), oxygen (O) and carbon (C)) is implemented. The Park’s two temperature model is
used for the computation of the reaction rate coefficients based on the modified Arrhenius
law. The transport properties are computed based on the Chapman-Enskog theory. The
values needed for the collision integrals are taken from Wright [30]. The CO2 is the three
atomic molecule but previously the SINA code there was no provision to take into account
vibrational energies for the three atomic molecule. A necessary modifications in the code
are made and capabilities of the code are extended in order to simulate vibrational energies
of molecules having three atoms.

There are two different ways with which the particle solver interacts with the flowfield
solvers. These are named as one-way coupling and two-way coupling. In one-way coupling
there is no effect onto the gaseous flowfield because of the particles. The particle solver
extracts the necessary information from the converged solution of the flowfield for its
simulation. However, in two-way coupling both phases interact with each other. The
particles may change or modify the flowfield parameters like velocity, temperature etc as
a result of interaction with it during simulation. To take into account these modifications,
the flowfield solvers are again simulated to find a new solution in order to cope with the
changes or modifications introduced by the particle solver. The both solves iterated
simultaneously and continuously until a converged solution is achieved.

The Lagrangian approach is used for the particle phase simulation. This approach has
many advantages over the other approaches like Eulerian approach because it involves a
small number of empirical equations and is more suitable for providing detailed informa-
tion of the discrete phases. Not only the one-way coupling but also two-way coupling is
taken into account. The different particle distribution scheme are discussed due to the
fact that sizes of the injected particles may vary from each other. The particles could be
injected either in a limited numbers in order to analyze particle trajectories with detailed
parametric studies or the may also be injected continuously to simulate flow fields con-
taining solid particles. The continuous injection has also two options: either the particles
could be injected all along the inflow periphery as it is needed to simulate vehicle entry
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7.1 Summary

flows into dusty atmosphere or the user defined geometrical shapes like circle or square
may also be used for solid particle injection into the flowfield (This may be required for
powder injection into plasma generators or solid particle simulation in nozzle flows). The
task that is necessary for the Euler-Lagrangian modeling is to locate the particles in the
flowfield after injection. A mathematical model based on the vector products of all the
sides of the volume cell is developed and implemented in the code and it works perfectly
and efficiently for the location of the particles. The translational motion of the particle is
governed by Newtons second law. The particle movement is characterized by transitional
and rarefied flow properties due to the low gas densities and small particle sizes. The
Henderson’s drag correlation is implemented in the code because it has the capability to
compute the drag coefficient not only in the continuum region but also it predicts drag
values very good in the transitional and rarefied regions. Due to hypersonic entry flows,
a strong bow shock is developed in front of the vehicle and the gas behind the shock
heated up to the very high temperatures. Because of this effect, the particles entering
the flowfield also experiences very high temperatures. An adequate heat transfer model
is also included for particle temperature computation in high temperature gas flows. The
rarefaction correction is also included in the Nusselt number computation for convective
heat transfer model. It is also worthy to mention here that Nusselt number is the key
parameter for measure of convective heat transfer. Many correlation for the computation
of Nusselt number are available. However all of them are developed for subsonic flows. It
cannot be directly used for solid particle simulation in high temperature gas flows because
of relative supersonic flow between the gas and particles after the shock. Usually this ef-
fect is ignored however the results may vary significantly if this phenomenon is ignored.
A stagnation point shock correlation is also introduced to take care of this effect. In
the end of this chapter, particle-wall interaction is discussed and different models being
implemented in the code are presented.

Verification and validation are the primary means to assess accuracy and reliability
in computational simulations by comparison with known solutions and is centered on the
accumulation of evidence that a specific calculation is correct and accurate. It implies
detailed surface and flowfield comparison with experimental or published results from
different external resources. Therefore, comparison and verification is done for all the
new solvers being implemented in the code. To compare flowfield solver for the Martian
atmosphere, CEA (Chemical Equilibrium with Applications) code developed by NASA is
used. This is one of the best code for determination of chemical equilibrium of all the
species of the composition for various ranges of the temperatures. The results are very
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close to each other and a very good agreement is found between the the two codes. The
TINA code of Fluid Gravity Engineering ltd. is used in order to verify the particle solver
of the SINA code. The particle momentum and heating of the particles are compared.
The results from both codes are in accordance as far as particle movement or particle
trajectories in the flowfield is concerned. However, a marked difference is observed in
the results while comparing the heating of the particles. The particle solver of the SINA
code shows around 30 to 40% higher values of the particle heating as compared to the
TINA code. The variation in the results is attributed to the parameters being used by
the particle solver from flowfield gas. Due to relative velocity difference in the gas and
particle, the development of the local shock may introduce extra heating to the particle.
There is no reference availabe for such kind of problem and no CFD code was available for
the result comparison purposes. The GA Bird’ code DS2V is decided to be used for this
purpose. For DSMC simulations particles of smaller sizes are placed in high temperature
gas flows and the particle solver is also simulated with the same conditions. The results
obtained by taking into account local particle heating are relatively closer to the DSMC
results. Therefore, for hypersonic entry flows, it is important to take into account local
heating onto the particle because of the relative velocity between the particle and the gas
velocity.

7.2 Conclusions

• Capabilities of SINA code are extended to simulate

1. Vibrational energy computation for three atomic molecule.

2. Martian atmosphere.

3. Solid particles (with different models).

• A code to code comparison of CO2 and particle solver are made with different
resources.

• The particle movement is characterized by transitional and rarefied flow properties
due to the low gas densities and small particle sizes.

• The effect of local shock due to high speed relative speed may introduce higher
temperature to particle.

• Due to high particle temperature, phase change of the particle of smaller radii is
observed.
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7.2 Conclusions

• The ratio of heat flux due to impingement of the particles compared to heat flux
because of flowfield gas is found to be very low. Therefore, additional heat flux due
to impingement of particles is negligible. However particles with larger radii may
have significant heat fluxes onto wall of the vehicle. Therefore, it is important to
obtain as maximum as possible the accurate information about dust mass mixing
ratio and particle size distribution in Mars atmosphere.

• The particles may also change the geometry of the surface at micro level. Due to
impingement of the particles on the vehicle surface, the particles will increase the
roughness, which will change the flowfield behavior around the vehicle. In addition
boundary layer transition will occur from laminar to turbulent that may result not
only increasing the heat flux but also in modifying the aerodynamic characteristic
of the flowfield surrounding the object. In this way, the particles have an indirect
effect on the vehicle and it is very important to study these effects associated with
dust particles during atmospheric entry flows.
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Appendix A
Appendix

A.1 Table for the chemical reactions

Table A.1: Chemical reactions with forward rate coefficients

Chemical reactions Rate Coefficients
( m3

mol s
or m6

mol s
)

Dissociation Cf sf Af

CO2 +O2 = CO +O +O2 6.90e15 -1.5 63275
CO2 +O = CO +O +O 1.38e16 -1.5 63275
CO2 + C = CO +O + C 1.38e16 -1.5 63275
CO2 + CO = CO + CO +O 6.90e15 -1.5 63275
CO2 + CO2 = CO +O + CO2 6.90e15 -1.5 63275
CO +O2 = C +O +O2 2.30e14 -1.0 129000
CO +O = C +O +O 3.40e14 -1.0 129000
CO + C = C +O + C 3.40e14 -1.0 129000
CO + CO = C +O + CO 2.30e14 -1.0 129000
CO + CO2 = C +O + CO2 2.300e14 -1.0 129000
O2 + C = O +O + C 1.00e16 -1.5 59500
O2 + CO = O +O + CO 2.00e15 -1.5 59500
O2 + CO2 = O +O + CO2 2.00e15 -1.5 59500
O2 +O2 = O +O +O2 2.00e15 - 1.5 59500
O2 +O = O +O +O 1.00e16 -1.5 59500

Neutral Exchange
CO + CO = CO2 + C 2.33e03 0.5 65710
CO +O = O2 + C 3.90e07 -0.18 69200
CO2 +O = O2 + CO 2.10e07 0.0 27800
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A. APPENDIX

A.2 Table for entropy and standard enthalpy of CO2,
CO, O2, O and C

Table A.2: Entropy S◦ and standard enthalpy H◦ data of CO2, CO, O2 for the computa-
tion of Equilibrium constant

T CO2 CO O2

S
◦

H
◦

S
◦

H
◦

S
◦

H
◦

298.15 213.787 -393.51 197.66 -110.535 205.149 0
500 234.898 -385.203 212.837 -104.604 220.698 6.086
1000 269.297 -360.11 234.541 -88.848 243.587 22.707
2000 309.29 -302.072 258.714 -53.799 268.772 59.202
3000 334.152 -240.694 273.619 -17.006 284.521 98.117
4000 352.18 -178.002 284.395 20.464 296.271 139.001
5000 366.412 -114.2 292.847 58.348 305.723 181.385
6000 378.353 -48.672 299.821 96.606 313.651 224.884
7000 388.889 19.724 305.814 135.491 320.461 269.069
8000 398.538 92.033 311.133 175.337 326.37 313.315
9000 407.582 168.86 316.058 217.177 331.502 356.874
10000 416.129 250.017 320.823 262.442 335.956 399.138
11000 424.199 334.71 325.574 312.328 339.828 439.745
12000 431.781 421.865 330.367 367.455 343.205 478.542
13000 438.866 510.387 335.189 427.733 346.166 515.525
14000 445.458 599.329 339.979 492.393 348.78 550.788
15000 451.574 687.984 344.651 560.119 351.105 584.479
16000 457.249 775.905 349.113 629.257 353.189 616.767
17000 462.522 862.885 353.285 698.068 355.072 647.823
18000 467.439 948.897 357.113 765.028 356.786 677.804
19000 472.041 1034.008 360.58 829.14 358.357 706.845
20000 476.363 1118.275 363.717 890.277 359.804 735.059
21000 480.43 1201.623 366.608 949.53 361.145 762.531
22000 484.249 1283.716 369.4 1009.571 362.391 789.329
23000 487.81 1363.809 372.308 1075.02 363.555 815.501
24000 491.079 1440.61 375.617 1152.823 364.644 841.091
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A.2 Table for entropy and standard enthalpy of CO2, CO, O2, O and C

Table A.3: Entropy S◦ and standard enthalpy H◦ data of O and C for the computation
of Equilibrium constant

T O C
S
◦

H
◦

S
◦

H
◦

298.15 161.06 249.175 158.101 716.68
500 172.2 253.518 168.864 720.882
1000 186.792 264.035 183.279 731.28
2000 201.25 284.888 197.715 752.113
3000 209.706 305.749 206.326 773.372
4000 215.775 326.851 212.65 795.375
5000 220.581 348.397 217.701 818.02
6000 224.598 370.441 221.901 841.062
7000 228.06 392.905 225.49 864.345
8000 231.103 415.696 228.62 887.786
9000 233.811 438.686 231.396 911.357
10000 236.245 461.79 233.904 935.164
11000 238.455 484.982 236.215 959.412
12000 240.482 508.273 238.383 984.334
13000 242.357 531.694 240.446 1010.123
14000 244.104 555.276 242.43 1036.895
15000 245.744 579.045 244.346 1064.679
16000 247.291 603.01 246.2 1093.41
17000 248.755 627.169 247.991 1122.948
18000 250.146 651.509 249.715 1153.105
19000 251.471 676.012 251.367 1183.675
20000 252.735 700.662 252.947 1214.468
21000 253.945 725.452 254.454 1245.362
22000 255.105 750.399 255.895 1276.336
23000 256.223 775.548 257.282 1307.53
24000 257.306 800.988 258.633 1339.286
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A. APPENDIX

A.3 Diffusion collision integral Ω1,1(Å2
) as a function of

temperature of 5 species CO2, O2, CO, O and C

Table A.4: Diffusion collision integral Ω1,1(Å2
) for temperature range 300 K to 4000 K

Species T(K)
300 500 600 1000 2000 4000

CO2 − CO2 17.35 14.39 13.66 12.12 10.66 9.47
CO2 −O2 13.68 11.84 11.36 10.27 9.08 7.97
CO2 − CO 14.18 12.36 11.88 10.77 9.52 8.26
CO2 − C 10.84 10.5 9.52 8.22 7.08
CO2 −O 9.15 8.88 8.12 7.11 6.19
O2 − CO 11.6 10.37 10.02 9.15 7.96 6.76
O2− C 8.33 8.01 7.21 6.222 5.26
CO − C 9.01 8.62 7.72 6.57 5.51
CO −O 7.4 7.11 6.37 5.42 4.55
C − C 12.34 10.5 9.96 8.66 7.14 5.84
C −O 10.35 8.82 6.49 5.29

Table A.5: Diffusion collision integral Ω1,1(Å2
) for temperature range 5000 K to 20000 K

Species T(K)
5000 6000 8000 10000 15000 20000

CO2 − CO2 9.13 8.86 8.44 8.12 7.54 7.15
CO2 −O2 7.64 7.38 6.98 6.69 6.17 5.82
CO2 − CO 7.86 7.54 7.05 6.68 6.04 5.6
CO2 − C 6.72 6.41 6.0 5.67 5.1 4.71
CO2 −O 5.91 5.68 5.34 5.09 4.62 4.33
O2 − CO 6.4 6.12 5.69 5.36 4.8 4.42
O2− C 4.97 4.74 4.4 4.15 3.7 3.4
CO − C 5.19 4.94 4.55 4.27 3.77
CO −O 4.29 4.09 3.77 3.53 3.12 2.85
C − C 5.43 5.11 4.59 4.17 3.4 2.86
C −O 4.56 4.08 3.7 3.02 2.66
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A.4 Viscosity collision integral Ω2,2(Å2
) as a function of temperature of 5

species CO2, O2, CO, O and C

A.4 Viscosity collision integral Ω2,2(Å2
) as a function of

temperature of 5 species CO2, O2, CO, O and C

Table A.6: Viscosity collision integral Ω1,1(Å2
) for temperature range 300 K to 4000 K

Species T(K)
300 500 600 1000 2000 4000

CO2− CO2 20.35 16.45 15.5 13.58 11.92 10.69
CO2−O2 15.74 13.35 12.76 11.47 10.23 9.15
CO2− CO 16.24 13.92 13.32 12.03 10.74 9.5
CO2− C 12.48 12.08 10.98 9.62 8.36
CO2−O 10.44 10.13 9.29 8.22 7.23
O2− CO 13.11 11.6 11.19 10.25 9.13 7.93
O2− C 9.62 9.29 8.41 7.31 6.26
CO − CO 13.67 12.18 11.77 10.81 9.57 8.16
CO − C 10.48 10.08 9.07 7.8 6.63
CO −O 8.61 8.29 7.46 6.42 5.46
C − C 13.44 11.5 10.93 9.44 7.77 6.31
C −O 11.36 9.79 7.06 5.87

Table A.7: Viscosity collision integral Ω2,2(Å2
) for temperature range 5000 K to 20000 K

Species T(K)
5000 6000 8000 10000 15000 20000

CO2− CO2 10.32 10.02 9.57 9.21 8.59 8.15
CO2−O2 8.8 8.53 8.1 7.77 7.19 6.79
CO2− CO 9.08 8.74 8.21 7.79 7.07 6.56
CO2− C 7.95 7.62 7.15 6.78 6.14 5.71
CO2−O 6.92 6.66 6.28 6.01 5.49 5.15
O2− CO 7.54 7.23 6.73 6.36 5.7 5.25
O2− C 5.94 5.69 5.3 5.01 4.5 4.16
CO − CO 7.7 7.33 6.75 6.31 5.54 5.01
CO − C 6.26 5.98 5.54 5.21 4.63
CO −O 5.17 4.93 4.58 4.31 3.84 3.52
C − C 5.92 5.6 5.11 4.71 3.94 3.38
C −O 5.17 4.69 4.3 3.57 3.18
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A.5 Representative chemical composition of Mars soil

Table A.8: chemical composition of Mars soil

Constituent Concentration
%

SiO2 43.4
Fe203 18.2
A1203 7.2
SO3 7.2
MgO 6
CaO 5.8
Na20 1.34
C1 0.8

P2O5 0.68
TiO2 0.6
MnO 0.45
Cr20 0.29
K20 0.1
CO3 <2
H20 0-1
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Appendix B
Fluxes computation

The space discretization is performed in cell-centered finite-volume method. The fluxes

on the cell surfaces are calculated using flux splitting scheme from average values on the

left (l) and right (r) side of the cells (see figure B.1). The MUSCL (Monotone Upstream-

centered Schemes for Conservation Laws) scheme is used for the solution vector at the

cell surfaces.

Figure B.1: Flux determination at walls of cells

The following formulation is implemented based on the work of Anderson, Thomas

and Van Leer [80]:
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B. FLUXES COMPUTATION

(Qi+ 1
2
)l = Qi +

{
1
4
sAlb,i

[
(1− SMsAlb,i+1)(Qi −Qi−1) + (1 + SMsAlb,i)(Qi+1 −Qi)

]}
i

,

(Qi+ 1
2
)r = Qi+1 +

{
1
4
sAlb,i

[
(1− SMsAlb,i+1)(Qi+2 −Qi+1) + (1 + SMsAlb,i)(Qi+1 −Qi)

]}
i+1

,

(B.1)
where the TVD flux limiter is used from Van Albada [19]:

SAlb,i =
2(Qi+1 −Qi)(Qi −Qi−1) + ε

(Qi+1 −Qi)2(Qi −Qi−1)2 + ε
, (B.2)

where ε is used in order to avoid instabilities in the flowfield and to limit maximum
changes in the fluxes. This also prevents a division by zero. The value is taken around
10−5 − 10−6.

AUSM+ Scheme

The Advection Upstream Splitting Method (AUSM) scheme was introduced by Liou and
Steffen in 1991. The AUSM scheme defines a cell interface Mach number based on charac-
teristic speeds from the neighboring cells. The interface Mach number is used to determine
the upwind extrapolation for the convective part of the inviscid fluxes. A separate split-
ting is used for the pressure terms. Generalized Mach number and pressure splitting
functions were described by Liou and the new scheme was termed ASUM+.

This numerical scheme is explained in detail in [19; 81; 82]. However, it is worthy to
mention here that at the cell faces, the speed of sound is computed using the following
simple formulation∗:

ai+ 1
2

=
1

2
(ai + ai+1), (B.3)

where ai and ai+1 are used to express frozen speed of sound in the cell i and i + 1

respectively.

∗In future it is intended to be revised
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