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### Notations and Symbols

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIBA</td>
<td>noninteracting-blip approximation</td>
</tr>
<tr>
<td>RDM</td>
<td>reduced density matrix</td>
</tr>
<tr>
<td>SBE</td>
<td>spin-boson environment</td>
</tr>
<tr>
<td>SQUIDS</td>
<td>superconducting quantum interference devices</td>
</tr>
<tr>
<td>TSS</td>
<td>two-state system</td>
</tr>
<tr>
<td>( \mathcal{A} )</td>
<td>path integral amplitude</td>
</tr>
<tr>
<td>( \mathcal{B} )</td>
<td>spin-spin coupling path integral amplitude</td>
</tr>
<tr>
<td>( \vec{B}, B_{x,y,z} )</td>
<td>magnetic field</td>
</tr>
<tr>
<td>( B_n )</td>
<td>bias factor</td>
</tr>
<tr>
<td>( b, b^\dagger )</td>
<td>boson annihilation and creation operators</td>
</tr>
<tr>
<td>( C_g )</td>
<td>gate capacitance</td>
</tr>
<tr>
<td>( C_J )</td>
<td>Josephson capacitance</td>
</tr>
<tr>
<td>( c_\alpha )</td>
<td>coupling strength to bath mode ( \alpha )</td>
</tr>
<tr>
<td>( D )</td>
<td>denominator</td>
</tr>
<tr>
<td>( E_C )</td>
<td>charging energy</td>
</tr>
<tr>
<td>( E_J )</td>
<td>Josephson energy</td>
</tr>
<tr>
<td>( E_1, E_2, E_3, E_4 )</td>
<td>eigenenergies</td>
</tr>
<tr>
<td>( e )</td>
<td>elementary charge</td>
</tr>
<tr>
<td>(</td>
<td>e\rangle )</td>
</tr>
<tr>
<td>(</td>
<td>e_1\rangle,</td>
</tr>
<tr>
<td>( \mathcal{F} )</td>
<td>Feynman-Vernon influence functional</td>
</tr>
<tr>
<td>( F_i )</td>
<td>bath coupling</td>
</tr>
<tr>
<td>(</td>
<td>g\rangle )</td>
</tr>
<tr>
<td>( H )</td>
<td>Hamilton operator</td>
</tr>
<tr>
<td>( \text{Im} )</td>
<td>imaginary part</td>
</tr>
<tr>
<td>( J(\omega), J_H(\omega) )</td>
<td>spectral density of bath, low frequency part hereof</td>
</tr>
</tbody>
</table>
Notations and Symbols

\( J_{m,n} \)  
conditional propagators

\( K, K_{1,2} \)  
Kondo parameter

\( \mathcal{K}, k_{1,2}^{(\pm)} \) and \( k_{1,2}^{(s/a)} \)  
kernels, symmetric and antisymmetric

\( k_{1,2}^{\pm(} \)  
forward and backward rate

\( k_B \)  
Boltzmann constant

\( L \)  
self-inductance

\( \text{lim} \)  
limit

\( N \)  
umerator

\( n \)  
number operator of Cooper pair charges

\( n_g \)  
gate induced charges

\( P(t) \)  
population

\( P \)  
purity

\( Q \)  
quality factor, charge

\( Q = Q' + iQ'' \)  
bath correlation function, real and imaginary part

\( Q_i \)  
position operator

\( |R\rangle, |L\rangle \)  
eigenstates of \( \sigma_z \)

\( |RR\rangle, |RL\rangle, |LR\rangle, \) and \( |LL\rangle \)  
eigenstates of \( \sigma_z \) and \( \tau_z \)

\( \text{Re} \)  
real part

\( \text{Res} \)  
residue, amplitude

\( S(\omega) \)  
power spectrum of bath

\( \text{sgn} \)  
signum function

\( T \)  
temperature

\( T_{1,2} \) and \( T_2^* \)  
relaxation time \( T_1 \), dephasing time \( T_2 \), and ensemble averaged dephasing time \( T_2^* \)

\( \text{tr} \)  
trace

\( U \)  
diagonalization matrix

\( V_g \)  
gate voltage

\( v_{x,y,z} \)  
spin-spin coupling

\( W_{n,m} \)  
transition rate \( m \rightarrow n \)

\( X \)  
bath coupling operator

\( \beta \)  
inverse temperature
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma^\pm$</td>
<td>Golden Rule rates</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>gyromagnetic ratio</td>
</tr>
<tr>
<td>$\gamma, \gamma_r$</td>
<td>relaxation and dephasing rates</td>
</tr>
<tr>
<td>$\gamma_{n,m}$</td>
<td>damping rate</td>
</tr>
<tr>
<td>$\Delta_{1,2}$</td>
<td>tunneling matrix</td>
</tr>
<tr>
<td>$\Delta_r$</td>
<td>renormalized tunneling matrix</td>
</tr>
<tr>
<td>$\Delta_T$</td>
<td>renormalized and temperature dependent tunneling matrix</td>
</tr>
<tr>
<td>$\delta$</td>
<td>eigenfrequency, $\delta$ function</td>
</tr>
<tr>
<td>$\epsilon_{1,2}$</td>
<td>bias</td>
</tr>
<tr>
<td>$\epsilon_c$</td>
<td>critical bias</td>
</tr>
<tr>
<td>$\zeta = 1, 2$</td>
<td>spin 1, spin 2; bath 1, bath 2</td>
</tr>
<tr>
<td>$\eta$</td>
<td>symmetric spin path</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>superconducting phase, Heaviside function</td>
</tr>
<tr>
<td>$\Theta_{1,2}$</td>
<td>mixing angles</td>
</tr>
<tr>
<td>$\vartheta_{1,2}, \theta_{1,2}$</td>
<td>scaled temperature, generalized temperature</td>
</tr>
<tr>
<td>$\vartheta^*$</td>
<td>crossover temperature</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>relaxation and dephasing rates</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>blip-blip correlations</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Laplace variable</td>
</tr>
<tr>
<td>$\xi$</td>
<td>antisymmetric spin path</td>
</tr>
<tr>
<td>$\rho$</td>
<td>density matrix</td>
</tr>
<tr>
<td>$\rho_{\text{eq}}$</td>
<td>equilibrium density matrix</td>
</tr>
<tr>
<td>$\rho_i^{(0)}$</td>
<td>initial state of density matrix</td>
</tr>
<tr>
<td>$\Sigma^{(s/a)}$</td>
<td>self energy</td>
</tr>
<tr>
<td>$\sigma_{i,f}$</td>
<td>initial and final spin state</td>
</tr>
<tr>
<td>$\sigma_{x,y,z}, \tau_{x,y,z}$</td>
<td>Pauli matrices</td>
</tr>
<tr>
<td>$\sigma, \tau$</td>
<td>spin 1, spin 2</td>
</tr>
<tr>
<td>$\tau_c$</td>
<td>correlation time</td>
</tr>
<tr>
<td>$\tau_j$</td>
<td>blip lengths</td>
</tr>
<tr>
<td>$\Phi, \Phi_x$</td>
<td>magnetic flux</td>
</tr>
<tr>
<td>$\Phi_0$</td>
<td>flux quantum</td>
</tr>
<tr>
<td>$\Omega, \Omega_+, \Omega_-$</td>
<td>eigenfrequencies</td>
</tr>
</tbody>
</table>
### Notations and Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\omega_n)</td>
<td>frequency of bath oscillator (\alpha)</td>
</tr>
<tr>
<td>(\omega_c)</td>
<td>high-frequency cutoff</td>
</tr>
</tbody>
</table>
Zusammenfassung


Zusammenfassung

So dient die Untersuchung von quantalen dissipativen Systemen auch der Klärung von Grundsatzfragen der Physik.


Wir behandeln in Abschnitt 3.6 verschiedene Linearkombinationen longitudinaler und transversaler Kopplungsarten der Spins, wie z.B. die XY–, YZ– und Heisenbergkopplung. Ferner führen wir einen möglichen Bias ein, welcher die Entartung der lokализierten Zustände, wie z.B. Spin–Up und Spin–Down, bei verschwindendem Tunnelmatrixelement aufhebt. Es zeigt sich, dass eine analytische Lösung, welche alle Kopplungsarten und Bias beinhaltet, nicht möglich ist.


Von allgemein hohem Interesse ist ein System, in welchem ein Spin $\sigma$ mit einem Spin $\tau$ wechselwirkt, wobei letzterer an ein bosonisches Bad gekoppelt ist. Der $\tau$–Spin wirkt auf den $\sigma$–Spin als ein resonantes nicht–lineares Wärmebad. Im physikalischen Sinne repräsentiert er eine bistabile Störstelle, welche auf den $\sigma$–Spin einwirkt. Die Parameterverteilung von vielen Störstellen führt letztendlich zu $1/f$–Rauschen. Dieses stellt für kleine Temperaturen die dominierende Quelle für Dekohärenz in Festkörpern dar und ist daher von besonderer Bedeutung. Dies wird in Abschnitt 3.9 beschrieben. Interessant ist hierbei der Fall hoher Temperatur. Dabei befindet sich $\sigma$ in einem Kondo–artigen Zustand, jedoch mit dominierenden kohärenten Beiträgen.


Abstract

In this thesis, a scheme for calculating the dynamics of two coupled dissipative spins is developed, where each of the spins is coupled to its own boson bath. We derive analytic path sum results both in the Markov-regime and in the one-boson exchange regime. The analysis is also performed with the Bloch-Redfield method. It is shown that the two different approaches lead to identical results for the dynamics. This is not obvious a priori because both methods are based on different procedures.

The path sum method gives detailed insight into the internal dynamics of two coupled spins because we consider every path sequence that contributes to the time evolution. While most studies of coupled spins are restricted to one type of coupling, e.g., Ising type, we will generalize here to linear combinations of possible couplings. Especially interesting is the occurrence of a frustration of decoherence, if the spins are interacting via a linear combination of longitudinal and transverse coupling and, when in addition, some of the eigenfrequencies become degenerate. Our analysis shows that degenerate but mutual exclusive ground states lead to increased coherence times. Maximization of coherence is one of the crucial goals of quantum state engineering.

Another topic of interest is the impact of non-linear quantum environments, formed by surrounding dissipative spins. A distribution of bistable background charges is known to be responsible for $1/f$ noise in solid state devices, like the superconducting quantum interference devices. Since $1/f$ noise is seemingly the dominating source of decoherence at very low temperature, there is a profound theoretical interest in modeling it. Therefore, we analyze two interacting spins, where one of them is coupled to a boson bath and thereby represents a resonant non-linear quantum environment. We study the crossover from a non-linear to a linear bath and study the corresponding time scale for the relevant bath correlations. Interestingly, for large and increasing temperature we find a decreasing decoherence for the central spin.
1 Introduction

Although quantum dissipative systems have been studied intensely since the 1980’s [1, 2] there are still many open topics that allow for a deeper theoretical and experimental understanding. There is even an increasing interest in the theoretical description of such systems as the possibility to produce small devices which show quantum effects has reached everyday life, like giant magnetoresistance [3], or is on its way to do so, like quantum computation. This nanoscience can be found in different areas as nanobiology, nanochemistry, nanoelectronics, and nanomagnetism [4]. A topic of special interest is the quantum computer [5, 6, 7, 8, 9]. Its value would not be restricted to pure number factoring but it could also be used as a quantum simulator, for example to simulate chemical dynamics [10, 11].

Apart from everyday life, there is also a pure theoretical motivation to study quantum dissipative systems. We can study on the one hand quantum mechanics on a macroscopic scale and on the other hand test quantum mechanics itself, e.g., with quantum state engineering [12]. In addition, we can study details of the measurement process. Furthermore, we can examine the transition from quantum to classical physics and may ask at which point in the parameter space the transition occurs, or if a continuous transition from quantum to classical was more realistic. It is certainly very challenging, if not impossible, to completely isolate a quantum system of its environment. Particularly the measurement apparatus itself acts like an environment for the quantum system. A continuous measurement of the system by its environment is therefore an intrinsic feature of any quantum system. This leads to a continuously decohering quantum system [13, 14] and a non-abrupt emergence of classical states. A further point is the concept of wave-function collapse, which is in contradiction with the superposition principle and the unitarity of quantum dynamics. But as was shown recently, the wave-function collapse is made obsolete by decoherence [15].

The description of quantum dynamics is complicated by the inevitable coupling to environmental modes [16]. We will discriminate two sources of decoherence [17, 18]: first, the localized modes, such as nuclear and paramagnetic spins and defects. They dominate at low temperature. Second, the delocalized modes, such as electrons, phonons, etc. The localized modes might be a collection of bistable impurities leading to 1/f-noise. These could be for example background-charge-fluctuators or two-level-fluctuators, residing in the neighborhood of a solid state device [19, 20, 21, 22]. In the literature, a bath of bistable impurities is also referred to as a spin-bath. It is shown in Ref. [22] that an ensemble of two-level fluctuators with degenerate level splitting is equivalent to a single two-level fluctuator with renormalized, stronger coupling strength. Thus, the study of a single localized mode already reveals the basic physics of a whole ensemble.

A setup in which both sources of decoherence are involved consists of two coupled spins
where only one of them is coupled to a boson bath. This can be considered as a dissipative bistable impurity acting on the other spin as environment. In the literature, this setup is known as a spin-boson environment (SBE) \[23, 24, 25\]. An interesting feature of the SBE is the possibility to study the transition from Gaussian to non-Gaussian behavior \[24, 26, 27, 28\]. Non-Gaussian behavior is characterized by the possibility of the system to resolve dynamics of the environment. The Markov approximation is no longer valid and therefore the standard master equation approach fails for such systems. We have to apply more sophisticated methods like the influence functional method \[1, 2\].

Of special importance are parameter regimes with minimal influence of the environment. There are so-called sweet-spots where coupling to off-diagonal states is zero in first order. Since the environment acts primarily on the system while being off-diagonal we have minimized dissipation. Another way to minimize dissipation is to use the so-called frustration of decoherence phenomenon \[29, 30\]. Here, non-commutative properties of the Hamiltonian are utilized. These might be different environments coupled to two non-commuting variables of the system or two non-commuting variables of the system itself, leading to equally preferred but mutually exclusive ground states. Yet another way is to tune the energy level splitting of the system to a value near to the variance of the stochastic fluctuations of the environment and thereby introduce a stochastic resonance between the involved states \[31\].

There are several proposals for the realization of qubits: entangled ions \[32\], nanomagnets \[4\], fullerenes \[33\], nitrogen-vacancy (NV) centers \[34, 35\], nuclei in nuclear magnetic resonance (NMR) \[36\], photons \[37\], atomic impurities and quantum dots \[38, 35\]. NV centers show quantum coherent dynamics even at room temperature. An advanced realization for quantum dissipative systems are Josephson junctions \[12, 39, 40, 41, 42, 43, 44, 45\]. Compared to other possible realizations of qubits, they share an advantage with the quantum dots; they can be embedded into existing micro-electronic circuits. And once implemented, it should be possible to scale them up to large numbers of qubits. This is important because, for example, to directly factorize a \(n\)-bit number we need more than \(2^n\) qubits. Current RSA (R. L. Rivest, A. Shamir, and L. Adleman) encryption keys are typically \(1024 - 2048\) bits long \[46, 47\].

A single Josephson junction consists of two superconductors, which are separated by a small insulating tunnel junction. Cooper-pair charges that tunnel through the junction constitute the Josephson current. The number of Cooper-pairs is controlled via a gate voltage, as shown in Fig. 1.1. Two Josephson junctions are easily connected either capacitively or inductively, allowing for example an Ising-type coupling \[41\]. It is remarkable that these superconducting qubits can be implemented in such a way that strong coupling and no coupling can be controlled locally by electronic means.

Reversely, we can use Josephson junctions as a spectrum analyzer or probe for the noise of the environment \[48, 49, 50\]. A significant contribution of \(1/f\)-noise for low temperature is observed, leading on the one hand to the demand of enhancing theoretical descriptions of dissipative systems to include a spin-bath at low temperature. On the other hand, experimental enhancements that suppress low-frequency noise have been developed such as the transmon and quantronium, which are smart variations of Josephson junction.
1.1 Theoretical perspective

A basic and fertile theoretical model for the description of spin systems is the two-state system (TSS), which may be thought of as a quartic potential with two energy minima at comparable energies. At low temperature only the ground states of the two minima will be relevant and we obtain an effective TSS. A possible bias lifts the degeneracy of the ground states in the absence of tunneling. The two ground states are coupled quantum mechanically via a tunneling matrix element. In a realistic scenario we also have a dissipative environment acting on the TSS, which is due to the inevitable coupling to environmental modes. The TSS plus a bosonic environment is represented by the thoroughly studied spin-boson model. Although it is the simplest quantum dissipative system that shows quantum interference effects, it is a very useful model for different situations. These include defect motion in crystals, tunneling of light particles in metals, glasses or amorphous metals, and electron transfer processes as in photosynthesis [2]. There are still some new developments and extensions in recent years, like the weakly interacting blip approximation in [53, 54] and the already mentioned studies of the SBE [23, 24, 25].

There are several theoretical tools to describe the spin-boson model. Two of them are the influence-functional technique based on path sums [1, 2] and the perturbative Bloch-Redfield method [55]. A comparison of the Bloch-Redfield and path sum approach can be found for example in [56, 57]. Their common goal is to describe the dynamics of the reduced density matrix (RDM). The RDM contains all information concerning the

Figure 1.1: Single Josephson junction formed by a superconducting charge box with \( n \) excess Cooper pair charges. The environment is characterized by the impedance \( Z(\omega) \). The tunnel junction has capacitance \( C_J \) and Josephson coupling energy \( E_J \). Its typical thickness is about 2-3 nm and Cooper pairs can tunnel the barrier coherently. A gate capacitor \( C_g \) is connected to tune the system via the voltage \( V_g \). The single-electron charging energy \( e^2/2(C_g + C_J) \) has to be much larger than the thermal energy. For a temperature of 1K, we need \( (C_g + C_J) \) to be much less than 1fF. Figure is taken from [12].

qubits [51, 52].
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time evolution of the system under the influence of the bath. It is called reduced density matrix because the trace with respect to the bath is performed. All physical information about measurements of the system is captured by the RDM.

The path integral method for quantum dissipative systems was introduced by Feynman and Vernon [58] in 1963. Every possible propagator from a fixed initial state to a fixed end state is weighted by an amplitude. An integration over all paths leads to a cancellation of neighboring paths which have large phases. In a semi-classical approximation, where the action is much larger than \( \hbar \), only paths near the classical path significantly contribute to the overall propagator. If the action is of the order of \( \hbar \) also paths contribute that are not near the classical path. For the two simplest physical model systems, the free particle and the harmonic oscillator, only the classical path is relevant and the propagator is readily calculated. Unfortunately, the method becomes rapidly difficult for other models, e.g., if we include a dissipative environment via the Feynman-Vernon influence functional method [58]. The description of one or more spins eases the use of path integrals because there are only \( \text{few} \) possible states (4 for a single spin, 16 for two coupled spins, \( 2^{2N} \) for \( N \) coupled spins). It is possible to derive a formally exact description of the system dynamics under the influence of the bath. However, its solution is often restricted to special parameter regimes, or numerical techniques.

The Bloch-Redfield approach is a perturbative theory; it can be used for small bath influences only. It describes the time evolution of the reduced density matrix (RDM) via a generalized master equation. The dissipative environment is specified via the Redfield-tensor. Since it links all matrix elements of the RDM, it grows quickly with the number of spins, i.e., like \( 2^{4N} \) for \( N \) coupled spins. Fortunately, many of the tensor elements are zero, and therefore reliable results are commonly obtained with suitable computer software.

A theoretical analysis of two coupled spins with an Ising-type coupling and based on path sum methods was first given in [59]. But, crude approximations were made in which all inter- and intrabip correlations, where both spins are involved, are disregarded (see Section 3.10). The parameter regime may be divided in three main areas:

1. a perturbative regime, in which the coupling between the spins can be treated perturbatively
2. a so-called locked phase regime, in which the spin-spin coupling is dominant so that the two spins are locked together and can be treated as a single spin with effective frequency coupled to a heat bath
3. a strong coupling regime, in which we have strong spin-spin coupling and either high temperature or small coupling to the bath. In this case, all interbip correlations for each spin and between the spins can safely be neglected. Furthermore, path sequences in which both spins are off-diagonal at the same time interval can be disregarded.

So, unless we deal with the perturbative regime, the results derived in [59] are limited to either large spin-spin coupling and high temperature or small coupling to the bath.
We shall derive in this work an exact solution for two coupled spins in the Markov-regime, where each spin is coupled to its own boson bath. For low temperature and small bath coupling we will solve the relevant Bloch-Redfield equations. They are well suited for this regime because they are based on a perturbative approach [60, 61]. Increasing temperature decreases the validity of the Bloch-Redfield method. Then, the Feynman-Vernon influence-functional method becomes more adequate [1, 2]. The influence-functional method leads to exact results in the Markov limit, regardless of the mutual coupling strength [59]. The Markov-regime is already valid for temperatures of the order of or larger than the system energies. For lower temperature, inter- and intrabip correlations become important and the Markov-results will not render anymore a correct description of the system dynamics. For weak coupling to the bath, one-boson exchange processes between system and bath are dominating. We shall derive exact expressions for the system’s dynamics this regime.

The results will be derived for the case of two independent boson baths for the two spins. Large deviations for the cases of interacting baths or one single bath are not expected. This is true as long as the two spins are spatially separated in such a way that retardation effects can be neglected. In other words, we assume that there are no direct bath-mediated correlations between the two spins. As an estimation, this requires the two spins to be separated more than $50 \, \mu m$ for an ohmic electron bath. However, smaller separation leads only to a renormalization of the spin-spin coupling strength [59]. Therefore, the results should be valid for a single boson bath and for independent boson baths, too.

The next step would be to apply the methods developed in this thesis for the description of $N$ spins. Experiments are already feasible, e.g., 8 entangled ions in [32], 12 magnetic nuclei with NMR in [36], 6 photons in [37]. But, since the Hilbert space of the system is growing with $2^N$, a straightforward application of the new developed methods seems unpromising [62]. Nevertheless, numerical and/or approximative variants should be applicable for larger numbers of coupled spins.

### 1.2 Experimental perspective: qubits

The physical realization of a qubit has attracted a lot of different proposals in many areas of physics [63]. This is possible because a qubit is based on a two-state system (TSS) and a TSS can be found in almost every branch of quantum physics.

One example is an electron in a quantum dot, where the spin of the electron couples to an external magnetic field. The Hamiltonian is then given by (we put $\hbar = 1$)

$$H = -\frac{\gamma}{2} \vec{\sigma} \cdot \vec{B},$$  \hspace{1cm} (1.2.1)
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with the gyromagnetic ratio $\gamma$, the Pauli matrices\footnote{We use the representation $\sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$, $\sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}$ and $\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.} $\vec{\sigma} = (\sigma_x, \sigma_y, \sigma_z)$ describing the spin of the electron, and the external magnetic field $\vec{B}$. Choosing the magnetic field to be parallel to the z-axis, $\vec{B} = B_z \hat{z}$, we obtain a TSS with Hamiltonian

$$H = -\frac{\gamma}{2} \sigma_z B_z$$

(1.2.2)

and eigenvalue equations

$$H |R\rangle = -\frac{\epsilon}{2} |R\rangle, \quad H |L\rangle = \frac{\epsilon}{2} |L\rangle.$$  

(1.2.3)

Here, we have defined the bias frequency $\epsilon = \gamma B_z$. The state vectors $|R\rangle$ and $|L\rangle$ are chosen such that they are eigenstates of $\sigma_z$, i.e., $\sigma_z |R\rangle = +|R\rangle$ and $\sigma_z |L\rangle = -|L\rangle$. Further, we can apply a magnetic field along the x-axis to induce tunneling between the two eigenstates of $\sigma_z$ with frequency $\Delta = \gamma B_x$. Then we obtain the generic Hamiltonian of a TSS

$$H = -\frac{\Delta}{2} \sigma_x - \frac{\epsilon}{2} \sigma_z.$$  

(1.2.4)

Other devices are SQUIDS, which are based on Josephson junctions [12, 45]. These are promising candidates for quantum state engineering, e.g., quantum oscillations in two coupled Josephson junction qubits were observed in [41]. There exist two basic types of Josephson qubits depending on the parameter regime. The first is based on a charge degree of freedom and is therefore called charge qubit, where charge refers to the number of Cooper pairs on an island. The second is based on a flux (phase) degree of freedom and is called flux qubit. Here, a superconducting ring is interrupted by a number of Josephson junctions. Additionally, the ring is traversed by a magnetic flux. Josephson junctions that exploit special working parameters as the transmon or the quantronium are, for example, described in [51, 52].

The size of Josephson junctions ranges between $0.1 \times 0.1 \mu m^2$ for charge qubits and $1 \times 1 \mu m^2$ for phase qubits. Charge qubits are patterned using shadow evaporation and electron-beam lithography, while phase qubits are patterned photolithographically. Usually, Al–Al$_x$O$_y$–Al compounds are used for the fabrication. The relevant qubit frequencies are between 5 and 10 GHz ($\sim 0.25 - 0.5$ K), which necessitates the use of dilution refrigerators ($10 - 30$ mK) to minimize thermal population of the upper state. Cooling is indispensable to minimize decoherence, too. And, cooling leads to unexpected techniques like Sisyphus cooling and amplification of a LC-resonator [64, 65].

For a charge qubit, the tunable Josephson energy and the charging energy, i.e.,

$$\Delta = E_J(\Phi_x) \quad \text{and} \quad E_C = \frac{e^2}{2(C_g + C_J)},$$  

(1.2.5)
1.2 Experimental perspective: qubits

are the two relevant energy scales describing the system. $C_J$ and $C_g$ are the tunnel junction capacitance and gate capacitance, respectively, and $e$ is the elementary charge (see Figs. 1.1 and 1.2). The loop is threaded by a magnetic flux $\Phi_x$. The Hamiltonian reads

$$H = 4E_C(n - n_g)^2 - E_J \cos \Theta,$$

where $n$ is the number operator of Cooper pair charges on the island and $\Theta$ is the phase of the superconducting order parameter of the island. Number and phase operator are canonically conjugate $n = -i\partial/\partial\Theta$. The effect of the gate voltage is captured by $n_g = C_g V_g/(2e)$.

If we choose $\Delta_s \gg E_C \gg E_J \gg k_BT$, where $\Delta_s$ is a superconducting gap, only Cooper pairs will tunnel through the junction and the number $n$ of Cooper pairs is a well-defined basis. Further, choosing $n_g$ close to a half-integer, only charge states with $n = 0, 1$ remain relevant. Higher charge states have much larger energy and can be ignored. The level splitting, which is now controlled by the gate voltage, reads

$$\epsilon = 4E_C (1 - 2n_g).$$

For the tunable Josephson energy we obtain

$$\Delta = 2E_J \cos(\frac{\Phi_x}{\Phi_0}),$$

with the flux quantum $\Phi_0 = h/(2e)$. Hence, the system reduces to a TSS and is described by the Hamiltonian of Eq. (1.2.4). A coupling between charge qubits is realized either inductively or capacitively with $H_{\text{int}} \propto \sigma_y \tau_y$ or $H_{\text{int}} \propto \sigma_z \tau_z$ [12]. An example is shown in Fig. 1.2.

The flux qubit is based on the regime $E_J \gg E_C$, where the flux gives a well-defined basis. Flux qubits are also called persistent current qubits. Its Hamiltonian is given by

$$H = -E_J \cos \left(2\pi \frac{\Phi}{\Phi_0}\right) + \frac{(\Phi - \Phi_x)^2}{2L} + \frac{Q^2}{2C_J},$$

Figure 1.2: Left: coupled charge qubits with coupling $\propto \sigma_y \tau_y$. Right: coupled flux qubits, either inductively (dashed line) or with an $LC$-circuit (solid line). Here, the coupling is $\propto \sigma_x \tau_x$ and $\propto \sigma_z \tau_z$. The superconducting areas are light gray and the tunnel junctions are black. Figures are taken from [12].
where $\Phi$ is a flux traversing the loop in multiples of the flux quantum $\Phi_0$ and $\Phi_x$ is an applied bias. $L$ is the self-inductance of the loop. The charge $Q$ is canonically conjugate to the flux $\Phi$, i.e., $Q = -i\partial/\partial\Phi$. For large enough self-inductance $(\beta L \equiv E_J/(\Phi_0^2/4\pi^2L) \gg 1)$ and $\Phi_x$ close to $\Phi_0/2$ the Hamiltonian describes a double-well potential near $\Phi = \Phi_0/2$. If additionally temperature is low enough, only the two lowest lying states will be relevant and the resulting TSS is again described by the Hamiltonian of Eq. (1.2.4). An example is shown in Fig. 1.2.

Especially important quantities are the relaxation time $T_1$ and the dephasing time $T_2$. A running quantum computer/simulator needs to perform many operations, while the qubit is coherent. Thus we need large $T_{1,2}$. These are two of the main quantities that will be considered and calculated in this thesis. The relaxation time is the time required to relax from the excited state to the ground state by dissipating energy into the environment. The dephasing time is the timescale, where phase correlations between the eigenstates become randomized. Both are due to the coupling to the environment and the goal is to maximize them. This can be done for example by a clever design as in the transmon or quantronium and/or by cooling to lower temperature.

The relaxation time $T_1$ can be measured by irradiating the qubit with microwaves of frequency $\Delta$ for a period much longer than $T_1$. After turning off the pulse, the probability of being in the excited state is measured, which decays exponentially with $\exp(-t/T_1)$.

To observe Rabi oscillations, which are characteristic for a TSS, the qubit is again irradiated with microwaves of frequency $\Delta$ for a time $\tau$ and the magnetic field component is aligned along the y-axis. As long as the pulse is applied, the state vector rotates in the y-z plane. A subsequent measurement of the qubit state shows Rabi oscillations as a function of $\tau$. Rabi oscillations confirm that we deal with a TSS and are used to calibrate the microwave field.

And finally, Ramsey fringes and the spin-echo technique are used to determine the dephasing time. Here, we have to differ the intrinsic dephasing time of a single qubit $T_2$ and the observed dephasing time $T_2^* < T_2$, which is an ensemble average. We deal with an ensemble because we have to rerun the measurement many times in order to obtain precise data. But fluctuations on the timescale of a single measurement, i.e., low-frequency noise, lead to deviations between different measurements. Ramsey fringes are measured by applying two $\pi/2$ microwave pulses at frequency $f_m$, where the second is delayed by $\tau_d$. The first pulse rotates the Bloch vector into the $x$-$y$ plane, where it precesses around a static magnetic field. Due to dephasing, the magnitude decreases. Then, the second $\pi/2$ pulse is applied. A subsequent measurement of the qubit gives either a projection to $|0\rangle$ or $|1\rangle$. By plotting the switching probability versus the delay time $\tau_d$, we obtain the free evolution of the qubit. If $f_m$ matches $\Delta$, we observe coherent oscillations that decay with $\exp(-t/T_2^*)$. To circumvent dephasing due to low-frequency noise, the spin-echo technique can be used. We only have to apply a $\pi$-pulse in the middle of the two $\pi/2$ pulses. A fluctuation that induced a phase delay will now advance the phase and vice versa. Fluctuations on a timescale well below the measurement time become irrelevant. Thus, we can measure $T_2$.

These are only the basic measurement protocols and many other sophisticated methods have been developed since the invention of nuclear magnetic resonance.
1.3 Outline of the thesis

In Chapter 2 we discuss the path sum method for the TSS, where the environment is in the Markov-regime. Interblip interactions cancel out exactly in this regime, so that the well-studied noninteracting-blip approximation (NIBA) becomes exact. As a result, the influence functional takes a convolutive form so that the dynamics can be solved by Laplace transformation. After a discussion of the resulting dynamics, we expand our results to the quantum-noise regime, where we include interblip correlations to first order in the coupling strength. This regime is dominated by one-boson exchange contributions between system and bath. Higher order exchange contributions may be neglected.

The newly developed methods of Chapter 2 are applied to two coupled spins in Chapter 3. First, we concentrate on Ising coupling of the spins and derive path sum results within the Markov-regime in the Sections 3.1 – 3.3. For this purpose, a detailed analysis of all spin paths is performed. Afterwards, we examine and discuss different regimes, including the one-boson exchange regime, and the large spin-spin coupling and/or high temperature regime in Sections 3.4 and 3.5. An analytic solution including all spin-spin coupling types and a bias of the spins energy states, is not possible. But, we show in Section 3.6 which coupling and bias types are accessible in analytic form. Of course, approximative solutions are always possible.

Following that, we study several features of two coupled spins in Sections 3.6 – 3.10. We explore the case of linear combinations of longitudinal and transverse spin-spin coupling and especially simultaneous YZ spin-spin coupling in Section 3.6. If some of the systems eigenfrequencies become degenerate, it turns out that there are two equally preferred ground states, which are mutually exclusive. Thereupon, a noticeable decrease of decoherence occurs. This effect was dubbed frustration of decoherence for a similar case in [29] and is studied in Section 3.7. We examine in the subsequent Section 3.8 the purity, which measures how pure or mixed a quantum state is. The purity also shows a dip in its effective damping rate, if the corresponding eigenfrequencies become degenerate.

Especially interesting is a setup, where only one of the spins is coupled to a boson bath, leading to a non-linear environment for the other spin. Some previous work and newly found results are presented in Section 3.9. Surprisingly, if temperature is large enough, we find the spin without bath in a Kondo-like regime, but with dominating coherent contributions.

A comparison of the new results with previous results obtained by Dubé and Stamp in [59] is given in Section 3.10. As expected, we obtain an agreement in the high temperature regime, where Dubé and Stamp derived their results. But, the old results clearly deviate from the more precise new results for lower temperature. Thus, we have succeeded to generalize the analytic treatment of two coupled spins to lower temperatures.

The perturbative Bloch-Redfield method is introduced in Chapter 4. We begin with a general introduction in Section 4.1 and discuss afterwards the solution of a TSS in Section 4.2. Following that, we solve the relaxation equations for Ising coupling in Section 4.3 and YZ spin-spin coupling in Section 4.4. Due to degeneracies in the energy spectrum,
there are terms beyond the usual secular approximation, which cannot be neglected. Although the Bloch-Redfield and the path sum method are based on different assumptions and simplifications, we obtain a smooth crossover of both approaches for intermediate temperature. This closes the gap between low and high temperature. Finally, the frustration of decoherence is studied with Bloch-Redfield method in Section 4.5. Again, we find minimal damping rates, if the eigenfrequencies become degenerate.

The results of this thesis are derived with the Bloch-Redfield method, valid for low temperature, and with the path sum method, here used for high temperature. However, they smoothly match on each other at intermediate temperature. This is not obvious a priori. The Bloch-Redfield method is based on a perturbative expansion of the system-bath coupling, while the path sum method utilizes an expansion of the tunnel matrix element. On the other side, both methods differ only marginally in the applied simplifications. Both use the Markov-assumption, it is assumed that the density matrix of system and bath is separable, and both neglect any dynamics on a short time scale. It is now possible to adequately describe two interacting spins for all temperatures with the restriction that they are weakly coupled to a boson bath.
2 Path sum description of the dissipative two-state system

As was shortly discussed in the introduction, the dissipative two-state system (TSS) is a basic model for the theoretical study of the decoherence phenomenon [1, 2]. This is due to the simplicity and the comprehensible mathematics and physics involved in its solution. Here, we give an introduction to the solution of a TSS with the path sum method and briefly introduce the methods and procedures that will be applied later to the case of two coupled spins.

The TSS might be a double well potential at low temperature, such that only the ground state of each well is relevant. The two ground states are coupled via a tunneling matrix $\Delta$, describing transitions between the wells. Additionally, we have a bias $\epsilon$, making the two localized states non-degenerate in the absence of tunneling. We then obtain the genuine spin-boson Hamiltonian for a TSS with bath coupling

$$H = -\frac{\Delta}{2} \sigma_x - \frac{\epsilon}{2} \sigma_z - \frac{X}{2} \sigma_z + \sum_{\alpha} \omega_{\alpha} b_{\alpha}^{\dagger} b_{\alpha} ,$$

(2.0.1)

where $\sigma_x$, $\sigma_y$, and $\sigma_z$ are the standard Pauli matrices. Here, we employ the representation, in which $\sigma_z$ is diagonal. Then the eigenstates of $\sigma_z$ with eigenvalue $+1$ ($-1$) are the localized states in the right (left) well. To model the boson environment we included in (2.0.1) the fluctuating forces

$$X(t) = \sum_{\alpha} c_{\alpha} \left[ b_{\alpha}(t) + b_{\alpha}^{\dagger}(t) \right] ,$$

(2.0.2)

which are coupled to $\sigma_z$ and therefore result in a fluctuating bias. Here, $b^{\dagger}$ and $b$ are creation and annihilation operators of the environmental bosons and $c_{\alpha}$ is the coupling strength of bath mode $\alpha$ to the TSS. The last term in the Hamiltonian (2.0.1) describes the energy of the environment. The fluctuating bias is zero on average, i.e., $\langle X(t) \rangle_{\beta} = 0$. Thereby, it does not provide a systematic force acting on the system. For a harmonic bath, all effects of the environmental coupling are captured by the force-force autocorrelation function $\langle X(t)X(0) \rangle_{\beta}$. It is convenient to use the power spectrum $S(\omega)$, which is the Fourier transform of the force-force autocorrelation function

$$S(\omega) = \text{Re} \int_{-\infty}^{\infty} dt \, e^{i\omega t} \langle X(t)X(0) \rangle_{\beta} = J_{ll}(\omega) \coth(\beta \omega/2) .$$

(2.0.3)

We introduced on the rhs the spectral density $J_{ll}(\omega)$ of the bath coupling. From now on, we restrict ourselves to an ohmic spectral density

$$J_{ll}(\omega) = \sum_{\alpha} c_{\alpha}^2 \delta(\omega - \omega_{\alpha}) = 2K \omega \, e^{-|\omega|/\omega_c} ,$$

(2.0.4)
where $\omega_c$ is a high-frequency cutoff and $K$ is the usual dimensionless Kondo parameter, which characterizes the effective bath coupling.

## 2.1 Undamped two-state system

Before we start to analyze the dissipative TSS with the path sum method, we first state a few basic properties of the undamped system. The Hamiltonian for a single two-state system without coupling to an environment,

$$ H = -\frac{\Delta}{2} \sigma_x - \frac{\epsilon}{2} \sigma_z , $$

(2.1.1)

can be rewritten in matrix notation as

$$ H = \begin{pmatrix} -\epsilon/2 & -\Delta/2 \\ -\Delta/2 & \epsilon/2 \end{pmatrix} , $$

(2.1.2)

where the basis states $|R\rangle$ and $|L\rangle$ are eigenstates of $\sigma_z$ with the eigenvalues $\pm 1$. The Hamiltonian is diagonalized by the matrix

$$ U = \begin{pmatrix} \cos(\Theta/2) & -\sin(\Theta/2) \\ \sin(\Theta/2) & \cos(\Theta/2) \end{pmatrix} , $$

(2.1.3)

with the mixing angles $\tan(\Theta) = -\Delta/\epsilon$. In the energy eigenbasis the Hamiltonian reads

$$ \tilde{H} = U H U^{-1} = -\frac{\Omega}{2} \sigma_z , $$

(2.1.4)

with the eigenfrequency $\Omega = \sqrt{\Delta^2 + \epsilon^2}$. The ground state $|g\rangle$ and excited state $|e\rangle$ in the energy basis are superpositions of the $\sigma_z$ eigenstates,

$$ |g\rangle = \cos(\Theta/2) |R\rangle - \sin(\Theta/2) |L\rangle , \quad |e\rangle = \sin(\Theta/2) |R\rangle + \cos(\Theta/2) |L\rangle . $$

(2.1.5)

If we prepare our system in $|R\rangle$ at $t = 0$, the time evolution of $\langle \sigma_z(t) \rangle = |\langle R(t)|R \rangle|^2$ in the energy basis is readily calculated with

$$ |R\rangle = \cos(\Theta/2) |g\rangle + \sin(\Theta/2) |e\rangle , \quad |L\rangle = -\sin(\Theta/2) |g\rangle + \cos(\Theta/2) |e\rangle , $$

(2.1.6)

and

$$ |e(t)\rangle = e^{-i\frac{\Omega}{2}t} |e\rangle , \quad |g(t)\rangle = e^{i\frac{\Omega}{2}t} |g\rangle . $$

(2.1.7)

We then get

$$ \langle \sigma_z(t) \rangle = |\langle R(t)|R \rangle|^2 = \frac{\epsilon^2}{\Omega^2} + \frac{\Delta^2}{\Omega^2} \cos \Omega t . $$

(2.1.8)

Another important quantity is the thermal equilibrium state reached at long times. This is generally determined by the canonical state of the reduced density matrix, $\rho_{eq} = e^{-\beta H}$, and reads

$$ \langle A \rangle_{eq} \equiv \langle A(t \to \infty) \rangle = \frac{\text{tr}(A \rho_{eq})}{\text{tr}(\rho_{eq})} = \frac{\text{tr}(A e^{-\beta H})}{\text{tr}(e^{-\beta H})} , $$

(2.1.9)
2.2 Dissipative two-state system

where $A$ stands for $\sigma_z$, $\sigma_x$, or $\sigma_y$, respectively. For example, the thermal equilibrium state of $\langle \sigma_z \rangle_{\text{eq}}$ is found as

$$\langle \sigma_z \rangle_{\text{eq}} = \frac{\epsilon}{\Omega} \tanh \left( \frac{\beta \Omega}{2} \right).$$

It is convenient to solve the coupled equations of motion for a TSS in the Heisenberg picture, in which the time dependence of an operator formally is

$$A(t) = e^{iHt} A e^{-iHt}.$$  \hfill (2.1.11)

Hence, the time evolution of an operator is given by

$$\frac{d}{dt} A(t) = i[H, A(t)] = i e^{iHt} [H, A] e^{-iHt}.$$  \hfill (2.1.12)

Here, $[\cdot, \cdot]$ is the usual commutator. In Laplace space, we then get three coupled equations

$$
\begin{align*}
\lambda \langle \sigma_z(\lambda) \rangle &= 1 - \Delta \langle \sigma_y(\lambda) \rangle, \\
\lambda \langle \sigma_y(\lambda) \rangle &= \Delta \langle \sigma_z(\lambda) \rangle - \epsilon \langle \sigma_x(\lambda) \rangle, \\
\lambda \langle \sigma_x(\lambda) \rangle &= \epsilon \langle \sigma_y(\lambda) \rangle.
\end{align*}
$$

Solving them for $\langle \sigma_z(\lambda) \rangle$ yields

$$\langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda + \Delta + \frac{1}{1 + \frac{\epsilon^2}{\lambda^2}} \frac{1}{\lambda} \Delta} = \frac{1}{\lambda + K^{(s)}_{\sigma_z}(\lambda)},$$

where on the rhs the kernel $K^{(s)}_{\sigma_z}(\lambda)$ was introduced. This kernel describes all (symmetric) irreducible transition sequences together with all possible bias phase factors included in the geometrical series $(1 + \epsilon^2/\lambda^2)^{-1}$. Higher order transitions in $\Delta$ make a visit of at least one diagonal state at intermediate times and therefore are reducible contributions. Summing them up leads to a geometrical series for the kernel resulting in $\langle \sigma_z(\lambda) \rangle$. The time evolution of (2.1.14) is given by the inverse Laplace transform and coincides with (2.1.8).

2.2 Dissipative two-state system

Feynman and Vernon developed a method to include dissipative effects based on the path integral approach [58]. They introduced the so-called Feynman-Vernon influence

\footnote{Remember that the time evolution of the density matrix $\rho(t) = \sum_i p_i e^{-iHt} |\alpha_i\rangle \langle \alpha_i| e^{iHt}$ is governed by the von-Neumann equation, i.e., $\frac{d}{dt} \rho(t) = -i[H, \rho(t)]$ (observe the minus sign).

We define the Laplace transform as $f(\lambda) = \int_0^\infty dt \exp(-\lambda t) f(t)$ and the corresponding inverse transform as $f(t) = (2\pi i)^{-1} \int_{-i\infty}^{i\infty} d\lambda \exp(\lambda t) f(\lambda)$. The integration contour is the standard Bromwich contour and the constant $c \in \mathbb{R}$ is chosen such that all singularities are to the left of the integration path.}
2 Path sum description of the dissipative two-state system

Figure 2.1: The four states of the density matrix and the possible paths for $\sigma_z, \sigma'_z$ with the corresponding signs $-i\Delta$ for $RL \leftrightarrow RR$ and $LL \leftrightarrow LR$, $+i\Delta$ for $RR \leftrightarrow LR$ and $RL \leftrightarrow LL$.

functional to deal with the environmental effects on the system. We will follow the discussions and the reviews of [1, 2] for a two-state system. The reduced density matrix (RDM) for a TSS can be written as a double path sum in the form

$$\rho_{\sigma_i\sigma'_i}(t) = \int D\sigma D\sigma' A[\sigma] A^*[\sigma'] F[\sigma,\sigma'], \quad (2.2.1)$$

where $A[\sigma]$ is the bare amplitude of the system to follow the path $\sigma(t')$ without the environment and $F[\sigma,\sigma']$ is the Feynman-Vernon influence functional that describes the environmental effects on the system. At time $t = 0$ we prepare the double paths $\sigma(t')$ and $\sigma'(t')$ in the $|R\rangle$ eigenstate. The final states $\sigma_f$ and $\sigma'_f$ at time $t$ are one of the two diagonal states $|R\rangle$ or $|L\rangle$. It is useful to introduce the symmetric and antisymmetric paths

$$\xi(t') = \frac{1}{2} [\sigma(t') - \sigma'(t')] \quad \text{and} \quad \eta(t') = \frac{1}{2} [\sigma(t') + \sigma'(t')] . \quad (2.2.2)$$

Here, $\xi(t')$ is $0 (\pm 1)$, if we are on a diagonal (off-diagonal) state of the density matrix and likewise $\eta(t')$ is $\pm 1 (0)$, if we are on a diagonal (off-diagonal) state (cf. Fig. 2.1). The time spend in a diagonal state is called sojourn and the time spend in an off-diagonal state is named blip. With these paths the influence functional takes the form

$$F[\xi,\eta] = \exp \left\{ \int_0^t dt' \int_0^{t'} dt'' \left[ \dot{\xi}(t') Q'(t' - t'') \dot{\xi}(t'') + i \dot{\xi}(t') Q''(t' - t'') \eta(t'') \right] \right\} . \quad (2.2.3)$$

$Q(t)$ is the second integral of the force autocorrelation function

$$Q(t) = Q'(t) + i Q''(t)$$

$$= \int_0^\infty d\omega \frac{J_R(\omega)}{\omega^2} \left[ \coth(\beta \omega/2)(1 - \cos(\omega t)) + i \sin(\omega t) \right]$$

$$= 2K \left[ \ln \left( \frac{\beta \omega_c}{\pi} \right) + \ln \sinh \left( \frac{\pi |t|}{\beta} \right) \right] + i \pi K \text{sgn}(t) , \quad (2.2.4)$$
where the last line holds in the ohmic scaling limit, in which the cutoff frequency \( \omega_c \) is the largest energy scale of the system and \( J_{\text{fl}}(\omega) = 2K \omega \exp(-|\omega|/\omega_c) \). As usual, the Kondo parameter \( K \) denotes the coupling strength. \( Q(t) \) is known as the bath correlation function. It is a two-point correlation function and we will write it abbreviated as \( Q_{j,k} \equiv Q(t_j-t_k) \). A path that starts and ends in a sojourn can be divided into \( 2n \) transitions parametrized as

\[
\eta^{(n)}(t') = \sum_{j=0}^{n} \eta_j [\Theta(t' - t_{2j}) - \Theta(t' - t_{2j+1})],
\]

(2.2.5)

\[
\xi^{(n)}(t') = \sum_{j=1}^{n} \xi_j [\Theta(t' - t_{2j-1}) - \Theta(t' - t_{2j})].
\]

(2.2.6)

Now, the influence functional can be written as

\[
\mathcal{F}^{(n)} = \exp \left[ - \sum_{j=1}^{n} Q'_{2j,2j-1} \right] \exp \left[ - \sum_{j=2}^{n} \sum_{k=1}^{j-1} \xi_j \xi_k \Lambda_{j,k} \right] \times \exp \left[ i \pi K \sum_{k=0}^{n-1} \xi_{k+1} \eta_k \right].
\]

(2.2.7)

Here, \( \Lambda_{j,k} \) describes the blip-blip-correlations

\[
\Lambda_{j,k} = Q'_{2j,2k-1} + Q'_{2j-1,2k} - Q'_{2j,2k} - Q'_{2j-1,2k-1}.
\]

(2.2.8)

The influence phase factors in the second line of (2.2.7) are a simplifying feature of the ohmic scaling limit. They describe correlations of sojourns with subsequent blips.

Remarkably, the first line of Eq. (2.2.7) suppresses off-diagonal states exponentially in time. Therefore, the system is driven diagonal by the persistent measurement of the environment. It behaves more classical the stronger the coupling to the environment (see [13, 14]).

Still to do is the summing over all possible paths,

\[
\sum_{\text{all paths}} \cdots \rightarrow \sum_{n_1=0}^{\infty} \sum_{\{\eta_j=\pm 1\}} \sum_{\{\xi_j=\pm 1\}} \int_{t_i}^{t_f} dt_{2n_1} \int_{t_i}^{t_{2n_1}} dt_{2n_1-1} \cdots \int_{t_i}^{t_2} dt_1 \cdots,
\]

(2.2.9)

where \( t_i \) denotes the initial time (here \( t_i = 0 \)). The sum is composed of three steps:

1. the sum over all possible intermediate sojourn and blip states the paths with a given number of transitions can visit

2. the integration over the time-ordered jumps of these paths

3. the sum over the possible number of transitions the system may undergo.
2 Path sum description of the dissipative two-state system

Further, we rewrite the double path sum as transition sequences of the four possible states of Fig. 2.1. The amplitude to flip the current state is $\pm i\Delta /2$. The weight to stay in a sojourn state is unity, whereas the weight to stay in the blip state $j$ is $\exp (i\epsilon \xi_j \tau_j)$. Here, we have used the blip lengths $\tau_j = t_{2j} - t_{2j-1}$. These blip factors accumulate for $n$ blip states in the overall bias factor

$$B_n = \exp \left(i e \sum_{j=1}^{n} \xi_j \tau_j \right).$$

(2.2.10)

This overall bias factor has to be included in the double path sum (2.2.1), unless the bias equals zero.

The above expressions describe the exact formal solution for the dynamics of the RDM of the TSS in the ohmic scaling limit. But, the nonconvolutive form of the bath correlations in the influence functional (2.2.7) prevents to perform the path sum in analytic form.

2.3 Markov limit

We will not give a detailed description of the justifications and implications of the NIBA [1, 2] but a brief overview of the main results. The main assumption of the NIBA is that the system dwells most of its time on a diagonal state, leading to two simplifications. First, interblip interactions $\Lambda_{j,k}$ are negligible, and second, correlations between sojourns and blips are only included for a sojourn with its subsequent blip.

The bath correlations from Eq. (2.2.4) simplify considerably in the Markov limit to

$$Q(t) = \vartheta |t| + i\pi K \text{sgn}(t) + 2K \ln \left(\frac{\omega_c^2}{2\pi T} \right),$$

(2.3.1)

where we introduced the scaled temperature $\vartheta = 2\pi K T$. This is a natural choice for the temperature as it drops out of the bath spectral density $S(\omega)$ in the high temperature limit, $S(\omega \ll 1/\beta) = 2\vartheta /\pi$. The logarithmic term in (2.3.1) is an adiabatic Franck-Condon factor including all environmental modes in the frequency range $2\pi T \leq \omega \leq \omega_c$. It is advantageous to absorb these high-frequency modes into a renormalized temperature-dependent tunneling matrix element,

$$\Delta_T^2 = \left(\frac{2\pi T}{\Delta_r}\right)^{2K} \Delta_r^2,$$

(2.3.2)

where $\Delta_r^{1-K} = \Delta /\omega_c^K$ is the standard renormalized tunneling matrix for $K < 1$ [2]. In the following, we will always refer to $\Delta_T$ when writing $\Delta$. The validity for the high temperature limit is given for

$$K \lesssim 0.3 \quad \text{and} \quad \Omega \lesssim T \ll \omega_c.$$

(2.3.3)

The second inequality is due to the doubly exponential dependence on temperature in the influence functional. It follows that the high temperature limit is already valid for temperatures comparable or larger than the largest frequency of the system. This illustrates how effectively the bath destroys correlations.
2.3 Markov limit

For the form (2.3.1) of the bath correlations, the interblip correlations vanish, i.e., \( \Lambda_{j,k} = 0 \) in (2.2.7). Thus the influence functional (2.2.7) simplifies to

\[
F^\text{(n)}_{\text{NIBA}} = \prod_{j=1}^{n} \exp \left[ -Q'(\tau_j) + i \xi_j \eta_{j-1} Q''(\tau_j) \right].
\]

(2.3.4)

With this expression for the influence functional, each term of the infinite series for the elements of the RDM becomes a convolution. This feature makes the path sum feasible.

The bath is only visible to the system, while it stays off-diagonal. The form (2.3.1) in (2.3.4) leads to a shift of the Laplace variable in the respective time-period, \( \lambda \rightarrow \lambda + \vartheta \).

The integral representation for the \( \langle \sigma_z \rangle \) kernel in the Markov limit takes the form

\[
K_{\sigma_z}(\lambda) = -\frac{1}{\lambda^2} \sum_{s} \left[ K_{\sigma_z}^{(s)}(\lambda) - \pi K K_{\sigma_z}^{(a)}(\lambda) \right],
\]

(2.3.5)

with the symmetric kernel

\[
K_{\sigma_z}^{(s)}(\lambda) = \frac{\Delta^2 (\lambda + \vartheta)}{\vartheta^2 + \epsilon^2},
\]

(2.3.7)

which was already defined in Eq. (2.1.14) in the absence of the bath coupling and the antisymmetric kernel

\[
K_{\sigma_z}^{(a)}(\lambda) = \frac{\Delta^2 \epsilon}{\vartheta^2 + \epsilon^2}.
\]

(2.3.8)

\( K_{\sigma_z}^{(a)}(\lambda) \) gives only one contribution. Therefore, \( \langle \sigma_z(\lambda) \rangle \) modifies to

\[
\langle \sigma_z(\lambda) \rangle = \frac{1 + \pi K K_{\sigma_z}^{(a)}(\lambda)}{\lambda + K K_{\sigma_z}^{(s)}(\lambda)} = \frac{\pi K \Delta^2 \epsilon + \lambda [(\lambda + \vartheta)^2 + \epsilon^2]}{\lambda \lambda ((\lambda + \vartheta)^2 + \epsilon^2) + \Delta^2 (\lambda + \vartheta)}. \]

(2.3.9)

It is interesting to note an alternative approach to obtain \( \langle \sigma_z(\lambda) \rangle \). Since the expectation values \( \langle \sigma_j \rangle \), with \( j = x, y, z \), are related to the reduced density matrix by\(^3\)

\[
\rho(\lambda) = \frac{1}{2} \begin{pmatrix}
1/\lambda + \langle \sigma_z(\lambda) \rangle & \langle \sigma_x(\lambda) \rangle - i \langle \sigma_y(\lambda) \rangle \\
\langle \sigma_x(\lambda) \rangle + i \langle \sigma_y(\lambda) \rangle & 1/\lambda - \langle \sigma_z(\lambda) \rangle
\end{pmatrix} = \begin{pmatrix}
RR & RL \\
LR & LL
\end{pmatrix},
\]

(2.3.10)

\(^3\)Remember that the RDM can generally be written as a linear combination of the Pauli matrices and the unit matrix, \( \rho(\lambda) = \frac{1}{2} \left[ \frac{1}{\lambda} \mathbb{1} + \sum_{j=x,y,z} \langle \sigma_j(\lambda) \rangle \sigma_j \right]. \)
it is possible to rewrite the coupled equations of motion given in Eq. (2.1.13) by the states of the RDM. Then, we obtain instead of (2.1.13) a new set of coupled equations of motion

\begin{align}
1 &= \lambda_{RR} + \frac{i}{2} (RL - LR) , \\
0 &= \lambda_{LL} + \frac{i}{2} (LR - RL) , \\
0 &= (\lambda + \vartheta) LR + \frac{i}{2} [\Delta (I^{(+)} LL - I^{(-)} RR) + 2 \epsilon LR] , \\
0 &= (\lambda + \vartheta) RL - \frac{i}{2} [\Delta (I^{(-)} LL - I^{(+)} RR) + 2 \epsilon RL] .
\end{align}

(2.3.11)

We have included influence phase factors arising from transitions, where we start in a diagonal state and end in an off-diagonal state. These are

\begin{align}
I^{(+)} = e^{i\pi K} \quad \text{and} \quad I^{(-)} = e^{-i\pi K} .
\end{align}

(2.3.12)

Solving for \( \langle \sigma_z(\lambda) \rangle = RR - LL \) gives the same result as Eq. (2.3.9). The coupled equations of (2.3.11) give a detailed picture of the intrinsic dynamics of the TSS in the Markov-regime. Every single contribution to \( \langle \sigma_z(\lambda) \rangle \) can be understood by the transitions between the four states of the density matrix (see also Fig. 2.1).

For non-zero bias, the dynamics of \( \langle \sigma_z(\lambda) \rangle \) is determined by four poles located at \( \lambda_j \), with \( j = 1, \ldots, 4 \). For vanishing bias two poles \( \lambda_{1,2} \) remain.

For the symmetric case \( \epsilon = 0 \) there is a crossover temperature at \( \vartheta^* = 2 \Delta \). Below this crossover temperature the system shows damped oscillations, above \( \vartheta^* \) only incoherent damping. Then, the two poles \( \lambda_{1,2} \) of \( \langle \sigma_z(\lambda) \rangle \) are located at

\begin{align}
\lambda_1 &= \frac{1}{2} \left( -\vartheta - \sqrt{\vartheta^2 - 4\Delta^2} \right) , \\
\lambda_2 &= \frac{1}{2} \left( -\vartheta + \sqrt{\vartheta^2 - 4\Delta^2} \right) .
\end{align}

(2.3.13)

The rate \( \gamma_1 = -\text{Re}[\lambda_1] \) is growing with increasing temperature and approaches the limiting form

\begin{align}
\gamma_1 = \vartheta ,
\end{align}

(2.3.14)

whereas the rate \( \gamma_2 = -\text{Re}[\lambda_2] \) is decreasing with growing temperature and shows the Kondo-like temperature dependence \( \gamma_2 \propto T^{2K-1} \). Remember that we are actually using the renormalized temperature-dependent tunneling matrix element from Eq. (2.3.2). Only the residue describing the Kondo-behavior survives for high temperature [2].

The asymmetric case \( \epsilon \neq 0 \) shows a richer behavior (Figs. 2.2–2.3). Here, the denominator of \( \langle \sigma_z(\lambda) \rangle \) is a polynomial of degree four in \( \lambda \), with four zeros \( \lambda_j \). One of the zeros, say \( \lambda_1 \), leads to a non-zero equilibrium value (see below). The other three give rise to coherent and incoherent contributions, depending on the parameters. Below the critical bias

\begin{align}
\epsilon_{cr} = \frac{\Delta}{2\sqrt{2}}
\end{align}

(2.3.15)
there are two crossover temperatures \( \vartheta^*_0 \), and \( \vartheta^*_1 \). For temperatures below \( \vartheta < \vartheta^*_0 \) the main contribution is a damped oscillation plus a negligible incoherent contribution. Coming closer to \( \vartheta^*_0 \) the incoherent contribution gains more weight and for temperatures between \( \vartheta^*_0 < \vartheta < \vartheta^*_1 \) all contributions are relevant and incoherent. Above \( \vartheta > \vartheta^*_1 \) the smallest relaxation pole, the Kondo-pole, dominates the system and the dynamics is therefore incoherent.

Above \( \epsilon_{cr} \) we have a real root and a complex conjugate pair of poles for all temperatures. They all contribute, whereat high temperature the Kondo-pole dominates.

A plot in the time and Fourier regime is shown in Fig. 2.4. We clearly see the transition from the coherent regime for low temperature to pure incoherent damping for high temperature.

In order to obtain \( \langle \sigma_z(t) \rangle \) in the time regime, it is useful to rewrite the denominator of \( \langle \sigma_z(\lambda) \rangle \) in (2.3.9) to \( \lambda(\lambda - \lambda_1)(\lambda - \lambda_2)(\lambda - \lambda_3) \). The pole at \( \lambda = 0 \) leads to a non-zero equilibrium residue

\[
\langle \sigma_z \rangle_{eq} = \pi K \epsilon / \vartheta .
\]

Below the critical bias \( \epsilon_{cr} \) and for temperatures \( \vartheta < \vartheta^*_0 \) and \( \vartheta > \vartheta^*_1 \), the other zeros give rise to a relaxation term and to damped oscillations. Then the zeros read

\[
\lambda_1 = -\gamma_r \quad \text{and} \quad \lambda_{2,3} = -\gamma \pm i \Omega .
\]

The new variables have to comply with the Vieta relations

\[
\begin{align*}
\gamma_r + 2\gamma &= 2\vartheta , \\
\gamma_r (\gamma^2 + \Omega^2) &= \Delta^2 \vartheta , \\
\gamma^2 + 2\gamma \gamma_r + \Omega^2 &= \Delta^2 + \epsilon^2 + \vartheta^2 .
\end{align*}
\]

By transformation of the Vieta relations we obtain

\[
\gamma = \vartheta - \gamma_r / 2 \quad \text{and} \quad \Omega^2 = \epsilon^2 + \Delta^2 + \gamma_r^2 / 4 - \gamma \gamma_r .
\]
Figure 2.3: $\langle \sigma_z \rangle$: real (left) and imaginary (right) part of the three poles $\lambda_j$ of $\langle \sigma_z (\lambda) \rangle$. At low $\vartheta$, $\langle \sigma_z (t) \rangle$ is a superposition of two damped oscillations. There is only incoherent relaxation for intermediate temperature. It remains one relevant relaxation contribution for high $\vartheta$. The parameters are $\varepsilon = 0.25$, $\Delta = 1$. The colors red, green, and blue label $\text{Re} [\lambda_j]$ and $\text{Im} [\lambda_j]$, with $j = 1, 2, 3$.

Figure 2.4: $\langle \sigma_z \rangle$: plots of $\langle \sigma_z \rangle$ in the time regime (left) and Fourier regime (right), with $\varepsilon = 0.4$, $\Delta = 1$, and $K = 0.01$. For $T = 6$ (red) a coherent oscillation plus a small incoherent contribution occurs. Increasing temperature removes the coherent part and only one incoherent contribution remains, which is shown for $T = 32$ (green, dashed).
In the high temperature limit, i.e., well above $\vartheta^*_1$, the rates $\gamma$, $\gamma_r$ and the oscillation frequency $\Omega$ are given by

$$
\gamma = \vartheta - \frac{\Delta^2}{2\vartheta}, \quad \gamma_r = \frac{\Delta^2}{\vartheta} \quad \text{and} \quad \Omega = \epsilon . \tag{2.3.20}
$$

Thus, for increasing temperature the eigenfrequency approaches $\epsilon$ and the coherent contribution is strongly damped. On the other side, the relaxation part is weakly damped for high temperature. For temperatures well below $\vartheta_0^*$, i.e., in the low temperature limit of the Markov-regime, the rates $\gamma$, $\gamma_r$ and the oscillation frequency $\Omega$ read

$$
\gamma = \frac{\Delta^2 + 2\epsilon^2}{2(\Delta^2 + \epsilon^2)} \vartheta, \quad \gamma_r = \frac{\Delta^2}{\Delta^2 + \epsilon^2} \vartheta \quad \text{and} \quad \Omega^2 = \Delta^2 + \epsilon^2 . \tag{2.3.21}
$$

Both rates $\gamma$ and $\gamma_r$ grow linearly with $\vartheta$ to leading order, whereas the oscillation frequency is constant. Finally, the time dependence of $\langle \sigma_z(t) \rangle$ is obtained by a Bromwich contour integration

$$
\langle \sigma_z(t) \rangle = a_1 \exp(-\gamma_r t) + \left[ 1 - a_1 - \langle \sigma_z \rangle_{\text{eq}} \right] \cos \Omega t + a_2 \sin \Omega t \exp(-\gamma t) + \langle \sigma_z \rangle_{\text{eq}} , \tag{2.3.22}
$$

where

$$
a_1 = \left[ \Omega^2 + \gamma^2 - \Delta^2 - (\Omega^2 + \gamma^2) \langle \sigma_z \rangle_{\text{eq}} \right] / \left[ \Omega^2 + (\gamma - \gamma_r)^2 \right] , \tag{2.3.23}
$$

$$
a_2 = \left[ (\gamma_r - \gamma)a_1 + \gamma \left( 1 - \langle \sigma_z \rangle_{\text{eq}} \right) \right] / \Omega . \tag{2.3.24}
$$

The first term in (2.3.22) describes pure relaxation, while the second term is responsible for dephasing. The probability to be in the state $R$ at time $t$, when we start in state $R$ at time $t = 0$, is defined as $P(t) \equiv P_{R,R}(t) = \frac{1}{2}(1 + \langle \sigma_z(t) \rangle)$. We can split $P(t)$ into a relaxation and dephasing part, $P(t) = \text{relaxation} + \text{dephasing}$. The relaxation part is only present for asymmetric systems where $\epsilon \neq 0$.

### 2.4 One-boson self-energy

For temperatures lower than $\Omega$, i.e., in the quantum-noise regime, the neglect of interblip interactions leads to wrong results. We will follow the discussion in [2] and examine the one-boson exchange contribution, where interblip correlations are included to first order in the coupling strength. Instead of the Markov form (2.3.1), we now employ the full quantum mechanical form (2.2.4), i.e., $\text{Re} \left[ (X(t)X(0))_T \right] = Q'(t)$, with the frequency-integral representation

$$
Q'(t) = \int_0^\infty d\omega \frac{S(\omega)}{\omega^2} \left[ 1 - \cos(\omega t) \right] , \quad \text{and} \quad S(\omega) = 2K\omega \coth \left( \frac{\omega}{2T} \right) . \tag{2.4.1}
$$

It is convenient to introduce self-energies, which are defined as the kernels of Eq. (2.3.9) minus the kernels of the undamped system

$$
\Sigma^{(s)}(\lambda) \equiv K^{(s)}_{\sigma_z}(\lambda) - \lambda \frac{\Delta^2}{(\Delta^2 + \epsilon^2)} , \quad \Sigma^{(a)}(\lambda) \equiv K^{(a)}_{\sigma_z}(\lambda) . \tag{2.4.2}
$$
We are interested in the shift of the relaxation and dephasing rate due to the interblip correlations. Thus, we have to calculate the symmetric self-energy and examine the shift of the poles in the denominator of Eq. (2.3.9). Technically, we have to sum all irreducible multiblip diagrams up to order $\Delta^4$ in which two blips are correlated via a one-boson exchange. These correlated interblip contributions vanish in the Markov-regime. Within the time interval spanned by the correlated blips any number of uncorrelated transitions has to be included. A direct calculation of the self-energy can be found in [2].

It is illustrative to describe an alternative way, in which all possible transition sequences and correlations are summed up to obtain the self-energy. First, we need the conditional propagators $J_{m,n}$ from all four initial states $m$ to the four final states $n$ (cf. Fig. 2.1). Since all information on the time evolution of the TSS is contained in the RDM, we can express the conditional propagators by the RDM. The indices $m,n \in \{RR, RL, LR, LL\}$ correspond to the states of the RDM in Eq. (2.3.10). For example, if the initial and final state is $RR$, we obtain the conditional propagator

$$J_{RR,RR}(\lambda) = \frac{1}{2} \left[ 1/\lambda + \langle \sigma_z(\lambda) \rangle \right]. \quad (2.4.3)$$

Likewise, if we end in state $RL$ we obtain

$$J_{RR,RL}(\lambda) = \frac{1}{2} \left[ \langle \sigma_x(\lambda) \rangle - i \langle \sigma_y(\lambda) \rangle \right]. \quad (2.4.4)$$

We obtain similar conditional propagators if we start in one of the coherent states. For example, starting in the state $RL$, with $\langle \sigma_x(t=0) \rangle = 1$ and $\langle \sigma_y(t=0) \rangle = i$, and going to the final state $RR$ yields

$$J_{RL,RR}(\lambda) = \frac{1}{2} \langle \sigma_z(\lambda) \rangle. \quad (2.4.5)$$

Second, we need the contributions when the system flips its state, say $F_{m,n}(\lambda)$. These are obtained by expanding the conditional propagators to first order in $\Delta$.

Consider now the irreducible multiblip contribution where the outer charges are correlated. There are four possible paths

$$F_{RR,RL}(\lambda) J_{RL,RL}(\lambda + i \omega) F_{RL,RR}(\lambda), \quad - F_{RR,RL}(\lambda) J_{RL,LR}(\lambda + i \omega) F_{LR,RR}(\lambda),$$

$$F_{RR,LR}(\lambda) J_{LR,LR}(\lambda + i \omega) F_{LR,RR}(\lambda), \quad - F_{RR,LR}(\lambda) J_{LR,RL}(\lambda + i \omega) F_{RL,RR}(\lambda). \quad (2.4.6)$$

Observe the shift of $\lambda \to \lambda + i \omega$ due to the correlation between the outer charges. The attractive (repulsive) dipole-dipole interaction of the blips leads to the alternating sign $+(-)$ in (2.4.6). Summing up the four path contributions results in

$$- \frac{\Delta^2 (\Delta^2 + (\lambda + i \omega)^2)}{\lambda^2 (\lambda + i \omega) (\Delta^2 + \epsilon^2 + (\lambda + i \omega)^2)}. \quad (2.4.7)$$

We have to repeat this step for the interaction of the first with the third charge and the second with the fourth, which are equal because of symmetry,

$$\frac{\Delta^2 \epsilon^2}{\lambda^2 (\lambda^2 + \epsilon^2) (\lambda + i \omega) (\Delta^2 + \epsilon^2 + (\lambda + i \omega)^2)}. \quad (2.4.8)$$
2.4 One-boson self-energy

\[ \Sigma(\lambda) = -\frac{1}{2} \pi \left[ \frac{\Delta^4 \lambda^2 S(i \lambda)}{\Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} + \frac{\Delta^2 (\Omega^2 - \Delta^2)^2 S(i \lambda - \Omega)}{2 \Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} + \frac{\Delta^2 (\Omega^2 - \Delta^2)^2 S(i \lambda + \Omega)}{2 \Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} \right]. \]

Figure 2.5: Example for systematic weak damping approximation. The up and down lines denote the different paths in the charge picture. Every line stands for a transition of the spin. An up (down) line would be a positive (negative) charge, i.e. in Fig. 2.1, we would be in the state RL (LR). The shifted variable \( \lambda_1 = \lambda + i \omega \) characterizes the correlated part. There are no transitions allowed between the two charges while \( \Delta = 0 \). The arrow indicates the time direction.

and for the interior charges (see Fig. 2.5)

\[ \Sigma(\lambda) \]

\[ \frac{\Delta^4 \epsilon^2 (\epsilon^2 + (\lambda + i \omega)^2)}{\lambda^2 (\lambda^2 + \epsilon^2)^2 (\lambda + i \omega) (\Delta^2 + \epsilon^2 + (\lambda + i \omega)^2)} . \]

The self-energy is obtained by doing the integration over \( \omega \) and thus by summing the residues of \( \omega \), leading to

\[ \Sigma(\lambda) = \frac{\Delta^4 \lambda^2 S(i \lambda)}{\Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} + \frac{\Delta^2 (\Omega^2 - \Delta^2)^2 S(i \lambda - \Omega)}{2 \Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} + \frac{\Delta^2 (\Omega^2 - \Delta^2)^2 S(i \lambda + \Omega)}{2 \Omega^2 (\lambda^2 + \Omega^2 - \Delta^2)^2} \].

(2.4.10)

It is convenient to introduce generalized temperatures, describing one-boson transfers from the system to the bath or vice versa. To be more precise, \( S(\pm \Omega) \) describe one-boson transfers from or to the bath, while \( S(0) \) describes flipless dephasing processes [2, 56]. The generalized temperatures are obtained by matching the result for the self-energy (2.4.10) with the known result \( \vartheta \) in the high temperature limit. We have to set \( \lambda = \pm i \Omega \) and \( \lambda = 0 \), respectively, in Eq. (2.4.10) because these are the poles of the undamped denominator in Eq. (2.3.9). Then, we obtain for the generalized temperatures

\[ \vartheta^{(\Omega)} = \frac{\pi}{2} \left[ \frac{\Delta^2 S(\Omega) + 2 \epsilon^2 S(0)}{\Delta^2 + 2 \epsilon^2} \right] \] and \[ \vartheta^{(0)} = \frac{\pi}{2} S(\Omega) . \]

(2.4.11)

Now, we insert the generalized temperatures (2.4.11) in the low temperature rates of \( \langle \sigma_z \rangle \) given in Eq. (2.3.21). This yields

\[ \gamma_r = \frac{\Delta^2}{\Omega^2} \vartheta^{(0)} \] and \[ \gamma = \frac{\Delta^2 + 2 \epsilon^2}{2 \Omega^2} \vartheta^{(\Omega)} . \]

(2.4.12)
The rates in Eq. (2.4.12) simplify to the relaxation and dephasing rate of the TSS in the one-boson regime [2]

\[ \gamma_r = \frac{\Delta^2}{\Omega^2} \frac{\pi}{2} S(\Omega) \quad \text{and} \quad \gamma = \frac{\gamma_r}{2} + \frac{\epsilon^2}{\Omega^2} \frac{\pi}{2} S(0). \tag{2.4.13} \]

Therefore, the generalization from the white-noise regime to the quantum-noise regime is done by replacing \( \vartheta \) with \( \frac{\pi}{2} S(0) \) and \( \frac{\pi}{2} S(\Omega) \), depending on whether we have a flipless dephasing process \( \propto \epsilon \), or a one-boson exchange process \( \propto \Delta \).
3 Path sum method for two dissipative coupled spins and results

The interest in an accurate description of two coupled spins is still increasing as the fabrication of coupled spin systems becomes more and more feasible, e.g., with coupled Josephson devices [41]. The prospect of a quantum computer or simulator is a rather strong motivation to couple more and more spins because applications and algorithms are already known. But the need for a virtually complete decoupling from environmental modes to yield sufficiently long coherence times shifts the realization of a functional quantum computer with a few dozen qubits at least into the medium-term future. However, a detailed knowledge of the involved dissipative processes is inevitable. Also the process of decoherence, the mechanism that makes the difference of classical and quantum physics, can be studied thoroughly with two coupled spins.

Here, we derive the dynamics of two coupled spins from low temperature and weak damping to high temperature and/or strong damping. Thus, the results can be applied to a large area of the parameter space. Before we proceed with different types of spin-spin coupling in Section 3.6, we give a detailed analysis of sole $v_z$ coupling. The methods, developed and applied for this particular coupling, can be used straightforward for general spin-spin coupling. Parts of this chapter have been published in [30, 66].

3.1 Two undamped coupled spins

The model Hamiltonian for two coupled spins without environmental effects is (we choose $\Delta_1 > \Delta_2$)

$$H = -\frac{\Delta_1}{2} (\sigma_x \otimes 1_2) - \frac{\Delta_2}{2} (1_2 \otimes \tau_x) - \frac{v_z}{2} (\sigma_z \otimes \tau_z).$$

(3.1.1)

We have used the tensor product $\otimes$, which connects the Hilbert spaces of the two spins. Our model consists of two two-state systems, $\sigma$ and $\tau$, with a coupling term $\propto v_z$. The tunnel matrices $\Delta_{1,2}$ describe transitions of the two states of spin $\sigma$ and $\tau$, respectively. We postpone possible bias terms until Section 3.6. If we use the basis states $|RR\rangle$, $|RL\rangle$, $|LR\rangle$, and $|LL\rangle$, which are eigenstates of $\sigma_z$ and $\tau_z$, we can rewrite the Hamiltonian in matrix notation to

$$H = \frac{1}{2} \begin{pmatrix}
    -v_z & -\Delta_2 & -\Delta_1 & 0 \\
    -\Delta_2 & v_z & 0 & -\Delta_1 \\
    -\Delta_1 & 0 & v_z & -\Delta_2 \\
    0 & -\Delta_1 & -\Delta_2 & -v_z
\end{pmatrix}.$$  

(3.1.2)
The Hamiltonian can be diagonalized with the matrix

\[
U = \frac{1}{2} \begin{pmatrix}
\sqrt{1 + \sin(\Theta_1)} & \cos(\Theta_1) & \cos(\Theta_1) & \sqrt{1 + \sin(\Theta_1)} \\
\sqrt{1 + \sin(\Theta_2)} & \cos(\Theta_2) & \cos(\Theta_2) & \sqrt{1 + \sin(\Theta_2)} \\
\sqrt{1 - \sin(\Theta_2)} & \cos(\Theta_2) & \cos(\Theta_2) & \sqrt{1 - \sin(\Theta_2)} \\
\sqrt{1 - \sin(\Theta_1)} & \cos(\Theta_1) & \cos(\Theta_1) & \sqrt{1 - \sin(\Theta_1)}
\end{pmatrix}
\]  

and the mixing angles

\[
\Theta_1 = \arctan \left[ \frac{v_z}{(\Delta_1 + \Delta_2)} \right] \quad \text{and} \quad \Theta_2 = \arctan \left[ \frac{v_z}{(\Delta_1 - \Delta_2)} \right].
\]  

The four energy eigenstates \(|e_1\rangle \ldots |e_4\rangle\), with \(|e_1\rangle\) the lowest and \(|e_4\rangle\) the highest lying state, are composed of the eigenstates of \(\sigma_z\) and \(\tau_z\),

\[
|e_1\rangle = \sqrt{1 + \sin(\Theta_1)} |RR\rangle - \sqrt{1 + \sin(\Theta_2)} |RL\rangle \\
- \sqrt{1 - \sin(\Theta_2)} |LR\rangle + \sqrt{1 - \sin(\Theta_1)} |LL\rangle,
\]

\[
|e_4\rangle = \sqrt{1 + \sin(\Theta_1)} |RR\rangle + \sqrt{1 + \sin(\Theta_2)} |RL\rangle \\
+ \sqrt{1 - \sin(\Theta_2)} |LR\rangle + \sqrt{1 - \sin(\Theta_1)} |LL\rangle.
\]  

The diagonalized Hamiltonian reads

\[
\tilde{H} = U H U^{-1} = -\frac{\Omega}{2} (\sigma_z \otimes 1) - \frac{\delta}{2} (1 \otimes \tau_z),
\]  

with

\[
\Omega = \frac{1}{2} (\Omega_+ + \Omega_-), \quad \delta = \frac{1}{2} (\Omega_+ - \Omega_-),
\]

\[
\Omega_\pm = \sqrt{(\Delta_1 \pm \Delta_2)^2 + v_z^2}.
\]  

These are the eigenfrequencies of the undamped system.

The expectation value of an operator \(A\) is generally given by \(\langle A \rangle = \text{tr}(\rho A)\), where \(\rho\) is the density matrix of the system. While the system relaxes for \(t \to \infty\) to equilibrium, the density matrix approaches a Boltzmann distribution, \(\rho_{\text{eq}} = e^{-\beta H}\). Thus, the thermodynamical equilibrium value of an operator \(A\), which was already written in Eq. (2.1.9), reads

\[
\langle A \rangle_{\text{eq}} \equiv \langle A(t \to \infty) \rangle = \frac{\text{tr}(A \rho_{\text{eq}})}{\text{tr}(\rho_{\text{eq}})} = \frac{\text{tr}(A e^{-\beta H})}{\text{tr}(e^{-\beta H})}.
\]  

For our model, \(A\) stands for \(\sigma_z\), \(\tau_z\), \(\sigma_z \tau_z\), and so on. For example, in the basis of the \(\sigma_z\)- and \(\tau_z\)-eigenstates the numerator is given by

\[
\text{tr} \left[ AU^{-1} \begin{pmatrix}
e^{-\beta E_1} & 0 & 0 & 0 \\
0 & e^{-\beta E_2} & 0 & 0 \\
0 & 0 & e^{-\beta E_3} & 0 \\
0 & 0 & 0 & e^{-\beta E_4}
\end{pmatrix} U \right],
\]  

for the basis in which the undamped Hamiltonian \(H\) is diagonal.
where \( E_1, E_2, E_3, \) and \( E_4 \) are the eigenvalues of the Hamiltonian. This leads to

\[
\langle \sigma_z \rangle_{\text{eq}} = \langle \tau_z \rangle_{\text{eq}} = 0
\]  
(3.1.10)

and

\[
\langle \sigma_z \tau_z \rangle_{\text{eq}} = \frac{v_z}{\Omega_+ \Omega_-} \frac{\Omega_+ \sinh \left( \frac{\beta \Omega_+}{2} \right) + \Omega_- \sinh \left( \frac{\beta \Omega_-}{2} \right)}{\cosh \left( \frac{\beta \Omega_+}{2} \right) + \cosh \left( \frac{\beta \Omega_-}{2} \right)}
\]  
(3.1.11)

or written as a function of \( \Omega \) and \( \delta \)

\[
\langle \sigma_z \tau_z \rangle_{\text{eq}} = \frac{v_z}{\Omega^2 - \delta^2} \left[ \Omega \tanh \left( \frac{\beta \Omega}{2} \right) - \delta \tanh \left( \frac{\beta \delta}{2} \right) \right].
\]  
(3.1.12)

For vanishing coupling of the spins we regain the correct result for a single spin without bias

\[
\lim_{v_z \to 0} \langle \sigma_z \tau_z \rangle_{\text{eq}} = 0.
\]  
(3.1.13)

The density matrix of a two-spin system \( \rho_{n,m}(t) \) has 16 entries, where we decide that \( n = 1, \ldots, 4 \) \( (m = 1, \ldots, 4) \) denotes the \( \sigma \)-spin (\( \tau \)-spin). Alternatively, we can label the entries with \( m, n \in \{RR, RL, LR, LL\} \) for \( \sigma \) and \( \tau \), respectively. The probability to be in the state \( \sigma_z \sigma'_z, \tau_z \tau'_z \) at time \( t \) when we start in the state \( RR, RR \) at time \( t_0 \) is given by \( \rho_{\sigma, \sigma', \tau, \tau'}(t) \). Then the probability to be in the state \( RR, RR \) at time \( t \) reads

\[
\rho_{RR,RR}(t) = \frac{1}{2} [1 + \langle \sigma_z(t) \rangle] \frac{1}{2} [1 + \langle \tau_z(t) \rangle]
\]

\[
= \frac{1}{4} [1 + \langle \sigma_z(t) \rangle + \langle \tau_z(t) \rangle + \langle \sigma_z \tau_z(t) \rangle].
\]  
(3.1.14)

The other diagonal entries of the density matrix are

\[
\rho_{RR,LL}(t) = \frac{1}{4} [1 + \langle \sigma_z(t) \rangle - \langle \tau_z(t) \rangle - \langle \sigma_z \tau_z(t) \rangle],
\]

\[
\rho_{LL,RR}(t) = \frac{1}{4} [1 - \langle \sigma_z(t) \rangle + \langle \tau_z(t) \rangle - \langle \sigma_z \tau_z(t) \rangle],
\]  
(3.1.15)

\[
\rho_{LL,LL}(t) = \frac{1}{4} [1 - \langle \sigma_z(t) \rangle - \langle \tau_z(t) \rangle + \langle \sigma_z \tau_z(t) \rangle].
\]

Consider that \( \langle \sigma_z \rangle \) is actually \( \langle \sigma_z \rangle \otimes \mathbb{1}_2 \) and \( \langle \tau_z \rangle \) is \( \mathbb{1}_2 \otimes \langle \tau_z \rangle \), i.e., we have to regard the product Hilbert space of the two spins. We can also revert the upper expressions and express \( \langle \sigma_z \rangle \), \( \langle \tau_z \rangle \), and \( \langle \sigma_z \tau_z \rangle \) by the density matrix

\[
\mathbb{1}_2 \otimes \mathbb{1}_2 = \rho_{RR,RR}(t) + \rho_{RR,LL}(t) + \rho_{LL,RR}(t) + \rho_{LL,LL}(t),
\]

\[
\langle \sigma_z(t) \rangle \otimes \mathbb{1}_2 = \rho_{RR,RR}(t) + \rho_{RR,LL}(t) - \rho_{LL,RR}(t) - \rho_{LL,LL}(t),
\]

\[
\mathbb{1}_2 \otimes \langle \tau_z(t) \rangle = \rho_{RR,RR}(t) - \rho_{RR,LL}(t) + \rho_{LL,RR}(t) - \rho_{LL,LL}(t),
\]

\[
\langle \sigma_z \tau_z(t) \rangle = \rho_{RR,RR}(t) - \rho_{RR,LL}(t) - \rho_{LL,RR}(t) + \rho_{LL,LL}(t).
\]  
(3.1.16)
This can be done for the off-diagonal elements of the density matrix, too. For example, \( \langle \sigma_x \tau_y(t) \rangle \) is
\[
\langle \sigma_x \tau_y(t) \rangle = i [\rho_{LR,LR}(t) - \rho_{LR,RL}(t) + \rho_{RL,LR}(t) - \rho_{RL,RL}(t)].
\] (3.1.17)

The restriction for initial states to start in \( RR \) is not as strong as might seem. For example, if we start in a mixture of the \( RR \) and \( LL \) states, we can deduce everything from the case discussed above. This is described in Appendix A.1.

It is convenient to use the Heisenberg picture to derive the time evolution of the expectation values. The time dependence of an operator \( A \) in the Heisenberg picture and the corresponding time evolution read
\[
A(t) = e^{iHt} A e^{-iHt} \quad \text{and} \quad \frac{d}{dt} A(t) = i [H, A(t)] = i e^{iHt} [H, A] e^{-iHt},
\] (3.1.18)
where \([H, A]\) is the usual commutator. For example, we may calculate \( \frac{d}{dt} \langle \sigma_z \tau_z(t) \rangle \),
\[
\frac{d}{dt} \langle \sigma_z \tau_z(t) \rangle = -\Delta_1 \langle \sigma_y \tau_z(t) \rangle - \Delta_2 \langle \sigma_z \tau_y(t) \rangle.
\] (3.1.19)
For \( \frac{d}{dt} \langle \sigma_y \tau_z(t) \rangle \) we obtain
\[
\frac{d}{dt} \langle \sigma_y \tau_z(t) \rangle = \Delta_1 \langle \sigma_z \tau_z(t) \rangle - \Delta_2 \langle \sigma_y \tau_y(t) \rangle - v_z \langle \sigma_x(t) \rangle.
\] (3.1.20)
Similarly, we obtain for \( \frac{d}{dt} \langle \sigma_y \tau_y(t) \rangle \) the expression
\[
\frac{d}{dt} \langle \sigma_y \tau_y(t) \rangle = \Delta_1 \langle \sigma_z \tau_y(t) \rangle + \Delta_2 \langle \sigma_y \tau_z(t) \rangle.
\] (3.1.21)

It is useful to note that commutators of the form \([\sigma_y \tau_y, \sigma_z \tau_z]\) are zero in the product Hilbert space. At the end, we obtain a set of coupled equations. The full set of coupled equations is written in Appendix A.2. Explicitly, we retain in the case studied here six coupled equations for \( \langle \sigma_z \tau_z \rangle \) and four coupled equations for \( \langle \sigma_z \rangle \) and \( \langle \tau_z \rangle \). They can be readily solved in Laplace space.

As an example, we study the coupled equations that we need to solve \( \langle \sigma_z \rangle \). The initial conditions are chosen such that
\[
\langle \sigma_z(t = 0) \rangle = 1, \\
\langle \tau_z(t = 0) \rangle = \langle \sigma_z \tau_z(t = 0) \rangle = 0.
\] (3.1.22)

We end up with four coupled equations for \( \langle \sigma_z \rangle \):
\[
\lambda \langle \sigma_z(\lambda) \rangle = 1 - \Delta_1 \langle \sigma_y(\lambda) \rangle, \\
\lambda \langle \sigma_y(\lambda) \rangle = \Delta_1 \langle \sigma_z(\lambda) \rangle - v_z \langle \sigma_x \sigma_z(\lambda) \rangle, \\
\lambda \langle \sigma_x \sigma_z(\lambda) \rangle = -\Delta_2 \langle \sigma_x \sigma_y(\lambda) \rangle - v_z \langle \sigma_y(\lambda) \rangle, \\
\lambda \langle \sigma_x \sigma_y(\lambda) \rangle = \Delta_2 \langle \sigma_x \sigma_z(\lambda) \rangle.
\] (3.1.23)
Solving them yields the undamped dynamics of, e.g., $\langle \sigma_z(\lambda) \rangle$,

$$\langle \sigma_z(\lambda) \rangle = \frac{\lambda(\lambda^2 + \Delta_1^2 + v_1^2)}{\lambda^2 v_1^2 + (\lambda^2 + \Delta_1^2)(\lambda^2 + \Delta_2^2)}.$$  \hfill (3.1.24)

Analogously, for $\langle \tau_z(\lambda) \rangle$ and $\langle \sigma_z\tau_z(\lambda) \rangle$ we calculate

$$\langle \tau_z(\lambda) \rangle = \frac{\lambda(\lambda^2 + \Delta_1^2 + v_1^2)}{\lambda^2 v_1^2 + (\lambda^2 + \Delta_1^2)(\lambda^2 + \Delta_2^2)},$$  \hfill (3.1.25)

$$\langle \sigma_z\tau_z(\lambda) \rangle = \frac{(\lambda^2 + v_1^2)(\lambda^2 + \Delta_1^2 + \Delta_2^2 + v_2^2)}{\lambda(\lambda^2 + (\Delta_1 + \Delta_2)^2 + v_2^2)(\lambda^2 + (\Delta_1 - \Delta_2)^2 + v_2^2)}.$$  \hfill (3.1.26)

They satisfy the Vieta relations

$$\Omega_+^2 + \Omega_-^2 = 2(\Delta_1^2 + \Delta_2^2 + v_2^2), \quad \Omega_+ \Omega_- = (\Delta_1^2 + \Delta_2^2 + v_2^2) - 4 \Delta_1^2 \Delta_2^2,$$

$$\Omega^2 + \delta^2 = \Delta_1^2 + \Delta_2^2 + v_2^2, \quad \Omega^2 \delta^2 = \Delta_1^2 \Delta_2^2.$$  \hfill (3.1.27)

Now, using these relations we can rewrite $\langle \sigma_z(\lambda) \rangle$, $\langle \tau_z(\lambda) \rangle$ and $\langle \sigma_z\tau_z(\lambda) \rangle$ to

$$\langle \sigma_z(\lambda) \rangle = \frac{\lambda(\lambda^2 + \Delta_1^2 + v_1^2)}{(\lambda^2 + \Omega^2)(\lambda^2 + \delta^2)}, \quad \langle \tau_z(\lambda) \rangle = \frac{\lambda(\lambda^2 + \Delta_1^2 + v_1^2)}{(\lambda^2 + \Omega^2)(\lambda^2 + \delta^2)},$$

$$\langle \sigma_z\tau_z(\lambda) \rangle = \frac{(\lambda^2 + v_1^2)(\lambda^2 + \Delta_1^2 + \Delta_2^2 + v_2^2)}{\lambda(\lambda^2 + \Omega_+^2)(\lambda^2 + \Omega_-^2)}.$$  \hfill (3.1.28)

We see that the frequencies $\Omega_+$, $\Omega$ and $\delta$ correspond to the zero-temperature eigenfrequencies of the system.

After having solved the equations in Laplace space, we may calculate the probability $\rho_{RR,RR}(t)$ from Eq. (3.1.14) in the time regime. Alternatively, we could use a propagator approach as described in Appendix A.3. We obtain

$$\rho_{RR,RR}(t) = \frac{1}{4} \left[ \frac{1}{2} (1 + \cos \Omega_- t) + \frac{1}{2} (1 + \cos \Omega_+ t) + \cos \Omega t + \cos \delta t \right. \hfill (3.1.29)$$

$$\left. + \frac{\Omega_+^2}{2} (1 - \cos \Omega_- t) + \frac{\Omega_-^2}{2} (1 - \cos \Omega_+ t) + \frac{\Omega_+^2}{\Omega_- \Omega_+} (\cos \delta t - \cos \Omega t) \right].$$

Or, ordered by contributions from $\langle \sigma_z(t) \rangle + \langle \tau_z(t) \rangle$ and $\langle \sigma_z\tau_z(t) \rangle$

$$\langle \sigma_z(t) \rangle + \langle \tau_z(t) \rangle = \cos \Omega t + \cos \delta t + \frac{\Omega_+^2}{\Omega_- \Omega_+} (\cos \delta t - \cos \Omega t),$$

$$\langle \sigma_z\tau_z(t) \rangle = \frac{1}{2} (\cos \Omega_- t + \cos \Omega_+ t) + \frac{\Omega_+^2}{\Omega_-^2} \frac{1}{2} (1 - \cos \Omega_- t) + \frac{\Omega_-^2}{\Omega_+^2} \frac{1}{2} (1 - \cos \Omega_+ t).$$  \hfill (3.1.30)
3.2 Two dissipative coupled spins

Now, we are ready to introduce a specific model for the environment. We choose a generalization of the spin-boson Hamiltonian to a second spin. Starting with Eq. (3.1.1) and modeling the environment as uncorrelated baths of harmonic oscillators, we obtain the Hamiltonian for two dissipative coupled spins (cf. Eq. (2.0.1))

\[
H = -\frac{\Delta_1}{2} \sigma_x - \frac{\Delta_2}{2} \tau_x - \frac{v_z}{2} \sigma_z \tau_z - \frac{X_1}{2} \sigma_z - \frac{X_2}{2} \tau_z + \sum_{\zeta=1,2} \sum_\alpha \omega_{\zeta \alpha} \beta_{\zeta \alpha}^\dagger \beta_{\zeta \alpha}. \tag{3.2.1}
\]

The collective bath modes \(X_{\zeta}(t) = \sum_\alpha c_{\zeta \alpha}[b_{\zeta \alpha}(t) + b_{\zeta \alpha}^\dagger(t)]\) with \(\zeta = 1, 2\) induce fluctuating bias forces acting on the spin system. The double sum at the end of the generalized spin-boson Hamiltonian describes the energy of the disjointed baths of harmonic oscillators. As usual, the fluctuating forces cancel on average, i.e., \(\langle X_{\zeta}(t)\rangle_{\beta_{\zeta}} = 0\). All the environmental effects are characterized by the power spectrum of the force-force autocorrelation function

\[
S_{\zeta',\zeta}(\omega) = \frac{1}{2} \int_{-\infty}^\infty dt e^{i\omega t} \langle X_{\zeta}(t)X_{\zeta'}^\dagger(0) + X_{\zeta'}(0)X_{\zeta}(t)\rangle_{\beta_{\zeta} \beta_{\zeta'}} = \delta_{\zeta',\zeta} J_{\zeta,\zeta}(\omega) \coth\left(\frac{\beta_{\zeta} \omega}{2}\right), \tag{3.2.2}
\]

with the spectral density of the coupling

\[
J_{\zeta,\zeta}(\omega) = \sum_\alpha c_{\zeta \alpha}^2 \delta(\omega - \omega_{\zeta \alpha}) = 2K_{\zeta} \omega e^{-|\omega|/\omega_{\zeta}}, \quad \zeta = 1, 2. \tag{3.2.3}
\]

We have chosen an ohmic bath with an intrinsic high-frequency cutoff \(\omega_{\zeta}\). The influence of one common bath for both spins is discussed in [59, 67, 68]. As long as the spatial distance of the qubits is large enough, the sole effect of a single bath is to renormalize the spin-spin coupling \(v_z\). Also the effect of bath mediated entanglement seems to be irrelevant for most realizable setups [69].

To solve the RDM of the two-spin system with the Feynman-Vernon method we have to analyze the quadruple path integral

\[
\rho_{\sigma,\sigma',\tau,\tau'}(t) = \int \mathcal{D}\sigma \mathcal{D}\sigma' \mathcal{D}\tau \mathcal{D}\tau' \mathcal{A}[\sigma] \mathcal{A}[\sigma'] \mathcal{A}^\dagger[\tau] \mathcal{A}^\dagger[\tau'] \mathcal{B}[\sigma,\sigma';\tau,\tau'] \mathcal{F}[\sigma,\sigma';\tau,\tau']. \tag{3.2.4}
\]

Every path \(\sigma(t'), \sigma'(t'), \tau(t'), \tau'(t')\) is prepared to start in the eigenstate \(|R\rangle\) at time \(t = 0\). At time \(t\) they end up in the final states \(\sigma_t, \sigma'_t, \tau_t, \tau'_t \in \{|R\}, \{|L\}\}\). The functional \(\mathcal{A}[\sigma]\) is the bare amplitude for the path \(\sigma(t')\) without environment and \(\mathcal{B}[\sigma,\sigma';\tau,\tau']\) describes the coupling of the spins among each other. The environmental effects are included in the influence functional \(\mathcal{F}[\sigma,\sigma';\tau,\tau']\).

Since each spin is coupled to its own bath, we can factorize the influence functional

\[
\mathcal{F}[\sigma,\sigma';\tau,\tau'] = \mathcal{F}_1[\xi_1,\eta_1] \mathcal{F}_2[\xi_2,\eta_2]. \tag{3.2.5}
\]
Therefore, the functional of each bath is the same as in the spin-boson model for a single bath (cf. Sec. (2.2))

\[ \ln \mathcal{F}_{\zeta}[\xi, \eta] = \int_0^t dt' \int_0^{t'} dt'' \left[ \xi'(t')Q_{\zeta}'(t'-t'') + i \xi(t')Q_{\zeta}'(t'-t'')\eta(t'') \right]. \] (3.2.6)

\( \xi \) and \( \eta \) are the usual symmetric and antisymmetric spin paths,

\[ \xi_1(t') = \frac{1}{2} \left[ \sigma(t') - \sigma'(t') \right], \quad \eta_1(t') = \frac{1}{2} \left[ \sigma(t') + \sigma'(t') \right]; \]
\[ \xi_2(t') = \frac{1}{2} \left[ \tau(t') - \tau'(t') \right], \quad \eta_2(t') = \frac{1}{2} \left[ \tau(t') + \tau'(t') \right]. \] (3.2.7)

The bath correlations \( Q_{\zeta}(t) = Q_{\zeta}'(t) + i Q_{\zeta}''(t) \) are the second integral of the force autocorrelation functions \( \langle X_{\zeta}(t)X_{\zeta}(0) \rangle_\beta \). This correlator reads in the ohmic scaling limit

\[ Q_{\zeta}(t) = 2K_{\zeta} \left[ \ln \left( \frac{\beta_{\zeta}\omega_c}{\pi} \right) + \ln \sinh \left( \frac{\pi|t|}{\beta_{\zeta}} \right) \right] + i\pi K_{\zeta} \text{sgn}(t). \] (3.2.8)

\( K_{\zeta} \) is the coupling strength for the spin \( \zeta \). If we label the sojourn and blip states with charges \( \eta_{1,j}, \xi_{1,j}, \eta_{2,j}, \xi_{2,j} \) for spin 1 and spin 2, respectively, each with the possible values \( \pm 1 \), we can write the factorized influence functionals in the form

\[ \mathcal{F}_{\zeta}^{(n_{\zeta})} = \exp \left[ -\sum_{j=1}^{n_{\zeta}} Q_{\zeta;2j,2j-1} \right] \exp \left[ -\sum_{j=2}^{n_{\zeta}} \sum_{k=1}^{j-1} \xi_{j,k} \Lambda_{\zeta;j,k} \right] \times \exp \left[ i\pi K_{\zeta} \sum_{k=0}^{n_{\zeta}-1} \xi_{\zeta,k+1} \eta_{\zeta,k} \right]. \] (3.2.9)

Here, we used the abbreviations \( Q_{\zeta;j,k} = Q_{\zeta}(t_j - t_k) \) and

\[ \Lambda_{\zeta;j,k} = Q_{\zeta;2j,2k-1} + Q_{\zeta;2j-1,2k} - Q_{\zeta;2j,2k} - Q_{\zeta;2j-1,2k-1}. \] (3.2.10)

The first line in (3.2.9) renders the intra- and interblip correlations, where \( \Lambda_{\zeta;j,k} \) describes bath correlations between the blip pair \( \{j, k\} \) of spin \( \zeta \). The influence phase term in the second line is an intrinsic feature of the ohmic scaling limit and describes correlations of sojourns with subsequent blips.

To solve the path integral (3.2.4), it is necessary to examine all possible transition
sequences. They can be parametrized for each spin separately with

\[
\eta_1^{(n_1)}(t') = \sum_{j=0}^{n_1} \eta_{1,j} \left[ \Theta(t' - t_{2j}) - \Theta(t' - t_{2j+1}) \right], \\
\xi_1^{(n_1)}(t') = \sum_{j=1}^{n_1} \xi_{1,j} \left[ \Theta(t' - t_{2j-1}) - \Theta(t' - t_{2j}) \right], \\
\eta_2^{(n_2)}(t') = \sum_{j=0}^{n_2} \eta_{2,j} \left[ \Theta(t' - s_{2j}) - \Theta(t' - s_{2j+1}) \right], \\
\xi_2^{(n_2)}(t') = \sum_{j=1}^{n_2} \xi_{2,j} \left[ \Theta(t' - s_{2j-1}) - \Theta(t' - s_{2j}) \right].
\] (3.2.11)

These sequences describe \(2n_1\) and \(2n_2\) transitions. Since we start and end in a sojourn state, they always have to enclose an even number of transitions. The flips occur at times \(t_j\) for spin 1 and at times \(s_j\) for spin 2. Each flip of spin \(\zeta\) has an amplitude \(\pm i \Delta \zeta / 2\).

The sum over all transition sequences, i.e., the sum over all possible paths of the quadruple path integral (3.2.4), has to be conducted in the following way:

1. the sum over all possible intermediate sojourn and blip states of the two spins the paths with a given number of transitions can visit
2. the integration for each spin over the time-ordered jumps of these paths
3. the sum over the possible number of transitions the two spins can take, i.e.,

\[
\sum_{\text{all paths}} \cdots \rightarrow \sum_{n_1=0}^{\infty} \sum_{\{n_{1,j} = \pm 1\}} \sum_{\{\xi_{1,j} = \pm 1\}} \int_{t_i}^{t_{i+1}} dt_{2n_1} \int_{t_i}^{t_{2n_1-1}} dt_{2n_1-1} \cdots \int_{t_i}^{t_1} dt_{1} \times \\
\sum_{n_2=0}^{\infty} \sum_{\{n_{2,j} = \pm 1\}} \sum_{\{\xi_{2,j} = \pm 1\}} \int_{t_i}^{t_{i+1}} ds_{2n_2} \int_{t_i}^{s_{2n_2-1}} ds_{2n_2-1} \cdots \int_{t_i}^{s_{1}} ds_{1} \cdots.
\] (3.2.12)

As was outlined before, we want to calculate the system dynamics in an iterative way. Therefore, we need to rewrite the double path sum (3.2.12) as transition sequences for each spin with time-ordered flip times \(\{t_j\}, \{s_i\}\). These are composed of the 16 possible states shown in Fig. 3.1. The coupling factor \(B\) in Eq. (3.2.4) only contributes, if one spin is diagonal while the other spin is off-diagonal for a period \(u_j\). Otherwise, the coupling factor is unity. We obtain

\[
B[j] = e^{+i u_j}, \quad \text{for} \quad j \in (1, 2), (2, 1), (4, 3), (3, 4), \\
B[j] = e^{-i u_j}, \quad \text{for} \quad j \in (1, 4), (4, 1), (2, 3), (3, 2).
\] (3.2.13)

It is useful to note that the \(v_z\) coupling behaves like a mutual bias. This can be seen, if we compare the above form with the bias factor of a single-spin system \(e^{-i \epsilon \xi \tau_j}\), where \(\epsilon\) is a bias and \(\tau_j\) a blip length. Thus, while being off-diagonal, the spin-spin coupling induces a bias for the other spin.
3.3 Markov limit

Following the general specification of the model, we will now restrict ourselves to the high temperature regime of the two baths.

With the scaled temperature $\tilde{\vartheta}_\chi = 2\pi K_\chi T_\chi$ that drops out naturally from the high temperature limit of Eq. (3.2.2), $S_\chi(\omega \ll 1/\beta) = 2\vartheta_\chi / \pi$, the bath correlations $Q_\chi = Q'_\chi + i Q''_\chi$ from Eq. (3.2.8) simplify to

$$Q_\chi(t) = 2K_\chi \ln \left( \frac{\omega_c}{2\pi T_\chi} \right) + \vartheta_\chi |t| + i \pi K_\chi \text{sgn}(t) .$$

The time independent term leads to an adiabatic renormalization of the tunneling matrix element due to modes in the frequency range $2\pi T_\chi < \omega < \omega_c$. The renormalized temperature-dependent tunneling matrix element together with the phase term reads

$$\bar{\Delta}_\chi^2 = \Delta_{\chi,T_\chi}^2 \cos(\pi K_\chi) , \quad \text{with} \quad \Delta_{\chi,T_\chi}^2 = (2\pi T_\chi / \Delta_{\chi,T_\chi})^{2K_\chi} \Delta_{\chi,t}^2 ,$$

where $\Delta_{\chi,T_\chi}^{1-K_\chi} = \Delta_{\chi,t}^{K_\chi}$ is the standard renormalized tunneling matrix element for $K < 1$. We tacitly assume for the following that the $\Delta$'s are already the renormalized ones. For a non-exponential cutoff for the high frequency modes of the spectral density we refer to [2]. The validity of the high temperature limit leading to Eq. (3.3.1) is given in the parameter range

$$K_\chi \lesssim 0.3 \quad \text{and} \quad \Omega \lesssim T_\chi \ll \omega_c ,$$

as will be shown in the following.
For the form (3.3.1) of the bath correlations, the interblip correlations vanish, i.e., \( \Lambda_{\zeta,j,k} = 0 \) in (3.2.9). Then, the influence phase factors from (3.2.9) simplify to the form

\[
J_{\zeta, \text{NIBA}}^{(n_{\zeta})} = \prod_{j=1}^{n_{\zeta}} \exp \left[ -Q'_{\zeta} + i \xi_{\zeta,j} \eta_{\zeta,j-1} Q''_{\zeta} \right]
\]

(3.3.4)

and the NIBA becomes exact. With this simplified form of the influence functional, each term of the RDM becomes a convolution and the path sum is accomplishable.

Remember that the influence functionals for the two spins enter the path integral in a product form (cf. Eq. (3.2.5)). Thus, we obtain correlations between the two spin paths, which appear while one spin is off-diagonal and the other spin makes any even number of transitions. We will give a detailed discussion of these correlations in the next section.

### 3.4 \( \sigma_z \)

Although we could solve the coupled equations of motion in Appendix A.2 to directly obtain \( \langle \sigma_z \rangle \), we choose Eq. (3.1.23) as the starting point. Solving (3.1.23) in an iterative way gives detailed insight into how the system evolves in time. We can deduce which transitions actually contribute to \( \langle \sigma_z \rangle \). Thus, solving (3.1.23) iteratively leads to

\[
\langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda} \frac{1}{1 + \frac{\Delta_1^2}{\lambda^2 + v_z^2}} \frac{1}{1 + \frac{\Delta_2^2}{(\lambda^2 + v_z^2)^2}} \frac{1}{1 + \frac{\Delta_1^2 \Delta_2^2}{(\lambda^2 + v_z^2)^2}}
\]

(3.4.1)

The first part is due to the spin \( \sigma \) itself. The second part belongs to the correlated transitions of order \( \Delta_1^2 \Delta_2^2 \). Within these correlated contribution an arbitrary number of single spin transitions may contribute, which manifests itself in the geometrical series

\[
\left( \frac{1}{1 + \frac{\Delta_1^2}{\lambda^2 + v_z^2}} \right) \left( \frac{1}{1 + \frac{\Delta_2^2}{(\lambda^2 + v_z^2)^2}} \right)
\]

(3.4.2)

This can be derived by adding up every possible ordering of \( \Delta_1^2 \Delta_2^2 \) (cf. Fig. 3.1). Only those transitions where \( \sigma \) starts and ends in the same diagonal state are relevant (see below). The contributing transition sequences and the corresponding coupling factors are shown in Table 3.1 (cf. Eq. (3.3.4)) After a Laplace transformation, we get an expression for the correlated contributions of order \( \Delta_1^2 \Delta_2^2 \).

\[
\frac{\Delta_1^2 \Delta_2^2}{4} \frac{1}{\lambda^2} \left[ \frac{4}{(\lambda - i v_z)^2} + \frac{1}{(\lambda + i v_z)^2} - \frac{8}{(\lambda - i v_z)(\lambda + i v_z)} \right]
\]

(3.4.3)

which is exactly the second part of Eq. (3.4.1),

\[
\frac{v_z^2}{\lambda^2} \frac{\Delta_1^2 \Delta_2^2}{(\lambda^2 + v_z^2)^2}
\]

(3.4.4)

All other sequences do not contribute because there is always a pair which differs only in the sign of the last transition and thus cancels each other (see Table 3.2).
Transition sequences of $O(\Delta_1 \Delta_2)$ and the corresponding coupling factors. We also need the sequences with $\Delta_1 \leftrightarrow \Delta_2$. The time variable is suppressed here.

<table>
<thead>
<tr>
<th>Transition sequences</th>
<th>Coupling factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i \Delta_1 \rightarrow i \Delta_2 \rightarrow i \Delta_1$</td>
<td>$e^{iv_1} 1 e^{iv_1} 1$</td>
</tr>
<tr>
<td>$i \Delta_1 \rightarrow i \Delta_2 \rightarrow -i \Delta_2 \rightarrow i \Delta_1$</td>
<td>$-e^{iv_1} 1 e^{-iv_1} 1$</td>
</tr>
<tr>
<td>$-i \Delta_1 \rightarrow i \Delta_2 \rightarrow i \Delta_2 \rightarrow -i \Delta_1$</td>
<td>$+e^{-iv_1} 1 e^{-iv_1} 1$</td>
</tr>
<tr>
<td>$-i \Delta_1 \rightarrow -i \Delta_2 \rightarrow -i \Delta_2 \rightarrow -i \Delta_1$</td>
<td>$-e^{-iv_1} 1 e^{iv_1} 1$</td>
</tr>
<tr>
<td>$-i \Delta_1 \rightarrow -i \Delta_2 \rightarrow -i \Delta_2 \rightarrow -i \Delta_1$</td>
<td>$+e^{-iv_1} 1 e^{iv_1} 1$</td>
</tr>
</tbody>
</table>

Table 3.1: Contributing transition sequences of $O(\Delta_1 \Delta_2)$ and the corresponding coupling factors. We also need the sequences with $\Delta_1 \leftrightarrow \Delta_2$. The time variable is suppressed here.

Irrelevant transition sequences of $O(\Delta_1 \Delta_2)$ and the corresponding coupling factors, which sum up to zero. This always happens for a pair of sequences, which differs only in the sign of the last transition. This is the case for all remaining sequences. The time variable is suppressed here.

<table>
<thead>
<tr>
<th>Irrelevant transition sequences</th>
<th>Coupling factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i \Delta_1 \rightarrow i \Delta_2 \rightarrow i \Delta_1 \rightarrow i \Delta_2$</td>
<td>$e^{iv_1} 1 e^{iv_1} 1$</td>
</tr>
<tr>
<td>$i \Delta_1 \rightarrow i \Delta_2 \rightarrow i \Delta_1 \rightarrow -i \Delta_2$</td>
<td>$-e^{iv_1} 1 e^{iv_1} 1$</td>
</tr>
<tr>
<td>$i \Delta_1 \rightarrow -i \Delta_2 \rightarrow i \Delta_1 \rightarrow i \Delta_2$</td>
<td>$-e^{iv_1} 1 e^{-iv_1} 1$</td>
</tr>
<tr>
<td>$i \Delta_1 \rightarrow -i \Delta_2 \rightarrow i \Delta_1 \rightarrow -i \Delta_2$</td>
<td>$+e^{iv_1} 1 e^{-iv_1} 1$</td>
</tr>
</tbody>
</table>

Table 3.2: Non-contributing transition sequences of $O(\Delta_1 \Delta_2)$ and the corresponding coupling factors, which sum up to zero. This always happens for a pair of sequences, which differs only in the sign of the last transition. This is the case for all remaining sequences. The time variable is suppressed here.

Figure 3.2: Series expansion of contributing transition sequences for $\langle \sigma_z \rangle$. The arrow indicates the time direction. If $\sigma$ is off-diagonal, the spin $\tau$ can make any number of transitions. The system dwells in the blip state $j$ for a time $\tau_j$. See also text for explanation.
Table 3.3: Contributing transition sequences of $O(\Delta_1^2)$. Shown are the states of the density matrix and the corresponding sign of the contribution.

<table>
<thead>
<tr>
<th>Transition sequences of $O(\Delta_1^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$- RR, RR \rightarrow RL, RR \rightarrow RR, RR$</td>
</tr>
<tr>
<td>$+ RR, RR \rightarrow RL, RR \rightarrow LL, RR$</td>
</tr>
<tr>
<td>$- RR, RR \rightarrow LR, RR \rightarrow RR, RR$</td>
</tr>
<tr>
<td>$+ RR, RR \rightarrow LR, RR \rightarrow LL, RR$</td>
</tr>
</tbody>
</table>

Table 3.4: Contributing transition sequences of $O(\Delta_1^2 \Delta_2^2)$. Shown are the states of the density matrix and the corresponding sign of the contribution.

<table>
<thead>
<tr>
<th>Transition sequences of $O(\Delta_1^2 \Delta_2^2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+ RR, RR \rightarrow RL, RR \rightarrow RL, LR \rightarrow RL, RR \rightarrow RR, RR$</td>
</tr>
<tr>
<td>$- RR, RR \rightarrow RL, RR \rightarrow RL, LR \rightarrow RL, RR \rightarrow LL, RR$</td>
</tr>
<tr>
<td>$- RR, RR \rightarrow LR, RR \rightarrow LR, RL \rightarrow LR, RR \rightarrow RR, RR$</td>
</tr>
<tr>
<td>$+ RR, RR \rightarrow LR, RR \rightarrow LR, RL \rightarrow LR, RR \rightarrow LL, RR$</td>
</tr>
<tr>
<td>$- RR, RR \rightarrow LR, RR \rightarrow LR, LR \rightarrow LR, RR \rightarrow RR, LL$</td>
</tr>
<tr>
<td>$+ RR, RR \rightarrow LR, RR \rightarrow LR, LR \rightarrow LR, RR \rightarrow LL, LL$</td>
</tr>
</tbody>
</table>

Now we can proceed and include the bath-induced damping (cf. Fig. 3.2). In the Markov limit we get a shift of $\lambda$ to $\lambda + \vartheta_1$ if the first spin dwells in a blip state for a time $\tau_j$. A shift of $\vartheta_2$ occurs correspondingly, if the second spin dwells in a blip state for a time $\tau_j$. And finally, if both spins are in a blip state, we obtain a shift of $\vartheta_1 + \vartheta_2$ (cf. Eq. (3.3.4)). We have four possibilities for the transitions of order $\Delta_1^2$. These are $i \Delta_1 i \Delta_1$, $-i \Delta_1 (-i \Delta_1)$, $-i \Delta_1 i \Delta_1$ and $i \Delta_1 (-i \Delta_1)$. The lowest order contribution to $\langle \sigma_z \rangle$ is thus given by the sequences shown in Table 3.3. Considering Eq. (3.1.16), we get

$$- \frac{\Delta_1}{2} \left( \frac{2}{\lambda + \vartheta_1 + i v_z} + \frac{2}{\lambda + \vartheta_1 - i v_z} \right) \frac{\Delta_1}{2} \frac{1}{\lambda} = - \frac{\lambda + \vartheta_1}{\lambda} \frac{\Delta_1^2}{(\lambda + \vartheta_1)^2 + v_z^2}. \quad (3.4.5)$$

This matches, besides a factor $1/\lambda$, with the symmetric kernel of the spin-boson model in Eq. (2.3.7). There are 16 sequences in order $\Delta_1^2 \Delta_2^2$, which are shown in Table 3.4.
Together with Eq. (3.1.16) the contribution of order $\Delta_2^2 \Delta_2^2$ reads

$$4 \left( \frac{\Delta_1}{2} \frac{1}{\lambda + \vartheta_1 + i v_z} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 + \vartheta_2} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 + i v_z} \frac{1}{2} \frac{\Delta_1}{\lambda} \right) + \frac{\Delta_1}{2} \frac{1}{\lambda + \vartheta_1 - i v_z} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 + \vartheta_2} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 - i v_z} \frac{1}{2} \frac{\Delta_1}{\lambda}$$

$$- \frac{\Delta_1}{2} \frac{1}{\lambda + \vartheta_1 - i v_z} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 + \vartheta_2} \frac{\Delta_2}{2} \frac{1}{\lambda + \vartheta_1 - i v_z} \frac{1}{2} \frac{\Delta_1}{\lambda} \right)$$

$$= - \frac{1}{\lambda + \vartheta_1} \Delta_2^2 v_z^2 \frac{1}{\lambda} \left( \frac{1}{(\lambda + \vartheta_1)^2 + v_z^2} \Delta_2^2 \right).$$

(3.4.6)

Consecutive calculation of higher orders reveals a geometrical series and we finally derive for $\langle \sigma_z(\lambda) \rangle$,

$$\langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda} \left[ \frac{1}{\lambda + \vartheta_1} \frac{\Delta_1^2}{\lambda (\lambda + \vartheta_1)^2} \right] A,$$

(3.4.7)

with

$$A = \frac{(\lambda + \vartheta_1) [(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_z^2] + (\lambda + \vartheta_1) \Delta_2^2]}{(\lambda + \vartheta_1) [(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_z^2] + (\lambda + \vartheta_1) \Delta_2^2]}. $$

(3.4.8)

Until now, we did not include influence phase factors arising from blips interacting with preceding sojourns (see Eq. (3.3.4) and Fig. 3.2). These phase factors lead to additional contributions to $\langle \sigma_z(\lambda) \rangle$. A sophisticated way to include these phase factors is to rewrite the coupled equations of motion by identifying the expectation values with the corresponding entries in the RDM, as in the Eqs. (3.1.14) – (3.1.17). This is shown in Appendix A.2. However, we will first discuss one of the contributions in detail and then use the generalized coupled equations of motion to obtain the full result. This gives some additional insight into the internal dynamics.

The first contribution does not change,

$$\mathcal{K}_1(\lambda) = \frac{1}{\lambda}. $$

(3.4.9)

The second contribution, corresponding to the transition sequences from Table 3.3, now reads

$$\mathcal{K}_2(\lambda) = - \frac{1}{\lambda^2} \Delta_1^2 \frac{1}{2} \int_0^\infty d\tau_1 \cos(\pi K_1 + v_z \tau_1) e^{-(\lambda + \vartheta_1) \tau_1}.$$

(3.4.10)
We obtain in order $\Delta^2_1 \Delta^2_2$, i.e., for the transition sequences of Table 3.4

$$K_3(\lambda) = \frac{1}{\lambda^2} \Delta^2_1 \Delta^2_2 \frac{1}{2} \int_0^\infty d\tau_1 d\tau_2 d\tau_3 e^{-\lambda(\tau_1 + \tau_2 + \tau_3)} e^{-\vartheta_1(\tau_1 + \tau_2) - \vartheta_2 \tau_3} \times \cos(\pi K_2) \left[ \cos(\pi K_1 + v_z \tau_1 + v_z \tau_3) - \cos(\pi K_1 + v_z \tau_1 - v_z \tau_3) \right]$$

$$= -\frac{1}{\lambda^2} \Delta^2_1 \Delta^2_2 \int_0^\infty d\tau_1 d\tau_2 d\tau_3 e^{-\lambda(\tau_1 + \tau_2 + \tau_3)} e^{-\vartheta_1(\tau_1 + \tau_2) - \vartheta_2 \tau_2} \times \cos(\pi K_2) \sin(\pi K_1 + v_z \tau_1) \sin(v_z \tau_3).$$

(3.4.11)

Higher orders, i.e., $\Delta^2_1 \Delta^2_2 n+2$ with $n = 1, 2, \ldots$, can be expressed as $K_3(\lambda)$ times a factor which increases with the power of $n$,

$$K_{n+3} = (-1)^n K_3(\lambda) \left( \frac{(\lambda + \vartheta_1) \Delta^2_2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_2^2]} \right)^n.$$  (3.4.12)

Introducing the kernels

$$k^{(+)}_1(\lambda) \equiv -\frac{\Delta^2_2}{\lambda} \int_0^\infty d\tau e^{-(\lambda + \vartheta_1)^2 \tau} \cos(\pi K_1 + v_z \tau),$$

$$k^{(-)}_1(\lambda) \equiv -\frac{\Delta^2_2}{\lambda} \int_0^\infty d\tau e^{-(\lambda + \vartheta_1)^2 \tau} \sin(v_z \tau + \pi K_1),$$

we can sum up all contributions

$$K(\lambda) = \frac{1}{\lambda} \left\{ 1 + k^{(+)}_1 + \lambda K_3(\lambda) \left[ 1 - \frac{(\lambda + \vartheta_1) \Delta^2_2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_2^2]} \pm \ldots \right] \right\}$$

$$= \frac{1}{\lambda} \left\{ 1 + k^{(+)}_1 + \lambda K_3(\lambda) \frac{1}{1 + \frac{(\lambda + \vartheta_1) \Delta^2_2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_2^2]} \right\}$$

$$= \frac{1}{\lambda} \left\{ 1 + k^{(+)}_1 + k^{(-)}_1 \right\}$$

$$\times \frac{v_z \Delta^2_2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_2^2] + \Delta^2_2 \cos(\pi K_2)}.$$  (3.4.14)

Now it is convenient to split this expression into one part that is symmetric in $v_z$ and another part that is antisymmetric in $v_z$,

$$C(\lambda) = k^{(+)}_1 + k^{(-)}_1 \frac{v_z \Delta^2_2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_2^2] + \Delta^2_2 \cos(\pi K_2)} (\lambda + \vartheta_1),$$

(3.4.15)

$$C(\lambda) = C^{(a)}(\lambda) + C^{(a)}(\lambda).$$

Using standard trigonometric relations

$$\cos(a + b) = \cos(a) \cos(b) - \sin(a) \sin(b),$$

$$\sin(a + b) = \sin(a) \cos(b) + \cos(a) \sin(b),$$

(3.4.16)
we get

\[ C^{(s)}(\lambda) = -\cos(\pi K_1) k_1^{(s)}(\lambda) - \cos(\pi K_1) \]
\[ \times k_1^{(s)}(\lambda) \frac{v_z \Delta^2}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_z^2] + \Delta^2 \cos(\pi K_2) (\lambda + \vartheta_1)} , \]
\[ C^{(a)}(\lambda) = \sin(\pi K_1) k_1^{(a)}(\lambda) - \sin(\pi K_1) \]
\[ \times k_1^{(a)}(\lambda) \frac{v_z \Delta^2}{(\lambda + \vartheta_1 + \vartheta_2) [(\lambda + \vartheta_1)^2 + v_z^2] + \Delta^2 \cos(\pi K_2) (\lambda + \vartheta_1)} , \]

(3.4.17)

with

\[ k_1^{(s)}(\lambda) = \frac{\Delta^2}{\lambda} \int_0^\infty d\tau e^{-\tau} \cos(v_z \tau) = \frac{\Delta^2}{\lambda} \frac{\lambda + \vartheta_1}{(\lambda + \vartheta_1)^2 + v_z^2} , \]
\[ k_1^{(a)}(\lambda) = \frac{\Delta^2}{\lambda} \int_0^\infty d\tau e^{-\tau} \sin(v_z \tau) = \frac{\Delta^2}{\lambda} \frac{v_z}{(\lambda + \vartheta_1)^2 + v_z^2} . \]

(3.4.18)

The kernels \( k_1^{(s)}(\lambda) \) and \( k_1^{(a)}(\lambda) \) are, besides a factor \( 1/\lambda \), the symmetric and antisymmetric kernels for a single spin, which were already introduced in Eq. (2.3.7) and (2.3.8). Here, they describe the dynamics of one spin, while the other spin is fixed. We see again that the spin-spin coupling behaves like a mutual bias.

\( C(\lambda) \) is still of order \( \Delta^2 \). The summation over all higher orders results in

\[ \frac{1}{\lambda} \left\{ 1 + \frac{C^{(s)}(\lambda) + C^{(a)}(\lambda)}{1 - C^{(s)}(\lambda)} \right\} = \frac{1}{\lambda} \frac{1 + C^{(a)}(\lambda)}{1 - C^{(s)}(\lambda)} . \]

(3.4.19)

This result only includes one additional antisymmetric contribution due to the influence phase factors. With the generalized form of the coupled equations of motion given in Appendix A.2, we obtain the complete form of \( \langle \sigma_z(\lambda) \rangle \). We get with (A.2.8)

\[ \langle \sigma_z(\lambda) \rangle = N(\lambda)/D(\lambda) , \]

\[ N(\lambda) = \pi K_1 v_z \Delta^2 \left\{ \Delta^2 \left( (\lambda + \vartheta_2) (\lambda + \vartheta_1 + \vartheta_2) - \Delta^2 \right) + (\lambda + \vartheta_1 + \vartheta_2) \left[ v_z^2 (\lambda + \vartheta_1 + \vartheta_2) \right] \\
+ (\lambda + \vartheta_2) \left( (\lambda + \vartheta_2) (\lambda + \vartheta_1 + \vartheta_2) - \Delta^2 \right) \right\} + \left[ v_z^2 (\lambda + \vartheta_1 + \vartheta_2) \right] \\
+ (\lambda + \vartheta_1) \left( \Delta^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2) \right) \left[ \Delta^2 (\Delta^2 + \lambda (\lambda + \vartheta_2)) \right] \\
+ (\lambda + \vartheta_1 + \vartheta_2) \left( \lambda v_z^2 + (\lambda + \vartheta_2) (\Delta^2 + \lambda (\lambda + \vartheta_2)) \right) , \]

\[ D(\lambda) = \left[ \Delta^2 (\Delta^2 + \lambda (\lambda + \vartheta_2)) + (\lambda + \vartheta_1 + \vartheta_2) \left( \Delta^2 (\lambda + \vartheta_2) + \lambda (v_z^2 + (\lambda + \vartheta_2)^2) \right) \right] \\
\times \left\{ \Delta^2 (\Delta^2 + \lambda (\vartheta_1) (\lambda + \vartheta_1 + \vartheta_2)) + \lambda (v_z^2 (\lambda + \vartheta_1 + \vartheta_2) \right) \\
+ (\lambda + \vartheta_1) \left( \Delta^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2) \right) \right\} . \]

(3.4.20)
The denominator $D(\lambda)$ is of order eight in $\lambda$ and can be factorized into a product of two fourth order polynomials. The dynamics of $\langle \sigma_z(\lambda) \rangle$ is completely determined by the eight zeros of the denominator and the corresponding amplitudes. In leading order of the bath coupling and/or low temperature only four of the eight amplitudes have a non-vanishing weight (see next subsection).

The thermal equilibrium state of $\langle \sigma_z(t) \rangle$ for $t \to \infty$ is zero in accordance with the Boltzmann equilibrium value of Eq. (3.1.10). If we set $\Delta_2 = 0$, the spin-spin coupling $v_z$ takes the role of a bias and we expect to obtain the result of Eq. (2.3.9). This is the case, as can be easily shown.

The result for $\langle \tau_z(\lambda) \rangle$ is the same as for $\langle \sigma_z(\lambda) \rangle$ but with $\vartheta_1 \leftrightarrow \vartheta_2$, $K_1 \leftrightarrow K_2$ and $\Delta_1 \leftrightarrow \Delta_2$. We have thus derived an analytical result for $\langle \sigma_z(\lambda) \rangle$ (and $\langle \tau_z(\lambda) \rangle$) in the Markov-regime, which is valid in the parameter range of (3.3.3).

### 3.4.1 Low temperature and one-boson self-energy

Here, we want to calculate the damping rates in a systematic low temperature approximation. In a second step we will derive the one-boson self-energy and expand the low temperature approximation to the quantum-noise regime. Below the parameter range given in (3.3.3), i.e., in the quantum-noise regime, the damping rates are not properly described by a linear temperature dependence. Thus, for temperatures below $\Omega_\pm$ corrections have to be applied. For example, the rates have to adopt a non-zero value for zero temperature because the baths can always absorb energy from the system. This also follows from a perturbative treatment of this regime (see Chapter 4). Afterwards we compare the results for $\langle \sigma_z \rangle$ in the limit $\Delta_2 \to 0$ with the spin-boson results that we derived earlier in Section 2.4.

The low-temperature rates within the Markov-regime can be obtained by performing a series expansion of the zeros of the denominator of $\langle \sigma_z(\lambda) \rangle$ from Eq. (3.4.20) up to first order in the temperatures $\vartheta_1$ and $\vartheta_2$. There is a superposition of four damped oscillations with frequencies

$$
\lambda_{1,2} = \pm i \delta - \kappa_1, \quad \lambda_{3,4} = \pm i \Omega - \kappa_2, \\
\lambda_{5,6} = \pm i \delta - \kappa_3, \quad \lambda_{7,8} = \pm i \Omega - \kappa_4.
$$

The respective dephasing rates read

$$
\kappa_1 = \frac{\Omega^2 + \Delta_1^2 - 2 \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Omega^2 - \Delta_2^2}{2(\Omega^2 - \delta^2)} \vartheta_2, \\
\kappa_2 = \frac{2 \Omega^2 - \Delta_1^2 - 2 \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Delta_2^2 - \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_2, \\
\kappa_3 = \frac{\Omega^2 + \Delta_2^2 - 2 \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_2 + \frac{\Omega^2 - \Delta_1^2}{2(\Omega^2 - \delta^2)} \vartheta_1, \\
\kappa_4 = \frac{2 \Omega^2 - \Delta_2^2 - 2 \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_2 + \frac{\Delta_1^2 - \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_1.
$$

(3.4.21)
Assuming that we have identical baths, we get for the amplitudes in order $O(1/T)$ (remember that we still are in the Markov-regime and that $1/T$ is a small parameter)

\[
\begin{align*}
\text{Res} [\sigma_z(\lambda_{1,2})] &= \frac{\Delta_2^2 + v_z^2 - \delta^2}{2(\Omega^2 - \delta^2)} - \frac{v_z}{2T} \frac{T^2 (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)}{2T (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)} , \\
\text{Res} [\sigma_z(\lambda_{3,4})] &= \frac{\Omega^2 - \Delta_3^2 - v_z^2}{2(\Omega^2 - \delta^2)} - \frac{v_z}{2T} \frac{T^2 (\Delta_3^2 - \delta^2)}{2T (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)} , \\
\text{Res} [\sigma_z(\lambda_{5,6})] &= \frac{v_z}{2T} \frac{T^2 (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)}{2T (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)} , \\
\text{Res} [\sigma_z(\lambda_{7,8})] &= \frac{v_z}{2T} \frac{T^2 (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)}{2T (\Omega^2 - \delta^2)(\Delta_1^2 - \Delta_2^2)} .
\end{align*}
\] (3.4.23)

Then, the dynamics of $\langle \sigma_z(t) \rangle$ reads

\[
\begin{align*}
\langle \sigma_z(t) \rangle &= 2 \left\{ \text{Res} [\sigma_z(\lambda_{1,2})] e^{-\kappa_1 t} + \text{Res} [\sigma_z(\lambda_{5,6})] e^{-\kappa_3 t} \right\} \cos(\delta t) \\
&\quad + 2 \left\{ \text{Res} [\sigma_z(\lambda_{3,4})] e^{-\kappa_2 t} + \text{Res} [\sigma_z(\lambda_{7,8})] e^{-\kappa_4 t} \right\} \cos(\Omega t) . \\
\end{align*}
\] (3.4.24)

In leading order of the low-temperature and/or weak bath-coupling regime only four of the eight amplitudes in (3.4.23) have a non-vanishing weight.

As the next step, we want to generalize the temperature dependence for low temperature and weak damping, i.e., for the quantum-noise regime [2, 30]. The necessary steps are quite similar to the single-spin case in Section 2.4. In a systematic weak damping approximation the interblip correlations are included to first order in the correlation strength. For low temperatures the Markov assumption is no more valid and we have to consider the full bath correlation function

\[
S_{1,2}(\omega) = J_{1f}(\omega) \coth(\beta_{1,2} \omega/2) ,
\] (3.4.25)

with $J_{1f}(\omega) = 2 K_{1,2} \omega$ the low-frequency part of the spectral density. For high temperatures $S_{1,2}(\omega)$ reduces to the Markov expressions $2 \delta_{1,2}/\pi$. Furthermore, we have to sum over all irreducible multiblip diagrams up to order $\Delta_{1,2}^4$ in which two blips interact via a one-boson exchange. Between these two blips any number of noninteracting and uncorrelated transitions can occur.

First of all, we have to consider every possible transition from the 16 initial states to the 16 final states, which gives us 256 possible propagators. As the second step, we have to account for interactions between the first and the fourth blip, the first with the third, the second with the fourth, and finally the second with the third blip. The second and third case are equal because of symmetry. The interaction of the second and the third blip is schematically shown in Fig. 3.3 for the coupling with bath 1. The result of the interaction between the first and the fourth blip is

\[
-\Delta_2^2 (\Delta_1 + \Delta_2)^2 + \Delta_2^2 [2 \Delta_2^2 (\Delta_1 - \Delta_2)^2 + (\lambda_1^2 + \Delta_2^2)^2 + \lambda_1^2 (\lambda_1^2 + \Delta_2^2) + \lambda_1^2 (\lambda_1^2 + \Delta_2^2)] \\
\lambda^2 \lambda_2 \omega [\lambda_2^2 + (\Delta_1 - \Delta_2)^2 + v_z^2] [\lambda_2^2 + (\Delta_1 + \Delta_2)^2 + v_z^2] .
\] (3.4.26)
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\[ \Delta_2 \neq 0 \quad \Delta_2 \neq 0 \quad \Delta_2 \neq 0 \]
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\[ \Delta_1 = 0 \quad \Delta_1 \neq 0 \quad \Delta_1 = 0 \]

Figure 3.3: Example for systematic weak damping approximation. The up and down lines denote the different paths in the charge picture. Every line stands for a transition of the \( \sigma \)-spin. An up (down) line would be a positive (negative) charge, i.e., in Fig. 3.1 we would be in the state RL (LR). The correlated part is characterized by \( \lambda_\omega = \lambda + i \omega \). The notation \( \Delta_1, \Delta_2 \neq 0 \) (\( \Delta_1, \Delta_2 = 0 \)) indicates that there is any (no) number of transitions allowed between the two charges. The arrow defines the time direction.

We obtain for the interaction of the first with the third and the second with the fourth blip

\[ v^2 \Delta_t^4 \left[ v^2 \lambda + \Delta_t^2 \lambda + \lambda \lambda_\omega^2 - \Delta_2^2(\lambda + 2 \lambda_\omega) \right] / \lambda^3(v_z^2 + \Delta_2^2 + \lambda^2) \lambda_\omega \left[ v_z^2 + (\Delta_1 - \Delta_2)^2 + \lambda_\omega^2 \right] [v_z^2 + (\Delta_1 + \Delta_2)^2 + \lambda_\omega^2] \] (3.4.27)

and the interaction of the second with the third blip leads to

\[ N/D \] (3.4.28)

with

\[ N = -v_z^2 \Delta_1 \left\{ v_z^2 \lambda^2 + v_z^2(\Delta_1^2 \lambda^2 + 2 \lambda^2 \lambda_\omega^2 + \Delta_2^2(\lambda^2 - 2 \lambda \lambda_\omega - \lambda_\omega^2)) \right. \]
\[ + \lambda_\omega \left[ \Delta_1^2(2 \lambda - \lambda_\omega) + \lambda^2 \lambda_\omega \right) - (\Delta_2^2 + \lambda_\omega^2)( - \lambda^2 \lambda_\omega + \Delta_1^2(2 \lambda + \lambda_\omega)) \right\] (3.4.29)

\[ D = \lambda^4(v_z^2 + \Delta_2^2 + \lambda^2) \lambda_\omega(v_z^2 + (\Delta_1 - \Delta_2)^2 + \lambda_\omega^2)(v_z^2 + (\Delta_1 + \Delta_2)^2 + \lambda_\omega^2) \].

The shift of \( \lambda \rightarrow \lambda_\omega = \lambda + i \omega \) is due to the correlation between the outer charges. We can calculate the self-energy via the residues of the poles in \( \omega \) and summing up the expressions (3.4.26) – (3.4.29) (cf. Section 2.4). Matching the self-energy in the high temperature limit with the known result \( \vartheta_1 \) for the corresponding eigenfrequencies \( \Omega \) and \( \delta \) of the system we can identify the generalized temperatures

\[ \theta_1^{(\Omega)} = \frac{\pi}{2} \frac{2(\Omega^2 - \Delta_1^2)S_1(\delta) + (\Delta_1^2 - \delta^2)S_1(\Omega)}{2\Omega^2 - \Delta_1^2 - \delta^2} \] (3.4.30)
and
\[
\theta^{(\delta)}_1 = \frac{\pi}{2} \frac{\Omega^2 - \Delta_1^2}{\Omega^2 + \Delta_1^2 - 2\delta^2} S_1(\delta) + 2(\Delta_1^2 - \delta^2)S_1(\Omega),
\]

(3.4.31)

The generalization for \(\theta_2\) is similar, e.g., in Fig. 3.3 we have to interchange \(\Delta_1\) with \(\Delta_2\). Eventually, only NIBA terms contribute and the generalization reads
\[
\theta^{(\Omega)}_2 = \frac{\pi}{2} S_2(\Omega) \quad \text{and} \quad \theta^{(\delta)}_2 = \frac{\pi}{2} S_2(\delta).
\]

(3.4.32)

Finally, we have derived the generalization of the dephasing rates (3.4.22) to the white-noise regime. These are
\[
\kappa_1 = \frac{\Omega^2 + \Delta_1^2 - 2\delta^2}{2(\Omega^2 - \delta^2)} \theta^{(\delta)}_1 + \frac{\Omega^2 - \Delta_1^2}{2(\Omega^2 - \delta^2)} \theta^{(\Omega)}_2,
\]
\[
\kappa_2 = \frac{2\Omega^2 - \Delta_1^2 - \delta^2}{2(\Omega^2 - \delta^2)} \theta^{(\Omega)}_1 + \frac{\Delta_1^2 - \delta^2}{2(\Omega^2 - \delta^2)} \theta^{(\delta)}_2.
\]

(3.4.33)

It it advantageous to identify in these rates the origin of the different terms. Therefore, we partition the rates into terms with \(S_{1,2}(\omega)\),
\[
\kappa_1 = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ (\Omega^2 - \Delta_1^2) S_1(\delta) + 2(\Delta_1^2 - \delta^2) S_1(\Omega) + (\Omega^2 - \Delta_1^2) S_2(\delta) \right],
\]
\[
\kappa_2 = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ 2(\Omega^2 - \Delta_1^2) S_1(\delta) + (\Delta_1^2 - \delta^2) S_1(\Omega) + (\Delta_1^2 - \Delta_2^2) S_2(\Omega) \right].
\]

(3.4.34)

For the rates \(\kappa_{3,4}\), we only have to interchange the indices \(1 \leftrightarrow 2\). Thus, the low-temperature generalizations of \(\kappa_{3,4}\) read
\[
\kappa_3 = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ (\Omega^2 - \Delta_2^2) S_2(\delta) + 2(\Delta_2^2 - \delta^2) S_2(\Omega) + (\Omega^2 - \Delta_2^2) S_1(\delta) \right],
\]
\[
\kappa_4 = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ 2(\Omega^2 - \Delta_2^2) S_2(\delta) + (\Delta_2^2 - \delta^2) S_2(\Omega) + (\Delta_2^2 - \Delta_1^2) S_1(\Omega) \right].
\]

(3.4.35)

Making the transition to the Markov-regime, we directly recover the Markov rates (3.4.22) because for high temperatures \(S_{1,2}(\omega)\) reduce to the Markov expressions \(2/\pi \theta_{1,2}\). Since \(S_{1,2}(\omega)\) describe one-boson exchange processes from or to the bath with energy \(\omega\), every term in (3.4.34) and (3.4.35) describes such a process with energy \(\Omega\) or \(\delta\), respectively.

We will focus on the leading order contribution to \(\langle \sigma_z \rangle\) in the remainder of this subsection (cf. Eq. (3.4.23)). In the limit \(\Delta_2 \to 0\), the spin-spin coupling takes the role of a bias and we should expect the rates \(\kappa_{1,2}\) to match the rates of the biased spin-boson model. The limit \(\Delta_2 \to 0\) makes \(\Omega\) degenerate and hence \(\Omega = \sqrt{\Delta_1^2 + \delta^2}\) and \(\delta = 0\). Since \(\delta\) gets zero, we have to account for the second order contribution to \(\kappa_1\) that renormalizes \(\delta\). That is
\[
\lambda_{1,2} = \pm i \left( \delta - \frac{a^2}{2\delta} \right) - \kappa_1 \approx \pm i \sqrt{\delta^2 - a^2} - \kappa_1
\]
\[
\xrightarrow{\delta \to 0} \pm a \theta_1 - \kappa_1.
\]

(3.4.36)
The result of this calculation is
\[ a = \frac{1}{2} \left( \frac{v_z^2}{\Omega^2} \vartheta_1 + \vartheta_2 \right) \] (3.4.37)
and with \( \kappa_1 \) from above, we obtain for \( \lambda_{1,2} \)
\[ \lambda_1 = -\vartheta_1 - \vartheta_2 \quad \text{and} \quad \lambda_2 = -\frac{\Delta^2_1}{\Omega^2} \vartheta_1 = -\gamma_r. \] (3.4.38)
The residue of the first term is zero and therefore does not contribute. The second term corresponds to the relaxation rate \( \gamma_r \) in the spin-boson model, whereas \( v_z \) adopts the role of the bias \( \epsilon \). The rate \( \kappa_2 \) directly simplifies to
\[ \gamma = \frac{\gamma_r}{2} + \frac{v_z^2}{\Omega^2} \vartheta_1; \] (3.4.39)
which corresponds to the dephasing rate in the spin-boson model from Eq. (2.4.12).

After having checked the spin-boson limit, we can go on and calculate higher orders in \( \vartheta_{1,2} \). Using Eq. (3.4.22) we do a series expansion of the denominator up to second order in \( \vartheta_{1,2} \) and to first order in \( \delta^{(s)} \) and \( \Omega^{(s)} \) around \( \lambda = \pm i \left( \delta - \delta^{(s)} \right) - \kappa_1 \) and \( \lambda = \pm i \left( \Omega - \Omega^{(s)} \right) - \kappa_2 \). That means, in second order of \( \vartheta_{1,2} \) we get a frequency shift. The results are
\[ \delta^{(s)} = \frac{v_z^2 \Omega^2 \left( \Omega^2 - 5 \delta^2 \right)}{4 \delta \left( \Omega^2 - \delta^2 \right)^3} \vartheta_1 \vartheta_2 \]
\[ + \left( \Omega^2 - \Delta^2_1 \right) \frac{4 \delta^4 - \Delta^2_1 \Omega^2 + \Omega^4 - \delta^2 \left( 3 \Delta^2_1 + \Omega^2 \right)}{8 \delta \left( \Omega^2 - \delta^2 \right)^3} \vartheta_1^2 \] (3.4.40)
\[ + \left( \Delta^2_1 - \delta^2 \right) \frac{\Omega^2 \Delta^2_1 \Omega^2 + \Omega^4 \left( 4 \Delta^2_1 - 3 \Omega^2 \right) - \delta^2 \Omega^2 \left( \Delta^2_1 + \Omega^2 \right)}{8 \Delta^2_1 \delta \left( \Omega^2 - \delta^2 \right)^3} \vartheta_2^2 \]
and
\[ \Omega^{(s)} = \frac{v_z^2 \delta^2 \left( 5 \Omega^2 - \delta^2 \right)}{4 \Omega \left( \Omega^2 - \delta^2 \right)^3} \vartheta_1 \vartheta_2 \]
\[ + \left( \Delta^2_1 - \delta^2 \right) \frac{\delta^4 - 3 \Delta^2_1 \Omega^2 + 4 \Omega^4 - \delta^2 \left( \Delta^2_1 + \Omega^2 \right)}{8 \Omega \left( \Omega^2 - \delta^2 \right)^3} \vartheta_1^2 \] (3.4.41)
\[ + \left( \Omega^2 - \Delta^2_1 \right) \frac{\delta^4 \Delta^2_1 + \Omega^4 \left( 4 \Delta^2_1 - 3 \delta^2 \right) - \delta^2 \Omega^2 \left( \Delta^2_1 + \delta^2 \right)}{8 \Delta^2_1 \Omega \left( \Omega^2 - \delta^2 \right)^3} \vartheta_2^2. \]

With these results we can calculate the shift of the damping rates in order \( \vartheta_{1,2}^4 \), i.e. we make a series expansion around \( \lambda = \pm i \left( \delta - \delta^{(s)} \right) - \kappa_1 - \kappa_1^{(s)} \) and \( \lambda = \pm i \left( \Omega - \Omega^{(s)} \right) - \kappa_2 - \kappa_2^{(s)} \). We obtain
\[ \kappa_1^{(s)} = -\frac{v_z^2 \Delta^2_2 \left[ \Omega^2_+ \Omega^2_- - \Delta^2_2 \left( v_z^2 + \Delta^2_2 - \Delta^2_2 \right) \right]}{2 \Omega^5_+ \Omega^5_-} \vartheta_1^3 + \frac{v_z^2 \Delta^2_2 \left[ \Omega^2_+ \Omega^2_- - \Delta^2_2 \left( v_z^2 + \Delta^2_2 + \Delta^2_2 \right) \right]}{2 \Omega^5_+ \Omega^5_-} \vartheta_2^3 \]
\[ - \frac{3 v_z^2 \Delta^2_2 \Delta^2_2 \left( v_z^2 - \Delta^2_2 \Delta^2_2 \right)}{2 \Omega^5_+ \Omega^5_-} \vartheta_1 \vartheta_2 + \frac{3 v_z^2 \Delta^2_2 \Delta^2_2 \left( v_z^2 + \Delta^2_2 - \Delta^2_2 \right)}{2 \Omega^5_+ \Omega^5_-} \vartheta_1 \vartheta_2. \]
and

\[
\kappa_2^{(s)} = \frac{v_z^2 \Delta_1^2}{2 \Omega_+^2 \Omega_-^2} \left[ \Omega_+^2 \Omega_-^2 - \Delta_1^2 (v_z^2 + \Delta_1^2 - \Delta_2^2) \right] \vartheta_1^3 - \frac{v_z^2 \Delta_2^2}{2 \Omega_+^2 \Omega_-^2} \left[ \Omega_+^2 \Omega_-^2 - \Delta_1^2 (v_z^2 + \Delta_1^2 - \Delta_2^2) \right] \vartheta_2^3 \\
+ \frac{3 v_z^2 \Delta_1^2 \Delta_2^2 (v_z^2 - \Delta_1^2 + \Delta_2^2)}{2 \Omega_+^2 \Omega_-^2} \vartheta_1^2 \vartheta_2 - \frac{3 v_z^2 \Delta_1^2 \Delta_2^2 (v_z^2 + \Delta_1^2 - \Delta_2^2)}{2 \Omega_+^2 \Omega_-^2} \vartheta_1 \vartheta_2^2.
\]

(3.4.43)

The calculation of higher orders is restricted by computer power only.

Within the spin-boson limit, \( \Delta_2 \to 0 \), and with the generalized temperature dependences, we recover for the Eqs. (3.4.38) and (3.4.39) the one-boson results of the spin-boson model from Eq. (2.4.13)

\[
\gamma_r = \Delta_1 \frac{\pi}{v_z^2 + \Delta_1^2} S_1(\Omega) \quad \text{and} \quad \gamma = \gamma_r + \frac{v_z^2}{v_z^2 + \Delta_1^2} \frac{\pi}{2} S_1(0).
\]

(3.4.44)

This simple check shows that we indeed derived the correct generalized temperatures in leading order of the bath correlation strength.

A further check of the results is to perform the large coupling limit \( v_z \to \infty \). In this regime the two spins are so strongly coupled that they behave as an effective single-spin system with frequency \( \tilde{\delta} = \Delta^2/v_z \) (for equal \( \Delta \) and equal baths). The rate \( \kappa_1 \) of Eq. (3.4.33) then changes to

\[
\kappa_1 = \pi K \tilde{\delta} \coth \left( \frac{\tilde{\delta}}{2 T} \right)
\]

(3.4.45)

and only the residues of \( \pm i \delta - \kappa_1 \) contribute with 1/2 each. In the high temperature limit this rate obtains the correct form \( \kappa_1 = \vartheta \), which is twice the dephasing rate of Eq. (3.4.39). The factor two arises because we have one spin coupled to two identical baths. Setting the coupling to one of the baths to zero leads to \( \kappa_1 = \vartheta/2 \). And since we have no bias, there is no relaxation rate.

We can also study the case of vanishing coupling \( v_z \to 0 \). Only the residues of \( \pm i \Omega - \kappa_2 \) give a contribution, 1/2 each, and the poles become

\[
\pm i \Delta_1 + \frac{1}{2} \pi K_1 \Delta_1 \coth \left( \frac{\Delta_1}{2 T_1} \right).
\]

(3.4.46)

The first term describes the oscillation frequency and the second the damping rate. In the high temperature limit the damping term reads \( \vartheta_1/2 \) which corresponds to the dephasing rate of a single-spin system (cf. (3.4.39)). And again, since we have no bias the relaxation rate is zero.
3.4.2 Large coupling $v_z$ and/or high temperature

For large coupling $v_z$ and/or high temperature only two relaxation poles are relevant in leading order compared to the other frequencies

$$\lambda_{7,8} = -\frac{\Delta_{1,2}^2}{v_z^2 + \vartheta_{1,2}^2} \frac{\Delta_{2,1}^2 + \vartheta_{1,2} (\vartheta_1 + \vartheta_2)}{\vartheta_1 + \vartheta_2}. \quad (3.4.47)$$

This result can be deduced directly from Eq. (3.4.20). For large coupling the denominator of $\langle \sigma_z \rangle$ can be expanded in a series. The eight dynamical poles are

$$\lambda_{1,2} = \pm i \tilde{\Omega} - \vartheta_1 + \frac{\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2}{2 v_z^2},$$
$$\lambda_{3,4} = \pm i \tilde{\Omega} - \vartheta_2 + \frac{\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2}{2 v_z^2},$$
$$\lambda_{5,6} = -\vartheta_1 - \vartheta_2 + \frac{\widetilde{\delta}^2}{\vartheta_1 + \vartheta_2} \left(1 + \frac{\vartheta_{2,1} (\vartheta_1 + \vartheta_2)}{\Delta_{1,2}^2}\right),$$
$$\lambda_{7,8} = -\frac{\widetilde{\delta}^2}{\vartheta_1 + \vartheta_2} \left(1 + \frac{\vartheta_{1,2} (\vartheta_1 + \vartheta_2)}{\Delta_{2,1}^2}\right). \quad (3.4.48)$$

The relaxation rate $\lambda_4$ follows directly from Eq. (3.4.47). The frequencies $\widetilde{\Omega}$ and $\widetilde{\delta}$ are the large $v_z$ expansions of the eigenfrequencies $\Omega$ and $\delta$ and read

$$\widetilde{\Omega} = v_z + \frac{\Delta_1^2 + \Delta_2^2}{2 v_z}, \quad \widetilde{\delta} = \frac{\Delta_1 \Delta_2}{v_z}. \quad (3.4.49)$$

Observe that contrary to where weak coupling to the bath prevails, we now have $\widetilde{\Omega}$ as the relevant frequency instead of $\widetilde{\delta}$.

We obtain for the corresponding residues in leading order of large $v_z$

$$\text{Res} [\sigma_z(\lambda_{1,2})] = 0,$$
$$\text{Res} [\sigma_z(\lambda_{3,4})] = 0,$$
$$\text{Res} [\sigma_z(\lambda_5)] = \frac{\pi K_1 \Delta_1^4 \Delta_2^2}{v_z (\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2)^2 (\vartheta_1 + \vartheta_2)^2},$$
$$\text{Res} [\sigma_z(\lambda_6)] = -\frac{\pi K_1 \Delta_1^4 \Delta_2^2}{v_z (\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2)^2 (\vartheta_1 + \vartheta_2)^2},$$
$$\text{Res} [\sigma_z(\lambda_7)] = 1 - \frac{\pi K_1 \Delta_1^2 v_z}{\Delta_2^2 \vartheta_1 - \Delta_2^2 \vartheta_2},$$
$$\text{Res} [\sigma_z(\lambda_8)] = \frac{\pi K_1 \Delta_1^2 v_z}{\Delta_2^2 \vartheta_1 - \Delta_2^2 \vartheta_2}. \quad (3.4.50)$$

The leading contribution for $\langle \sigma_z(t) \rangle$ is given in the form

$$\langle \sigma_z(t) \rangle = \left(1 - \frac{\pi K_1 \Delta_1^2 v_z}{\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2}\right) e^{\lambda_7 t} + \frac{\pi K_1 \Delta_1^2 v_z}{\Delta_2^2 \vartheta_1 - \Delta_2^2 \vartheta_2} \frac{1}{\Delta_1^2 \vartheta_1 - \Delta_2^2 \vartheta_2} e^{\lambda_8 t}. \quad (3.4.51)$$
and therefore describes pure relaxation. The lowest order contribution for the coherent part is of order \( O(1/v_z^2) \).

We can study two interesting limiting expressions

\[
\lambda_{7,8} = -\frac{\Delta_2^2}{v_z^2} \vartheta_{1,2} \quad (\Delta_2 \ll \vartheta_{1,2}) \quad \text{and} \quad \lambda_{7,8} = -\frac{\delta^2}{\vartheta_1 + \vartheta_2} \quad (\Delta_2 \gg \vartheta_{1,2}) .
\] (3.4.52)

The former is the relaxation rate of a biased spin-boson model at low \( \vartheta_{1,2} \). The latter describes Kondo-like joint relaxation of locked spins (cf. discussions at the end of Section 2.3 and of the following subsection).

For high temperature we obtain a similar picture. The time evolution is again of the form given in Eq. (3.4.51). The relaxation rate \( \lambda_{7,8} \) from Eq. (3.4.47) reduces in the parameter regime \( \vartheta_{1,2} \gg v_z, \Delta_2 \) to

\[
\gamma_{\sigma,\tau} \equiv \lambda_{7,8} = -\Delta_2^2/\vartheta_{1,2} \propto T_{1,2}^{2K_{1,2}} .
\] (3.4.53)

The last transformation on the rhs is due to the renormalization of \( \Delta_{1,2} \) according to (3.3.2). \( \gamma_{\sigma,\tau} \) are defined for subsequent convenience. The coupling \( v_z \) is irrelevant for the damping rates in this regime and the rates behave as if they were single-spin damping rates in the Kondo-regime.

### 3.4.3 Qualitative features of identical spins

In this section the dependence of \( \langle \sigma_z \rangle \) on the external parameters is studied for the case of two identical spins, i.e., \( \vartheta = \vartheta_1 = \vartheta_2 \) and \( \Delta = \Delta_1 = \Delta_2 \). For simplicity, we will only discuss contributions in leading order of temperature (see Eq. (3.4.23)). Then, the dynamics of \( \langle \sigma_z \rangle \) is determined by four dynamical poles of the denominator and the respective amplitudes.

The left part of Fig. 3.4 shows different phases appearing along the coherent-incoherent transition in the \( T-K \)-plane. If temperature approaches the order of \( \Omega_{\pm} \), we expect that the results of this section will no longer be valid (cf. (3.3.3)). But, as we will see in Section 4, the regime \( T \lesssim \Omega \) with \( K \ll 1 \) is properly described with the Bloch-Redfield method. The NIBA is known to give a good description of the coherent-incoherent transition for a single spin [70]. We expect it to do the same for two coupled spins.

If we choose \( v_z < v_{cr} = \Delta/\sqrt{2} \) the discriminant of the denominator gives three crossover temperatures (see Figs. 3.4 – 3.6)

\[
\vartheta_{0,1}^* = \sqrt{2 \Delta^2 - v_z^2} \pm 2\Delta \sqrt{\Delta^2 - 2 v_z^2} \quad \text{and} \quad \vartheta_2^* = \Delta^2/v_z .
\] (3.4.54)

In the regime \( \vartheta < \vartheta_1^* \) the dynamics is coherent and composed of a superposition of two damped oscillations. For \( \vartheta < \vartheta_0^* \) the oscillations have different frequencies, the same damping rate, and the amplitudes are comparable in magnitude. On the other hand, in the range \( \vartheta_0^* < \vartheta < \vartheta_1^* \), they have the same frequency but differ in the damping rate. Also
\textbf{3 Path sum method for two dissipative coupled spins and results}

Figure 3.4: $\langle \sigma_z \rangle$: different phases ranging from the Kondo-regime for high temperature/and or coupling strength to the Bloch-Redfield regime valid for low temperature and small coupling $K \ll 1$ are shown in the left figure for $v_z = 0.2$). IC: incoherent-, C: coherent-, IM: intermediate-, BR: Bloch-Redfield-regime. Temperature is given in units of $\Delta$, i.e., $T = \hbar \Delta / k_B$. In the right figure are shown crossover temperatures separating the different coherent/incoherent regimes as a function of $v_z$. $\Delta = 1$. See text for details.

The amplitude belonging to the larger rate can be neglected, compared to the amplitude of the smaller rate.

In the temperature regime $\vartheta > \vartheta^*_1$, the dynamics is incoherent. In the regime $\vartheta_1^* < \vartheta < \vartheta_2^*$ the four poles are real and the two smallest rates have the largest amplitudes and dominate the relaxation process.

In the Kondo regime $\vartheta > \vartheta_2^*$ the dominant pole is real and approaches $-\Delta^2/\vartheta$. As temperature increases, its residuum converges to $1 - \langle \sigma_z \rangle_{\text{eq}}$. The other real pole takes the value $-2\vartheta$, while the corresponding amplitude is almost zero. There is also a damped oscillation of which the frequency and rate approach asymptotically $v_z$ and $\vartheta$, but with negligible amplitude. The phenomenon that in the Kondo regime for $K < 1/2$, incoherent relaxation slows down with increasing temperature is already well-known in the single spin-boson problem [2].

Fig. 3.7 shows the transition from coherent to incoherent dynamics as $\vartheta$ is raised. One can also see that at high $\vartheta$ the effective damping decreases with increasing $\vartheta$.

For $v_z > v_{\text{cr}}$, only the crossover temperature $\vartheta_2^*$ remains. It separates a regime with two complex conjugate poles from a regime with one pair of complex conjugate poles and two real poles. Above $\vartheta_2^*$, the relaxation is governed by the Kondo pole.
Figure 3.5: $\langle \sigma_z \rangle$: real (left) and imaginary (right) part of $\lambda_j$, $v_z = 0.5$, $\Delta = 1$. The colors red, green, blue, and black denote $\text{Re} \left[ \lambda_j \right]$ and $\text{Im} \left[ \lambda_j \right]$, with $j = 1, 2, 3, 4$. See text for details.

Figure 3.6: $\langle \sigma_z \rangle$: absolute part of $\langle \sigma_z \rangle$ with $v_z = 0.5$, $\Delta = 1$, $K = 0.05$. The singularities are due to degenerate eigenvalues. The colors red, green, blue, and black label $|A_j|$ where $j = 1, 2, 3, 4$. See text for details.
Figure 3.7: $\langle \sigma_z \rangle$: plots of $\langle \sigma_z \rangle$ in the Fourier regime (left) and time regime (right) with $v_z = 0.5$, $\Delta = 1$, $K = 0.05$, red $\vartheta = 0.2$, green $\vartheta = 1.2$, blue $\vartheta = 2.1$, and black $\vartheta = 2.8$. We see the transition from coherent to incoherent behavior for increasing temperature from red $\rightarrow$ green $\rightarrow$ blue. From blue $\rightarrow$ black temperature increases but relaxation decreases. This is due to the Kondo effect.
3.5 $\sigma_z \tau_z$

The result for $\langle \sigma_z \tau_z(\lambda) \rangle$ given in Eq. (3.1.28) can also be rewritten, such that we see which transitions contribute. Therefore, we solve the coupled equations of motion in the Heisenberg picture from Appendix A.2 in an iterative way. It is important to keep the ordering of the different contributions from $\Delta_1$ and $\Delta_2$, respectively. At the end, we obtain

$$\langle \sigma_z \tau_z(\lambda) \rangle = \frac{1}{\lambda} \frac{1}{D},$$

$$D = 1 + \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} - \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \Delta_2 \Delta_1,$$

$$- \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} - \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \Delta_1 \Delta_2,$$

+ terms with $\Delta_1 \leftrightarrow \Delta_2$.  

(3.5.1)

Introducing the abbreviations

$$A_1 = \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} - \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \Delta_2 \Delta_1,$$

$$= \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} \frac{1}{1 - \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \Delta_1 \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2}} \Delta_1,$$

(3.5.2)

and

$$A_2 = - \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} - \Delta_2 \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \Delta_1 \Delta_2,$$

$$\times \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} \Delta_2,$$

(3.5.3)

the denominator from Eq. (3.5.1) can be written in the form

$$D = 1 + A_1 + A_2 + \text{terms with } \Delta_1 \leftrightarrow \Delta_2.$$  

(3.5.4)

We further introduce the short hand notations

$$\Box_1 = \frac{1}{\lambda^2 + v_z^2 + \Delta_1^2} \quad \text{and} \quad \Box_2 = \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2},$$

(3.5.5)

which describe single spin contributions in the bias $v_z$ of the other spin. Now, $A_1$ and $A_2$ can be abbreviated to

$$A_1 = \Delta_1 \Box_2 \frac{1}{1 - \Delta_2 \Box_1 \Delta_1 \Delta_2 \Box_2} \Delta_1,$$

$$A_2 = - \Delta_1 \Box_2 \frac{1}{1 - \Delta_2 \Box_1 \Delta_1 \Delta_2 \Box_2} \Delta_2 \Delta_1 \Box_1 \Delta_2.$$

(3.5.6)

These expressions are in the form of geometrical series (cf. Figs. 3.8 and 3.9).
Figure 3.8: Series expansion of contributing transition sequences for $A_1$. The arrow indicates the time direction.

Figure 3.9: Series expansion of contributing transition sequences for $A_2$. The arrow indicates the time direction.
Further, the bath-induced damping can be inserted. For the first line in Fig. 3.8 and without damping the result is

\[ A_{11} = \frac{1}{\lambda} \Delta_1 \frac{1}{\lambda^2 + v_z^2 + \Delta_2^2} \Delta_1 . \]  

(3.5.7)

With damping and up to order \( \Delta_1^2 \Delta_2^2 \) we obtain

\[
- \frac{1}{\lambda} \Delta_1 \frac{\lambda + \vartheta_1}{(\lambda + \vartheta_1)^2 + v_z^2} \Delta_2 - \frac{1}{\lambda} \Delta_1 \frac{\lambda + \vartheta_1}{(\lambda + \vartheta_1)^2 + v_z^2} \Delta_2 \Delta_1 . 
\]

(3.5.8)

Including higher orders results in

\[
A_{11} = \frac{\lambda + \vartheta_1}{\lambda} \frac{\Delta_1^2}{(\lambda + \vartheta_1)^2 + v_z^2} + \frac{1}{\lambda + \vartheta_1 + \vartheta_2} \Delta_2^3, 
\]

(3.5.9)

The second line in Fig. 3.8 results in a similar expression

\[
A_{12} = \frac{\lambda + \vartheta_1}{\lambda} \frac{\Delta_1^2}{(\lambda + \vartheta_1)^2 + v_z^2} \times \frac{\Delta_2^2}{(\lambda + \vartheta_2)^2 + v_z^2} \times \frac{\Delta_1^2}{(\lambda + \vartheta_1 + \vartheta_2)^2 + v_z^2} . 
\]

(3.5.10)

For all higher orders \( (A_{13}, \, A_{14}, \, ...) \) the second and third line of Eq. (3.5.10) contribute in an alternating manner. Introducing

\[
\alpha_1 = \frac{\lambda + \vartheta_1}{\lambda + \vartheta_1 + \vartheta_2} \frac{\Delta_1^2}{(\lambda + \vartheta_1)^2 + v_z^2 + \frac{\lambda + \vartheta_1}{\lambda + \vartheta_1 + \vartheta_2} \Delta_2^2}, 
\]

(3.5.11)

\[
\alpha_2 = \frac{\lambda + \vartheta_2}{\lambda + \vartheta_1 + \vartheta_2} \frac{\Delta_1^2}{(\lambda + \vartheta_2)^2 + v_z^2 + \frac{\lambda + \vartheta_2}{\lambda + \vartheta_1 + \vartheta_2} \Delta_1^2}, 
\]

we can write \( A_1 \) as a geometrical series

\[
A_1 = \frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \{ \alpha_1 + \alpha_1 \alpha_2 \alpha_1 + \alpha_1 \alpha_2 \alpha_1 \alpha_2 \alpha_1 + \ldots \} , 
\]

(3.5.12)

which simplifies to

\[
A_1 = \frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \frac{\alpha_1}{1 - \alpha_2 \alpha_1} . 
\]

(3.5.13)
The derivation of $A_2$ in Fig. 3.9 is analogous

$$A_{21} = -\frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \alpha_1 \alpha_2 ,$$
$$A_{22} = -\frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \alpha_1 \alpha_2 \alpha_1 \alpha_2 ,$$

and

$$A_2 = -\frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \frac{\alpha_1 \alpha_2}{1 - \alpha_2 \alpha_1} .$$

Thus, including the bath-induced damping the denominator from (3.5.1) takes the compact form

$$D = 1 + \frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \left[ \frac{\alpha_1}{1 - \alpha_2 \alpha_1} + \frac{\alpha_2}{1 - \alpha_2 \alpha_1} - \frac{2 \alpha_1 \alpha_2}{1 - \alpha_2 \alpha_1} \right] .$$

Again, we have to incorporate the influence phase factors (cf. Eq. (3.3.4), here shown for $A_{11}$, also cf. Appendix A.2)

$$\bar{\tilde{K}}_1(\lambda) = \frac{1}{\lambda} k_1^{(+)}(\lambda) ,$$
$$\bar{\tilde{K}}_2(\lambda) = \frac{1}{\lambda} k_1^{(+)}(\lambda) \frac{(\lambda + \vartheta_1) \Delta^2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) \left[ (\lambda + \vartheta_1)^2 + v^2 \right]} ,$$
$$\bar{\tilde{K}}_{n+2}(\lambda) = (-1)^n \bar{\tilde{K}}_2(\lambda) \left( \frac{(\lambda + \vartheta_1) \Delta^2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) \left[ (\lambda + \vartheta_1)^2 + v^2 \right]} \right)^n ,$$

with $k_1^{(+)}(\lambda)$ from Eq. (3.4.13),

$$k_1^{(+)}(\lambda) = -\frac{\Delta^2}{\lambda} \int_0^\infty d\tau e^{-\lambda \vartheta_1 \tau} \cos(\pi K_1 + v \tau)$$

and $n = 1, 2, 3, \ldots$. We sum up all contributions and obtain

$$\bar{\tilde{K}}(\lambda) = \frac{1}{\lambda} k_1^{(+)}(\lambda) \frac{1}{1 + \frac{(\lambda + \vartheta_1) \Delta^2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) \left[ (\lambda + \vartheta_1)^2 + v^2 \right]} } .$$

This is the basic building block for all other contributions and we obtain in place of Eq. (3.5.11)

$$\bar{\alpha}_1 = \frac{\lambda + \vartheta_1}{\lambda + \vartheta_1 + \vartheta_2} \lambda k_1^{(+)}(\lambda) \frac{1}{1 + \frac{(\lambda + \vartheta_1) \Delta^2 \cos(\pi K_2)}{(\lambda + \vartheta_1 + \vartheta_2) \left[ (\lambda + \vartheta_1)^2 + v^2 \right]} } ,$$
$$\bar{\alpha}_2 = \frac{\lambda + \vartheta_2}{\lambda + \vartheta_1 + \vartheta_2} \lambda k_1^{(+)}(\lambda) \frac{1}{1 + \frac{(\lambda + \vartheta_2) \Delta^2 \cos(\pi K_1)}{(\lambda + \vartheta_1 + \vartheta_2) \left[ (\lambda + \vartheta_2)^2 + v^2 \right]} } .$$
The subscript in \( \kappa_{1,2}^{(+)} \) denotes the kernels in Eq. (3.4.13) for the \( \sigma \)- and \( \tau \)-spin respectively. Summing over higher orders, according to Eq. (3.5.16), and with

\[
\beta_1^{(+)} = \frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \left( \frac{\bar{\alpha}_1 - \bar{\alpha}_1 \bar{\alpha}_2}{1 - \bar{\alpha}_2 \bar{\alpha}_1} \right), \quad \beta_2^{(+)} = \frac{\lambda + \vartheta_1 + \vartheta_2}{\lambda} \left( \frac{\bar{\alpha}_2 - \bar{\alpha}_1 \bar{\alpha}_2}{1 - \bar{\alpha}_2 \bar{\alpha}_1} \right),
\]

(3.5.21)

and

\[
\beta_1^{(-)} = \left( 1 - \frac{v_z}{\lambda + \vartheta_1} \tan(\pi K_1) \right) \beta_1^{(+)}, \quad \beta_2^{(-)} = \left( 1 - \frac{v_z}{\lambda + \vartheta_2} \tan(\pi K_2) \right) \beta_2^{(+)},
\]

(3.5.22)

the result for \( \langle \sigma_z \tau_z(\lambda) \rangle \) is \(^1\)

\[
\langle \sigma_z \tau_z(\lambda) \rangle = \frac{1}{\lambda} \left( 1 - \frac{\beta_1^{(-)} + \beta_2^{(-)}}{1 + \beta_1^{(+)} + \beta_2^{(+)}} \right) = \frac{1}{\lambda} N(\lambda) \frac{D(\lambda)}{D(\lambda)}.
\]

(3.5.23)

For equal \( \Delta \) and \( \vartheta \) the denominator \( D(\lambda) \) reduces to the order \( \lambda^4 \) and the numerator and denominator adopt the form

\[
N(\lambda) = 2 K \pi v_z \Delta^2 (2 \vartheta + \lambda) + \lambda (v_z^2 (2 \vartheta + \lambda) + (\vartheta + \lambda) (2 \Delta^2 + (2 \vartheta + \lambda) (2 \vartheta + \lambda))),
\]

\[
D(\lambda) = \lambda^4 + \lambda^3 4 \vartheta + \lambda^2 (\Omega_+^2 + \Omega_2^2 - v_z^2 + 5 \vartheta^2)
\]

\[
+ \lambda (2 v_z^2 \vartheta + 8 \Delta^2 \vartheta + 2 \vartheta^3) + 4 \Delta^2 \vartheta^2.
\]

(3.5.24)

In general the denominator \( D(\lambda) \) is of order \( \lambda^6 \) and numerator and denominator are

\[
N(\lambda) = \left( \pi v_z K_1 \Delta_1^2 + \lambda \left( v_z^2 + (\lambda + \vartheta_1) \right) \right) (\lambda + \vartheta_2) - \pi v_z K_2 \Delta_2^2 (\lambda + \vartheta_1) \Delta_1^2
\]

\[
+ \Delta_2^2 \left( \lambda + \vartheta_1 \right) \left( \pi v_z K_2 \Delta_2^2 + \lambda \left( v_z^2 + (\lambda + \vartheta_2) \right) \right) - \pi v_z \lambda \Delta_1^2 (\lambda + \vartheta_2)
\]

\[
+ \lambda (\lambda + \vartheta_1 + \vartheta_2) \left\{ \pi v_z K_1 \left( \lambda + \vartheta_1 \right) \right\} \Delta_1^2
\]

\[
+ \lambda \left( \lambda + \vartheta_1 + \vartheta_2 \right) \left\{ \left( v_z^2 + 2 (\lambda + \vartheta_2) \vartheta_1 + 2 \lambda (\lambda + \vartheta_2) \right) \Delta_1^2
\]

\[
+ \Delta_2^2 (2 \lambda^2 + 2 (\vartheta_1 + \vartheta_2) \lambda + \vartheta_2 (\vartheta_1 + \vartheta_2)) \right\} v_z^2
\]

\[
+ \lambda (\lambda + \vartheta_1) \left( \lambda + \vartheta_2 \right) \left\{ \Delta_1^4 + \left( 2 \lambda^2 + 2 (\vartheta_1 + \vartheta_2) \lambda - 2 \Delta_2^2 + \vartheta_2 (\vartheta_1 + \vartheta_2) \right) \Delta_1^2
\]

\[
+ \left( \Delta_2^2 + \lambda (\lambda + \vartheta_2) \right) \left( \Delta_2^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2) \right) \right\}.
\]

(3.5.25)

\(^1\)Using the generalized form of the coupled equations of motion given in Appendix A.2 leads to the same result.
Alternatively, written with the eigenfrequencies and ordered by powers of \( \lambda \)

\[
N(\lambda) = \lambda^6 + 3 (\vartheta_1 + \vartheta_2) \lambda^5 + \left( v_z^2 + 3 \vartheta_1^2 + 3 \vartheta_2^2 + \frac{1}{2} \left( \Omega_1^2 + \Omega_2^2 \right) + 8 \vartheta_1 \vartheta_2 \right) \lambda^4 \\
+ \left[ \vartheta_1^3 + 7 \vartheta_2 \vartheta_1^2 + (4v_z^2 + 2 \Delta_1^2 + \Delta_2^2 + 7 \vartheta_2^2) \vartheta_1 + \pi v_z K_1 \Delta_1^2 + \pi v_z K_2 \Delta_2^2 \\
+ \vartheta_2 (4v_z^2 + \Delta_1^2 + 2 \Delta_2^2 + \vartheta_2^2) \right] \lambda^3 \\
+ \left[ \frac{1}{2} (\Omega_1^2 + \Omega_2^2 + 6 \vartheta_1^2 + 6 \vartheta_2^2 + 8 \vartheta_1 \vartheta_2) v_z^2 + \pi K_1 \Delta_1^2 (3 \vartheta_1 + \vartheta_2) v_z \\
+ \pi K_1 \Delta_1^2 (\vartheta_1 + 3 \vartheta_2) v_z + \Delta_1^2 \vartheta_1 (\vartheta_1 + 2 \vartheta_2) \\
+ \vartheta_2 (2 \vartheta_1 + \vartheta_2) (\Delta_2^2 + \vartheta_1 (\vartheta_1 + 2 \vartheta_2)) \right] \lambda^2 \\
+ \left[ (v_z^2 + \vartheta_2^2) \vartheta_1^3 + \vartheta_2 (v_z^2 + \Delta_1^2 + \vartheta_2) \vartheta_1^2 + (v_z^2 + \Delta_2^2) (v_z^2 + \vartheta_2^2) \vartheta_1 \\
+ \pi v_z K_2 \Delta_2^2 (v_z^2 - \Delta_1^2 + \Delta_2^2 + 3 \vartheta_1^2 + 2 \vartheta_1 \vartheta_2) + v_z^2 \vartheta_2 (v_z^2 + \Delta_1^2 + \vartheta_2^2) \\
+ \pi v_z K_1 \Delta_1^2 (v_z^2 + \Delta_1^2 - \Delta_2^2 + 3 \vartheta_2^2 + 2 \vartheta_1 \vartheta_2) \right] \lambda \\
+ \pi v_z \left[ K_1 (\vartheta_1 (v_z^2 + \vartheta_2^2) + \vartheta_2 (v_z^2 + \Delta_1^2 - \Delta_2^2 + \vartheta_2^2)) \Delta_1^2 \\
+ K_2 \Delta_2^2 (\vartheta_1 (v_z^2 - \Delta_1^2 + \Delta_2^2 + \vartheta_2^2) + (v_z^2 + \vartheta_2^2) \vartheta_2) \right] ,
\]

\[
D(\lambda) = \lambda^6 + 3 (\vartheta_1 + \vartheta_2) \lambda^5 + (\Omega_1^2 + \Omega_2^2 + 3 \vartheta_1^2 + 3 \vartheta_2^2 + 8 \vartheta_1 \vartheta_2) \lambda^4 \\
+ (\vartheta_1 + \vartheta_2) (4v_z^2 + 4 \Delta_1^2 + 4 \Delta_2^2 + \vartheta_1^2 + \vartheta_2^2 + 6 \vartheta_1 \vartheta_2) \lambda^3 \\
+ \left[ 2 \vartheta_2 \vartheta_1^3 + (2 \Delta_1^2 + 5 \vartheta_2^2 + 3 (v_z^2 + \Delta_2^2)) \vartheta_1^2 \\
+ \vartheta_2 (4v_z^2 + 7 \Delta_1^2 + 7 \Delta_2^2 + 2 \vartheta_2^2) \vartheta_1 + \Omega_2^2 \Omega_1^2 + (2 \Delta_2^2 + 3 (v_z^2 + \Delta_1^2)) \vartheta_2^2 \right] \lambda^2 \\
+ (\vartheta_1 + \vartheta_2) \left[ \Delta_1^4 + (2v_z^2 - 2 \Delta_2^2 + \vartheta_2^2 + 3 \vartheta_1 \vartheta_2) \Delta_1^2 + \Delta_2^4 \\
+ \Delta_2^2 (2v_z^2 + \vartheta_1^2 + 3 \vartheta_1 \vartheta_2) + (v_z^2 + \vartheta_1^2) (v_z^2 + \vartheta_2^2) \right] \lambda \\
+ \Delta_1^4 \vartheta_1 \vartheta_2 + \Delta_2^2 \vartheta_1 (v_z^2 + \Delta_1^2 + \vartheta_2^2) + (v_z^2 + \vartheta_1^2) \vartheta_2 \\
+ \Delta_1^2 \vartheta_1 (\vartheta_1 (v_z^2 + \vartheta_2^2) + \vartheta_2 (v_z^2 - 2 \Delta_2^2 + \vartheta_2^2)) \right] .
\]

The long time behavior is in agreement with the Boltzmann distribution of Eq. (3.1.11) for identical spins in the Markov limit, i.e.,

\[
\langle \sigma_z \tau_z \rangle_{eq} = \frac{v_z}{2T} .
\]

### 3.5.1 Low temperature and one-boson self-energy

Again, the next step is to perform a systematic low temperature approximation for the denominator of \( \langle \sigma_z \tau_z \rangle \) from Eq. (3.5.23), and further, to derive the one-boson self-energy, which allows us to expand the low temperature approximation to the quantum-noise regime.
First, we make an expansion around $\lambda = \pm i \Omega_+ - \kappa_3$ and $\lambda = \pm i \Omega_- - \kappa_4$ up to first order in the temperatures $\vartheta_1$ and $\vartheta_2$ and to first order in $\kappa_3$ and $\kappa_4$. The results are
\[
\kappa_3 = \frac{\vartheta_1 + \vartheta_2}{2} \quad \text{and} \quad \kappa_4 = \frac{\vartheta_1 + \vartheta_2}{2}. \tag{3.5.28}
\]
A direct expansion around the relaxation poles $\lambda = -\kappa_{5,6}$ does not work because they appear in a quadratic form. We instead make the ansatz
\[
(\lambda + i \Omega_+ + \kappa_3)(\lambda - i \Omega_+ + \kappa_3)(\lambda + i \Omega_- + \kappa_4)(\lambda - i \Omega_- + \kappa_4)(\lambda + \kappa_5)(\lambda + \kappa_6) \tag{3.5.29}
\]
for the denominator of $\langle \sigma_z \tau_z \rangle$ and identify the coefficients by comparison. This results in six Vieta relations, where we can use those for $\lambda^0$ and $\lambda^1$ to determine $\kappa_5$ and $\kappa_6$. By keeping terms of order $O(\vartheta^2)$, we get
\[
\kappa_5 \kappa_6 = \frac{(\Delta_1^2 - \Delta_2^2)^2}{\Omega_+^2 \Omega_-^2} \vartheta_1 \vartheta_2 + v_z^2 (\vartheta_1 + \vartheta_2)(\Delta_1^2 \vartheta_1 + \Delta_2^2 \vartheta_2), \tag{3.5.30}
\]
and
\[
\kappa_5 + \kappa_6 = \vartheta_1 + \vartheta_2. \tag{3.5.31}
\]
Solving (3.5.30) for $\kappa_{5,6}$ yields
\[
\kappa_5 = \frac{\Omega_+^2 - \Delta_1^2}{\Omega_+^2 - \delta^2} \vartheta_1 + \frac{\Omega_-^2 - \Delta_2^2}{\Omega_-^2 - \delta^2} \vartheta_2 \quad \text{and} \quad \kappa_6 = \frac{\Delta_1^2 - \delta^2}{\Omega_+^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 - \delta^2}{\Omega_-^2 - \delta^2} \vartheta_2. \tag{3.5.31}
\]
In next order of $\vartheta_{1,2}$ we get a frequency shift for $\Omega_+$ and $\Omega_-$. It can be calculated by a series expansion of the denominator up to second order in $\vartheta_{1,2}$ and to first order in $\Omega_+^{(s)}$ and $\Omega_-^{(s)}$ around $\lambda = \pm i \left(\Omega_+ - \Omega_+^{(s)}\right) - \kappa_3$ and $\lambda = \pm i \left(\Omega_- - \Omega_-^{(s)}\right) - \kappa_4$. The results are
\[
\begin{align*}
\Omega_+^{(s)} &= -\frac{v_z^2 (v_z^2 + \Delta_1^2 + 3 \Delta_1 \Delta_2 + \Delta_2^2)}{4 \Delta_1 \Delta_2 \Omega_+^2} \vartheta_1 \vartheta_2 + \frac{v_z^4 + \Delta_1 (\Delta_1 + \Delta_2)^3 + v_z^2 \Delta_2 (3 \Delta_1 + 2 \Delta_2)}{8 \Delta_1 \Delta_2 \Omega_+^2} \vartheta_1^2 \\
&\quad + \frac{v_z^4 + \Delta_1 (\Delta_1 + \Delta_2)^3 + v_z^2 \Delta_1 (2 \Delta_1 + 3 \Delta_2)}{8 \Delta_1 \Delta_2 \Omega_+^2} \vartheta_2^2 \tag{3.5.32}
\end{align*}
\]
and
\[
\Omega_-^{(s)} = \frac{v_z^2 (v_z^2 + \Delta_1^2 - 3 \Delta_1 \Delta_2 + \Delta_2^2)}{4 \Delta_1 \Delta_2 \Omega_-^2} \vartheta_1 \vartheta_2 - \frac{v_z^4 - \Delta_2 (\Delta_1 - \Delta_2)^3 - v_z^2 \Delta_2 (3 \Delta_1 - 2 \Delta_2)}{8 \Delta_1 \Delta_2 \Omega_-^2} \vartheta_1^2 \\
&\quad - \frac{v_z^4 + \Delta_1 (\Delta_1 - \Delta_2)^3 + v_z^2 \Delta_1 (2 \Delta_1 - 3 \Delta_2)}{8 \Delta_1 \Delta_2 \Omega_-^2} \vartheta_2^2. \tag{3.5.33}
\]
We do not get a shift of the damping rates in order $\vartheta_1^2$ for $\kappa_3$ and $\kappa_4$. This can be seen by using the upper results and performing a series expansion around $\lambda = \pm i \left(\Omega_+ - \Omega_+^{(s)}\right) - \kappa_3 - \kappa_3^{(s)}$ and $\lambda = \pm i \left(\Omega_- - \Omega_-^{(s)}\right) - \kappa_4 - \kappa_4^{(s)}$. The results are
\[
\kappa_3^{(s)} = 0 \quad \text{and} \quad \kappa_4^{(s)} = 0. \tag{3.5.34}
\]
In any case, the generalization reads dependence to the quantum-noise regime. The rates $\kappa$ pole characteristic.

For the 5th and 6th pole we do not get a frequency shift, reflecting their pure relaxation pole characteristic.

A similar calculation as in Section (3.4.1) allows us to generalize the temperature dependence to the quantum-noise regime. The rates $\kappa_{3,4}$ generalize to

$$
\kappa_{3,4} = \frac{1}{2} \left( \theta_1^{(\Omega \pm)} + \theta_2^{(\Omega \pm)} \right),
$$

$$
\theta_1^{(\Omega \pm)} = \frac{\pi}{2} \frac{\Omega^2 - \Delta_1^2}{\Omega^2 - \delta^2} S_1(\delta) + \frac{\pi}{2} \frac{\Delta_1^2 - \delta^2}{\Omega^2 - \delta^2} S_1(\Omega),
$$

$$
\theta_2^{(\Omega \pm)} = \frac{\pi}{2} \frac{\Omega^2 - \Delta_2^2}{\Omega^2 - \delta^2} S_2(\delta) + \frac{\pi}{2} \frac{\Delta_2^2 - \delta^2}{\Omega^2 - \delta^2} S_2(\Omega).
$$

(3.5.35)

For $\kappa_{5,6}$ we need to be more careful. Since $\kappa_{5,6}$ appear in a quadratic form in $\lambda$ we need to keep terms of order $\mathcal{O}(K_{1,2}^2)$ in the self-energy. An alternative way is to take the results for the relaxation rates from the Bloch-Redfield calculation in Chapter 4 and determine the temperature generalization reversely starting from the high-temperature rates $\kappa_{5,6}$. In any case, the generalization reads

$$
\kappa_5 = \frac{\pi}{2} \frac{\Omega^2 - \Delta_1^2}{\Omega^2 - \delta^2} \theta_1^{(0)} + \frac{\pi}{2} \frac{\Omega^2 - \Delta_2^2}{\Omega^2 - \delta^2} \theta_2^{(0)},
$$

$$
\kappa_6 = \frac{\pi}{2} \frac{\Delta_1^2 - \delta^2}{\Omega^2 - \delta^2} \theta_1^{(0)} + \frac{\pi}{2} \frac{\Delta_2^2 - \delta^2}{\Omega^2 - \delta^2} \theta_2^{(0)},
$$

(3.5.36)

with the generalized temperatures

$$
\theta_1^{(0)} = \frac{\pi}{4} \left( S_{1,2}(\Omega) + S_{1,2}(\delta) \pm \frac{\Delta_1^4 + \nu_2^2 \Delta_1^2}{(\Omega^2 - \delta^2) \Delta_1^2} \left[ S_{1,2}(\Omega) - S_{1,2}(\delta) \right] 
+ \frac{2 \nu_2^2 \Delta_{2,1}^2}{(\Omega^2 - \delta^2) \Delta_1^2} \left[ S_{2,1}(\Omega) - S_{2,1}(\delta) \right] \right).
$$

(3.5.37)

We have used the abbreviation $\Delta_1^2 \pm \Delta_2^2 = \Delta_4^2$. These expressions can be significantly simplified to

$$
\kappa_5 = \frac{\pi}{2} \frac{\Omega^2 - \Delta_1^2}{\Omega^2 - \delta^2} S_1(\delta) + \frac{\pi}{2} \frac{\Omega^2 - \Delta_2^2}{\Omega^2 - \delta^2} S_2(\delta),
$$

$$
\kappa_6 = \frac{\pi}{2} \frac{\Delta_1^2 - \delta^2}{\Omega^2 - \delta^2} S_1(\Omega) + \frac{\pi}{2} \frac{\Delta_2^2 - \delta^2}{\Omega^2 - \delta^2} S_2(\Omega).
$$

(3.5.38)

This makes clear that the transition to the quantum-noise regime is done by replacing $\theta_{1,2}$ with the corresponding $S_{1,2}(\Omega, \delta)$. We see by comparing the above results with (3.5.35), that $\kappa_{3,4}$ may as well be written as $\kappa_{3,4} = (\kappa_5 + \kappa_6)/2$ (also compare Eqs. (3.5.28) and (3.5.30)).

Now, we proceed and calculate the residues of $\langle \sigma_z \tau_z \rangle$. We get for the amplitudes
belonging to the poles $\lambda = \pm i \Omega_+ - \kappa_3$ and $\lambda = \pm i \Omega_- - \kappa_4$

$$\text{Res} \left[ \sigma_z \tau_z (\lambda = \pm i \Omega_+ - \kappa_3) \right] = \frac{1}{4} \left( 1 - \frac{v_z^2}{\Omega_+^2} \right),$$
$$\text{Res} \left[ \sigma_z \tau_z (\lambda = \pm i \Omega_- - \kappa_4) \right] = \frac{1}{4} \left( 1 - \frac{v_z^2}{\Omega_-^2} \right).$$

The residues describing the equilibrium contribution and the relaxation rates are

$$\text{Res} \left[ \sigma_z \tau_z (\lambda = 0) \right] = \frac{v_z}{2T} = \langle \sigma_z \tau_z \rangle_{eq},$$
$$\text{Res} \left[ \sigma_z \tau_z (\lambda = \kappa_3) \right] = \frac{v_z^2 \delta^2}{(\Omega_+^2 - \delta^2) \Omega_+^2} + \frac{\delta^2 \langle \sigma_z \tau_z \rangle_{eq}}{\Omega_+^2 - \delta^2},$$
$$\text{Res} \left[ \sigma_z \tau_z (\lambda = \kappa_6) \right] = \frac{v_z^2 \Omega_+^2}{(\Omega_+^2 - \delta^2) \Omega_+^2} - \frac{\Omega_+^2 \langle \sigma_z \tau_z \rangle_{eq}}{\Omega_+^2 - \delta^2} .$$

Observe that the equilibrium contribution is in agreement with the Markov limit of Eq. (3.1.11).

### 3.5.2 Large coupling $v_z$ and/or high temperature

The dynamics of $\langle \sigma_z \tau_z (t) \rangle$ for large coupling $v_z$ and/or high temperature is described in leading order by pure relaxation

$$\langle \sigma_z \tau_z (t) \rangle = (1 - \langle \sigma_z \tau_z \rangle_{eq}) e^{-\gamma_{\sigma \tau} t} + \langle \sigma_z \tau_z \rangle_{eq} .$$

In the large-coupling limit, $v_z \gg \Delta_{1,2}$, $\theta_{1,2}$, the relaxation rate $\gamma_{\sigma \tau}$ is calculated to

$$\gamma_{\sigma \tau} = \frac{\Delta_1}{v_z^2} \vartheta_1 + \frac{\Delta_2}{v_z^2} \vartheta_2 .$$

The relaxation rate of the effective single spin receives rate contributions from both the $\sigma$- and the $\tau$-spin as if these were independent biased spins in contact with their own heat reservoir. The two terms describe single-spin contributions for large bias.

On the other hand, in the high temperature limit, $\vartheta_{1,2} \gg v_z$, $\Delta_{1,2}$, the relaxation rate adopts a Kondo-like form

$$\gamma_{\sigma \tau} = \frac{\Delta_1}{v_z^2} + \frac{\Delta_2}{v_z^2} .$$

We consider next the regime $\vartheta_1 \gg \Delta_1, \Delta_2, v_z$. Here, the spin $\sigma$ behaves Kondo-like as in Eq. (3.4.53). The dynamics of the $\sigma$-spin should be almost frozen compared to that of the $\tau$-spin. Therefore, we assume that $\langle \sigma_z \tau_z (t) \rangle$ describes the behavior of a biased single spin-boson model as $\vartheta_1$ is increased. Keeping terms of linear order in $\gamma_\sigma$ (see Eq. (3.4.53)) in the pole equation, the expression (3.5.23) with (3.5.25) takes the form

$$\langle \sigma_z \tau_z (\lambda) \rangle = \frac{\lambda^2 + 2 \vartheta_2 \lambda + v_z^2 + \vartheta_2^2 + \pi K_2 v_z \Delta_2^2 / \lambda}{\lambda^3 + 2 (\vartheta_2 + \gamma_\sigma) \lambda^2 + (\Delta_2^2 + v_z^2 + \vartheta_2^2 + 3 \gamma_\sigma \vartheta_2) \lambda + \Delta_2^2 \vartheta_2 + \gamma_\sigma (v_z^2 + \vartheta_2^2)} .$$

In the limit $\gamma_\sigma \to 0$ this form reduces indeed to the expression $\langle \tau_z (\lambda) \rangle$ of a biased spin-boson model in the Markov-regime (see Section 2).
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Figure 3.10: $\langle \sigma_z \tau_z \rangle$: real and imaginary part of $\lambda_j$ with $v_z = 0.5$, $\Delta = 1$. The behavior is the same for all temperature and there are no crossover temperatures. The colors red, green, blue, and black label Re [$\lambda_j$] and Im [$\lambda_j$], with $j = 1, 2, 3, 4$.

Figure 3.11: $\langle \sigma_z \tau_z \rangle$: absolute part of $\langle \sigma_z \tau_z \rangle$ with $v_z = 0.4$, $\Delta = 1$, and $K = 0.05$. The colors red, green, blue, and black label $|A_j|$ with $j = 1, 2, 3, 4$.

3.5.3 Qualitative features of identical spins

Here we will analyze the dependence of $\langle \sigma_z \tau_z \rangle$ on temperature for the case of two identical spins. This means $\vartheta = \vartheta_1 = \vartheta_2$ and $\Delta = \Delta_1 = \Delta_2$. The resulting equation for $\langle \sigma_z \tau_z \rangle$ is of fourth order in the denominator.

The real and imaginary part of the zeros is shown in Fig. 3.10. In Fig. 3.11 the absolute part is shown. We have two real poles and one complex conjugate pole for all temperature; there is no crossover temperature. The amplitudes of the oscillatory contribution are equal and approach zero for high temperature. The stronger damped relaxation pole has an amplitude below the oscillatory amplitudes and also approaches zero for increasing temperature. The weakly damped relaxation pole is Kondo-like and is dominating for high temperature. Its amplitude approaches zero once for low temperature.
3.6 Other forms of mutual coupling

So far, we have studied two spins interacting via longitudinal $v_z$ coupling, i.e., with $-\frac{\omega}{2} \sigma_z \tau_z$. This is an Ising type model. But the two spins might also interact via the transverse $x$ and/or $y$ components. If we include all interaction types and bias terms $\epsilon_{1,2}$ we end up with the Hamiltonian

$$H = -\frac{\Delta_1}{2}(\sigma_x \otimes \mathbb{1}_2) - \frac{\Delta_2}{2}(\mathbb{1}_2 \otimes \tau_x) - \frac{v_x}{2}(\sigma_x \otimes \tau_x) - \frac{v_y}{2}(\sigma_y \otimes \tau_y) - \frac{v_z}{2}(\sigma_z \otimes \tau_z) - \frac{\epsilon_1}{2}(\sigma_z \otimes \mathbb{1}_2) - \frac{\epsilon_2}{2}(\mathbb{1}_2 \otimes \tau_z) \quad (3.6.1)$$

The characteristic polynomial of this Hamiltonian, $\det(H - \omega \mathbb{1}_4)$, is of a biquadratic form plus a linear term in $\omega$, which reads $\omega(v_x \epsilon_1 \epsilon_2 + v_x \Delta_1 \Delta_2 - v_x v_y v_z)$. It vanishes for $v_x = 0$ and if one of the biases is equal to zero. In this case, an analytic solution of the Hamiltonian plus bath can be done. If both biases are zero, it is possible to gain analytic solutions even for $v_x \neq 0$. Otherwise only systematic approximations are feasible. The equations of motion in the Heisenberg picture for the above Hamiltonian result in a set of 15 coupled equations, which are shown in Appendix A.2.

In the remainder of this section we discuss two spins with simultaneous $v_y$ and $v_z$ coupling. This type of coupling, together with the pure $v_z$ coupling, is most relevant for charge/flux Josephson junction devices\(^2\). The necessary steps are similar to the analysis of the Sections 3.1 – 3.5. We start with the diagonalization matrix $U$

$$U = \frac{1}{2} \begin{pmatrix} \cos(\Theta_1) & \sqrt{1 + \sin(\Theta_1)} & \sqrt{1 + \sin(\Theta_1)} & \cos(\Theta_1) \\ \sqrt{1 + \sin(\Theta_2)} & \cos(\Theta_2) & \sqrt{1 - \sin(\Theta_2)} & \sqrt{1 + \sin(\Theta_2)} \\ -\sqrt{1 - \sin(\Theta_2)} & \cos(\Theta_2) & \sqrt{1 - \sin(\Theta_2)} & -\sqrt{1 + \sin(\Theta_2)} \\ \sqrt{1 - \sin(\Theta_1)} & -\sqrt{1 + \sin(\Theta_1)} & -\sqrt{1 - \sin(\Theta_1)} & \sqrt{1 - \sin(\Theta_1)} \end{pmatrix}, \quad (3.6.2)$$

where the mixing angles read

$$\Theta_1 = \arctan \left( \frac{v_y - v_z}{\Delta_1 + \Delta_2} \right) \quad \text{and} \quad \Theta_2 = \arctan \left( \frac{v_y + v_z}{\Delta_1 - \Delta_2} \right). \quad (3.6.3)$$

This leads to the diagonalized Hamiltonian

$$\tilde{H} = U H U^{-1} = -\frac{\Omega}{2} (\sigma_z \otimes \mathbb{1}) - \frac{\delta}{2} (\mathbb{1} \otimes \tau_z), \quad (3.6.4)$$

with the eigenfrequencies

$$\Omega = \frac{1}{2} (\Omega_+ + \Omega_-), \quad \delta = \frac{1}{2} (\Omega_+ - \Omega_-), \quad (3.6.5)$$

$$\Omega_+ = \sqrt{(\Delta_1 + \Delta_2)^2 + (v_y - v_z)^2}, \quad \Omega_- = \sqrt{(\Delta_1 - \Delta_2)^2 + (v_y + v_z)^2}.$$\(^2\)

\(^2\)In Appendix A.2, we study two spins interacting with $v_y$ coupling alone, afterwards two spins with $v_x$, $v_y$, and $v_z$ coupling, and finally two spins with $v_y$ and $v_z$ coupling and a bias $\epsilon_1$. 
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These eigenfrequencies fulfill the Vieta relations
\[
\Omega^2 + \Omega^2 = 2(\Delta^2 + \Delta^2 + v_y^2 + v_z^2), \quad \Omega^2 + \delta^2 = \Delta^2 + \Delta^2 + v_y^2 + v_z^2, \quad \Omega^2 \delta^2 = (v_y v_z - \Delta_1 \Delta_2)^2. \tag{3.6.6}
\]
The thermodynamical equilibrium values are calculated to (cf. Sec. 3.1)
\[
\langle \sigma_z \rangle_{eq} = \langle \tau_z \rangle_{eq} = 0 \tag{3.6.7}
\]
and
\[
\langle \sigma_z \tau_z \rangle_{eq} = \frac{(\Omega v_y + \delta v_z) \tanh \left( \frac{\delta \beta}{T} \right) - (\delta v_y + \Omega v_z) \tanh \left( \frac{\beta \Omega}{T} \right)}{\delta^2 - \Omega^2}. \tag{3.6.8}
\]
Thereby, the leading contributions for high temperature are
\[
\langle \sigma_z \tau_z \rangle_{eq} \approx \frac{v_z}{2T} - \frac{1}{24 T^3} [v_z (\delta^2 + \Omega^2) + v_y \delta \Omega] + \mathcal{O} \left( \frac{1}{T} \right)^5. \tag{3.6.9}
\]
We see that the \( v_y \) coupling is irrelevant for the equilibrium value of \( \langle \sigma_z \tau_z \rangle_{eq} \) in leading order of high temperature, regardless of its value.

For the undamped system in Laplace space we obtain the following expressions
\[
\langle \sigma_z (\lambda) \rangle = \frac{\lambda (\lambda^2 + \Delta_1^2 + \Delta_2^2)}{\lambda^2 + \Omega^2}) (\lambda^2 + \delta^2), \tag{3.6.10}
\]
\[
\langle \sigma_z \tau_z (\lambda) \rangle = \frac{N_{\sigma_z \tau_z}}{D_{\sigma_z \tau_z}},
\]
where numerator and denominator of \( \langle \sigma_z \tau_z (\lambda) \rangle \) are given by
\[
N_{\sigma_z \tau_z} = v_y^4 + (2\lambda^2 + \Delta_1^2 + \Delta_2^2 - 2 \Omega^2) v_y^2 + 4 \Delta_1 \Delta_2 v_y v_z + (\lambda^2 + \Omega^2) (\lambda^2 + \Delta_1^2 + \Delta_2^2 + \delta^2), \tag{3.6.11}
\]
\[
D_{\sigma_z \tau_z} = \lambda [\lambda^2 + \Omega^2]^2 [\lambda^2 + \Omega^2].
\]
The kernel for \( \langle \sigma_z (\lambda) \rangle \) in the white-noise limit is calculated straightforward with the equations of motion from Appendix A.2 and reads
\[
\mathcal{K}_{\sigma_z} = \frac{[(\lambda + \vartheta_1)^2 v_y^2 v_z \Delta_2^2 - 2 \Delta_1 \Delta_2 v_y v_z + \Delta_1^2 \Delta_2^2 (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2))}{(\lambda + \vartheta_1 + \vartheta_2) v_y^2 + (\lambda + \vartheta_1) (\Delta_1^2 + \Delta_2^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2))}. \tag{3.6.12}
\]
For \( \langle \sigma_z \tau_z (\lambda) \rangle \) the kernel \( \mathcal{K}_{\sigma_z \tau_z} (\lambda) = N_{\sigma_z \tau_z} / D_{\sigma_z \tau_z} \) reads
\[
N_{\sigma_z \tau_z} = (\lambda + \vartheta_1 + \vartheta_2) \left[ 2 v_y v_z \Delta_1 \Delta_2 (2 \lambda + \vartheta_1 + \vartheta_2) + v_y^2 (\lambda + \vartheta_2) \Delta_1^2 + \Delta_2^2 (\lambda + \vartheta_1) \right]
+ v_y^2 \left( \left( \lambda + \vartheta_1 \right) \Delta_1^2 + \Delta_2^2 \right) \left( \lambda + \vartheta_2 \right)
+ \left( \lambda + \vartheta_1 \right) \left( \lambda + \vartheta_2 \right) \left[ \Delta_1^4 + \left( \lambda + \vartheta_2 \right) (\lambda + \vartheta_1 + \vartheta_2) \right] - 2 \Delta_2^2 \right) \Delta_1^2
+ \Delta_2^2 \left( \lambda + \vartheta_2 \right) \left( \lambda + \vartheta_1 \right) \right],
\]
\[
D_{\sigma_z \tau_z} = (\lambda + \vartheta_1 + \vartheta_2) v_y^4 + 2 v_y \Delta_1 \Delta_2 (2 \lambda + \vartheta_1 + \vartheta_2) v_y + v_y^4 (\lambda + \vartheta_1 + \vartheta_2) + v_y^2 \left( \lambda + \vartheta_2 \right) \left( \lambda + \vartheta_1 + \vartheta_2 \right) \left( \lambda + \vartheta_1 \right) \left( \lambda + \vartheta_2 \right) \left( \lambda + \vartheta_1 + \vartheta_2 \right)
+ (\lambda + \vartheta_1 + \vartheta_2) \left( \lambda + \vartheta_1 \right) \left( \lambda + \vartheta_2 \right) \left( \lambda + \vartheta_1 + \vartheta_2 \right) \left( \lambda + \vartheta_1 \right) \left( \lambda + \vartheta_2 \right) \left( \lambda + \vartheta_1 + \vartheta_2 \right) \right].
\]
And as usual, with these kernels the form of \( \langle \sigma_z(\lambda) \rangle \) and \( \langle \sigma_z \tau_z(\lambda) \rangle \) is given by

\[
\langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma z}(\lambda)} \quad \text{and} \quad \langle \sigma_z \tau_z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma z \tau z}(\lambda)}.
\] (3.6.14)

The influence phase contributions can be calculated with the generalized coupled equations of motion given in Eq. A.2.8. However, we will not note the rather lengthy expressions.

### 3.6.1 Systematic weak damping approximation for low temperature

Here, we will derive results valid in leading order of low temperature and weak bath coupling. These are obtained by doing a systematic weak damping approximation, i.e., a series expansion of the denominator of \( \langle \sigma_z \rangle \) and \( \langle \sigma_z \tau_z \rangle \) up to first order in the temperatures \( \vartheta_1 \) and \( \vartheta_2 \) and to first order in \( \kappa_\Omega \) and \( \kappa_\delta \) around \( \lambda = \pm i \delta - \kappa_\delta \), \( \lambda = \pm i \Omega - \kappa_\Omega \), \( \lambda = \pm i \Omega - \kappa_{\Omega_+} \), \( \lambda = \pm i \Omega - \kappa_{\Omega_-} \), and the two pure relaxation poles of \( \langle \sigma_z \tau_z \rangle \), which we call \( \kappa_{01}, \kappa_{02} \). The results for the rates of \( \langle \sigma_z \rangle \) are

\[
\kappa_\Omega = \frac{3 \Omega^2 - 2 \Delta_1^2 - \Delta_2^2 - 2 v_y^2 - v_z^2}{2 (\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Omega^2 - \Delta_1^2 - v_z^2}{2 (\Omega^2 - \delta^2)} \vartheta_2, \\
\kappa_\delta = \frac{2 \Delta_1^2 + \Delta_2^2 + 2 v_y^2 + v_z^2 - 3 \delta^2}{2 (\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Delta_1^2 + v_z^2 - \delta^2}{2 (\Omega^2 - \delta^2)} \vartheta_2. \tag{3.6.15}
\]

For \( \langle \sigma_z \tau_z \rangle \) we obtain the rates

\[
\kappa_{\Omega_+} = \kappa_{\Omega_-} = \frac{\vartheta_1 + \vartheta_2}{2}, \\
\kappa_{01} = \frac{\Delta_1^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 + v_z^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_2, \\
\kappa_{02} = \frac{\Omega^2 - \Delta_1^2 - v_y^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Omega^2 - \Delta_2^2 - v_x^2}{\Omega^2 - \delta^2} \vartheta_2. \tag{3.6.16}
\]

We will postpone the generalization to the quantum-noise regime until Section 4.4, where we use the Bloch-Redfield method to calculate the respective expressions (see Eqs. (4.4.8), (4.4.16), and (4.4.17)).

The calculation of the amplitudes can be readily done in leading order of the damping.
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\[ J_0, J_1, J_2 \]

\[ 0.2, 0.4, 0.6, 0.8, 1.0, 1.2 \]

\[ 0, 1, 2, 3, 4 \]

\[ \langle \sigma_z \rangle: \] crossover temperatures that are separating coherent and incoherent regimes as functions of \( v_z, \Delta = 1, \) and \( v_y = -0.5. \)

Since simultaneous \( v_y \) and \( v_z \) coupling is special, as we will see in Section 3.7, we will shortly discuss some qualitative features. These are actually quite similar to sole \( v_z \) coupling, which was discussed in the Sections 3.4.3 and 3.5.3. The critical coupling strength for equal tunneling matrix elements and given \( v_y \) reads

\[ v_z^{cr} = \frac{1}{2} \left( \sqrt{2} \Delta^2 + v_y^2 - v_y \right). \]  

(3.6.18)

If we choose \( v_z < v_z^{cr} \) the denominator contains three crossover temperatures \( \vartheta_0^*, \vartheta_1^*, \) and \( \vartheta_2^* \) (see Fig. 3.12). For \( v_z = -v_y \) one of the crossover temperatures, \( \vartheta_0^* \), vanishes. In this regime, we have two dephasing rates for temperatures \( 0 < \vartheta < \vartheta_1^* \). Otherwise, the discussion of the Sections 3.4.3 and 3.5.3 applies.

\[ (3.6.17) \]
3.7 Path sums and quantum frustration of decoherence

In 2005 Novais et al. [29, 71] discovered reduced dissipation, when two uncorrelated baths are coupled to different non-commuting components of a single spin with a certain coupling strength. They observed a minimum in the decoherence rate due to the competition of the baths to localize the spin in one or another eigenstate, which are degenerate in energy. The non-commuting characteristic of the bath couplings prevents the spin to localize in one eigenstate. They dubbed this phenomenon frustration of decoherence.

We observe a similar behavior, if we take the results of the last subsection for \( v_y \) and \( v_z \) coupling (Sec. 3.6) and choose \( v_{y,z} = v \) and \( \Delta_{1,2} = \pm \Delta \), or \( v_{y,z} = \pm v \) and \( \Delta_{1,2} = \Delta \). For these specific values \( \Omega \) and \( \delta \) become degenerate (left degeneracy in Fig. 3.13) and we obtain a minimal damping rate, as can be seen in the time evolution of Fig. 3.14. This can be understood as a competition of two equally preferred ground states. The system could relax to parallel or anti-parallel alignment in \( y \) or \( z \) direction due to the couplings. And thus, the second spin-spin coupling partially suppresses decoherence. Here, the phenomenon is due to the non-commutative spin-spin couplings [29]. The undamped dynamics of \( \langle \sigma_z \rangle \) simplifies for these values to an unbiased single spin problem

\[
\langle \sigma_z(\lambda) \rangle \bigg|_{\vartheta_1=\vartheta_2=0} = \frac{\lambda}{\lambda^2 + \Delta^2 + v^2},
\]

with the effective frequency \( \Omega = \delta = \sqrt{\Delta^2 + v^2} \). Thus, the mutual coupling is only visible in the effective frequency.

It is instructive to study the quality factor of \( \langle \sigma_z \rangle \) and compare it with the quality factor of a single spin system with and without bias. The quality factor is defined as

\[
Q = \frac{\omega_i}{\gamma_i},
\]

where \( \lambda_i = \pm i \omega_i - \gamma_i \) are zeros of the denominator of \( \langle \sigma_z(\lambda) \rangle \) given in Eq. (3.6.14) and \( i = 1 \ldots 4 \). The quality factor \( Q \) describes the ratio of total energy in the system to
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Figure 3.14: Quantum frustration of decoherence for $\langle \sigma_z \rangle$. The damping is much smaller for $v_y = -v_z$ (red), than for $v_y = v_z$ (green). The parameters are $v_z = 0.2$, $\Delta_1 = \Delta_2 = 1$, $K = 0.01$, and $T = 2$.

the energy dissipation rate. The behavior of the quality factor around the degeneracy is shown in Fig. 3.15, with bias for the corresponding single spin, and in Fig. 3.16, without bias for the corresponding single spin. The quality factor shows an increase for two of the rates around the degeneracy, while the other two rates show a decrease in the quality factor. This explains the long coherence time at the degeneracy point observed in Fig. 3.14.

We can study the frustration effect in detail within the low-temperature regime. The systematic weak damping expansion of Sec. 3.6.1 breaks down for equal tunneling matrix $\Delta_{1,2} = \Delta$ and equal coupling strength (but different sign) $v_{y,z} = \pm v$ because the eigenfrequencies become degenerate, i.e., $\Omega = \delta = \sqrt{\Delta^2 + v^2}$. This can be seen by the weak damping rates in Eqs. (3.6.15) – (3.6.17), where most of the denominators diverge. But, we can study the behavior in the vicinity of the degeneracy by choosing small parameters $\epsilon$ and $\eta$ such that $\Delta_{1,2} = \Delta \pm \epsilon/2$ and $v_{y,z} = \pm v + \eta/2$. At the end, we take the limit $\epsilon \to 0$ and $\eta \to 0$. With the damping rates from Eq. (3.6.15), we obtain

$$\kappa_{\Omega,\delta} = \frac{3}{4} \vartheta_1 + \frac{1}{4} \vartheta_2 \mp \frac{\Delta}{4\Omega} (\vartheta_1 + \vartheta_2) \mp \frac{v}{4\Omega} (\vartheta_1 - \vartheta_2).$$

(3.7.3)

For a discussion of the results it is easier to use equal baths, i.e., $\vartheta_1 = \vartheta_2 = \vartheta$. Then we obtain

$$\kappa_{\Omega,\delta} = \vartheta \mp \frac{\Delta}{2\Omega} \vartheta.$$  

(3.7.4)

Thus, one of the dephasing rates is smaller and the other is larger compared to $\vartheta$. This can be seen in Figs. 3.15 and 3.16 as cups around $v_y = -v_z$, where the quality factor increases or decreases, respectively. $\kappa_{\Omega}$ approaches $\vartheta/2$ for vanishing coupling $v$, while $\kappa_{\delta} \to 3\vartheta/2$. The former is the dephasing rate of the unbiased spin-boson problem in the high temperature limit, the amplitude of the latter vanishes for $v \to 0$. Explicitly, the
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Figure 3.15: $\langle \sigma_z \rangle$: the quality factor $Q$ is plotted versus the coupling $v_y$. The single spin has a finite bias. Red and green are the two coupled spins, while blue is the single spin. In the left figure is shown $\lambda_3$ and $\lambda_4$, in the right figure $\lambda_1$ and $\lambda_2$. In the vicinity of $v_y = -v_z$ an increase of the two-spin quality factor is observed in the left figure that even exceeds the single spin quality factor. In the right figure a decrease of the quality factor occurs. The parameters are $v_z = \epsilon = 0.5$, $\Delta_1 = \Delta_2 = 1$, $K = 0.01$, and $T = 1$.

Figure 3.16: $\langle \sigma_z \rangle$: the quality factor versus the coupling $v_y$ is plotted. The bias of the single spin is zero but it has effective frequency $\sqrt{\Delta^2 + v_y^2}$. Red and green are the two coupled spins, while blue is the single spin. In the left figure is shown $\lambda_3$ and $\lambda_4$, in the right figure $\lambda_1$ and $\lambda_2$. In the vicinity of $v_y = -v_z$ an increase of the two spin quality factor is observed in the left figure that gets close to the single spin quality factor. In the right figure a decrease of the quality factor occurs. The parameters are $v_z = 0.5$, $\epsilon = 0$, $\Delta_1 = \Delta_2 = 1$, $K = 0.01$, $T = 1$. 
amplitudes of $\langle \sigma_z \rangle$ adopt for $v_y,z = \pm v$ and $\Delta_{1,2} = \Delta$ the form

$$\text{Res}[\langle \sigma_z(\lambda = \pm i\Omega - \kappa\Omega) \rangle] = \frac{1}{4} \left( 1 + \frac{\Delta + v}{\Omega} \right),$$

$$\text{Res}[\langle \sigma_z(\lambda = \pm i\delta - \kappa\delta) \rangle] = \frac{1}{4} \left( 1 - \frac{\Delta + v}{\Omega} \right).$$

If the coupling $v$ becomes small only $\text{Res}[\langle \sigma_z(\lambda = \pm i\Omega - \kappa\Omega) \rangle] \to 1/2$ effectively contributes.

For $\langle \sigma_z \tau_z \rangle$ the picture is similar. The respective eigenfrequencies become $\Omega_+ = 2\Omega$ and $\Omega_- = 0$. The rates change to

$$\kappa_{01,02} = \frac{\vartheta_1 + \vartheta_2}{2} \pm \frac{\Delta}{2\Omega} (\vartheta_1 - \vartheta_2) \pm \frac{v}{2\Omega} (\vartheta_1 + \vartheta_2),$$

$$\kappa_{\Omega_+} = \kappa_{\Omega_-} = \frac{\vartheta_1 + \vartheta_2}{2}. \tag{3.7.6}$$

The amplitudes are

$$\text{Res}[\langle \sigma_z \tau_z(\lambda = \pm i\Omega_+ - \kappa\Omega_+) \rangle] = \frac{\Delta^2}{4\Omega^2},$$

$$\text{Res}[\langle \sigma_z \tau_z(\lambda = \pm i\Omega_- - \kappa\Omega_-) \rangle] = \frac{1}{4}, \tag{3.7.7}$$

and

$$\text{Res}[\langle \sigma_z \tau_z(\lambda = -\kappa_{01,02}) \rangle] = \frac{v^2}{4\Omega^2}. \tag{3.7.8}$$

Thus for equal baths we obtain

$$\kappa_{01,02} = \vartheta \pm \frac{v}{\Omega} \vartheta \tag{3.7.9}$$

and again a decreased and an increased rate compared to $\vartheta$.

There is a second set of parameters leading to a degenerate spectrum of eigenenergies [51, 72]. The studies in [72] were done numerically and restricted to the Bloch-Redfield regime. For the values $v_y,v_z = \Delta_1,\Delta_2$ we get $\Omega_+ = \Omega_-$ and $\delta \to 0$. Additionally, we choose $\Delta_{1,2} = \Delta$ and

$$v_y = \sqrt{\frac{v^2}{2} - \sqrt{\frac{v^4}{4} - \Delta^4\kappa^2}} \quad \text{and} \quad v_z = \sqrt{\frac{v^2}{2} + \sqrt{\frac{v^4}{4} - \Delta^4\kappa^2}}, \tag{3.7.10}$$

where $v = \sqrt{v_y^2 + v_z^2}$ is the total length of the coupling vector. Meaningful results are only obtained for $v > \sqrt{2}\Delta$. Now, the eigenfrequencies of $\langle \sigma_z \rangle$ become $\Omega = \sqrt{\frac{v^2}{2} + v^2}$ and $\delta \to 0$. The energy spectrum becomes degenerate because $\Omega = \Omega_+ = \Omega_-$. We have
introduced in (3.7.10) a parameter \( \kappa \), which allows to study the behavior of \( \langle \sigma_z \rangle \) around the degeneracy point. The undamped dynamics of \( \langle \sigma_z \rangle \) reads

\[
\langle \sigma_z(\lambda) \rangle = \frac{v^2 + 2\Delta^2 + 2\Lambda^2 + \sqrt{v^4 - 4\Delta^4}}{2\lambda (\Lambda^2 + \Omega^2)}.
\] (3.7.11)

Performing a weak damping approximation at the degeneracy point \( \kappa = 1 \) leads to

\[
\kappa_\Omega = \frac{1}{4} \left( 3 + \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) \vartheta_1 + \frac{1}{4} \left( 1 - \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) \vartheta_2,
\]

\[
\kappa_\delta = \frac{1}{4} \left( 3 - \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) \vartheta_1 + \frac{1}{4} \left( 1 + \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) \vartheta_2,
\] (3.7.12)

or with equal baths

\[
\kappa_\Omega = \kappa_\delta = \vartheta.
\] (3.7.13)

But, as \( \delta \to 0 \), the result for \( \kappa_\delta \) is altered by a second order contribution (cf. (3.4.36)), which renormalizes \( \kappa_\delta \) to

\[
\kappa_\delta^\pm = \kappa_\delta \pm \sqrt{\frac{v^2 + \sqrt{v^4 - 4\Delta^4}}{2\sqrt{2}\Omega}} \left( \vartheta_1 + \vartheta_2 \right).
\] (3.7.14)

And thus leading again to a decreased and an increased relaxation rate. Since \( \delta \to 0 \), this parameter set gives only rise to a decrease of a relaxation rate within the white-noise regime. We will see within the Bloch-Redfield calculations that also dephasing rates show a minimum with non-vanishing oscillation frequency (see Sec. 4.5 and [72]). The amplitudes stay finite for all contributions and read

\[
\text{Res}\left[ \langle \sigma_z(\lambda = -\kappa_\delta^\pm) \rangle \right] = \frac{1}{2} \left( 1 + \frac{\sqrt{v^2 - 2\Delta^2}}{\Omega} \right) \pm \frac{1}{2} \frac{\sqrt{v^4 - 4\Delta^4}}{\sqrt{2}\Omega},
\]

\[
\text{Res}\left[ \langle \sigma_z(\lambda = \pm i\Omega - \kappa_\Omega) \rangle \right] = \frac{1}{2} \left( 1 - \frac{\sqrt{v^2 - 2\Delta^2}}{\Omega} \right).
\] (3.7.15)

The behavior in \( \langle \sigma_z \tau_z \rangle \) is similar again. We have a decrease (increase) of the relaxation rate \( \kappa_{01} (\kappa_{02}) \) around the degeneracy, while \( \kappa_{\Omega \pm} \) do not change,

\[
\kappa_{01,02} = \left( \frac{1 \pm \sqrt{\frac{v^4 - 4\Delta^4}{\Omega^2}}}{} \right) \frac{\vartheta_1 + \vartheta_2}{2} \quad \text{and} \quad \kappa_{\Omega \pm} = \frac{\vartheta_1 + \vartheta_2}{2}.
\] (3.7.16)

The amplitudes are

\[
\text{Res}\left[ \langle \sigma_z \tau_z(\lambda = \pm i\Omega_+ - \kappa_{\Omega_+}) \rangle \right] = \frac{\Delta^2}{\Omega^2},
\]

\[
\text{Res}\left[ \langle \sigma_z \tau_z(\lambda = \pm i\Omega_- - \kappa_{\Omega_-}) \rangle \right] = 0,
\] (3.7.17)

and

\[
\text{Res}\left[ \langle \sigma_z \tau_z(\lambda = -\kappa_{01,02}) \rangle \right] = \frac{v^2 \pm \sqrt{v^4 - 4\Delta^4}}{2\Omega^2}.
\] (3.7.18)
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Figure 3.17: Shown are the eigenfrequencies (left) \( \Omega, \delta, \Omega_+, \) and \( \Omega_- \) and the corresponding rates (right) \( \gamma_\Omega, \gamma_\delta, \gamma_{\Omega+}, \) and \( \gamma_{\Omega-} \) in the sequence red, green, blue, and black, respectively. Around \( v_y \approx 0.5 \) occurs an avoided level crossing of \( \Omega \) and \( \delta \). We have a decrease (increase) of the dephasing rates \( \gamma_\Omega \) (\( \gamma_\delta \)) around the level crossing. The parameters are \( \Delta_1 = \Delta_2 = 1, v_z = -0.6, K = 0.01, T = 10, \) and \( \epsilon_1 = 0.6. \)

Although we do not discuss in detail two coupled spins with bias, it is reasonable to note here that we observe a frustration of decoherence with bias, too. Using the results from Appendix A.2.3, we obtain for \( v_y \) and \( v_z \) coupling and bias \( \epsilon_1 \) a decreased and increased decoherence rate around an avoided level crossing of the eigenfrequencies. Here we do not have a complete degeneracy of the eigenfrequencies but a gap remains. The gap is proportional to the bias and the larger the gap, the smaller the frustration of decoherence. The results are shown in Figs. 3.17 and 3.18.

3.8 Density matrix and purity

The purity of a quantum mechanical system is defined as \( P = \text{tr} \rho^2 \) with the two extremes \( P = 1 \) for a pure state and \( P = 1/N \) for a fully mixed state, where \( N \) is given by the dimension of the respective Hilbert space\(^3\). It follows for the two coupled spins that \( P(t = 0) = 1 \) because we prepare our system in a pure state and \( P(t \to \infty) = 1/4 \) because the system equilibrates to a fully mixed state.

The normalized time derivative of the purity

\[
\gamma_{\text{eff}} = \frac{1}{P(t)} \frac{dP(t)}{dt} ,
\]

which characterizes an effective damping rate of the system, is a crucial quantity with prospect to quantum information processing. Since the smaller the effective damping

\(^3\) An alternative measure for the degree of mixture of a state is the von-Neumann entropy given by \( S_N = -\text{tr} \rho \ln \rho \), instead of the linear entropy \( S_1 = 1 - P \)
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Figure 3.18: Quantum frustration of decoherence for $\langle \sigma_z(t) \rangle$ and bias $\epsilon_1$. The damping is much smaller for $v_y = 0.5$ (red) than for $v_y = -0.5$ (green), i.e., the coherence time is larger around the level crossing. The parameters are $\Delta_1 = \Delta_2 = 1$, $v_z = -0.6$, $K = 0.01$, $T = 10$, and $\epsilon_1 = 0.6$.

Figure 3.19: Left: a minimum in $\gamma_{\text{eff}} = -\frac{1}{P(t)} \frac{dP(t)}{dt}$ with $\Delta_1 = \Delta_2 = \Delta$, $v_y = \zeta v_z$, and $t = 10^{-3}$. For $\zeta = -1$ we obtain $\Omega = \delta$. Right: initial preparation of the density matrix $\rho_{n,m}$ in the RR eigenstate with $n = 1, \ldots, 4$ and $m = 1, \ldots, 4$.

rate, the smaller the dephasing and/or relaxation of the system, and the longer any entanglement may be maintained. We have shown in the last section that we obtain decreased dephasing and/or relaxation rates for degenerate eigenvalues of $H_S$, implying a minimum in $\gamma_{\text{eff}}$. This is shown in Fig. 3.19.

To obtain the purity, it is necessary to calculate all 16 entries of the density matrix $\rho$ in the time regime. This can be done in leading order of the damping strength within the white-noise regime. For example, the result for $\langle \sigma_z \rangle$ in the time regime is

$$
\langle \sigma_z(t) \rangle = \frac{e^{-\kappa t} \cos(\Omega t) (\Omega^2 - \Delta_2^2 - v_z^2) + e^{-\kappa t} \cos(\delta t) (\Delta_2^2 + v_z^2 - \delta^2)}{\Omega^2 - \delta^2},
$$

(3.8.2)
Figure 3.20: Left: density matrix $\rho_{n,m}$ for some intermediate time $0 < t < \infty$. Right: density matrix $\rho_{n,m}$ for $t \to \infty$, where the diagonal states are populated with probability $1/4$ each and we are in a fully mixed state.

with $\kappa_{\Omega,\delta}$ from Eq. (3.6.15). Assembling all parts, the purity reads

$$P(t) = \frac{1}{4} + \frac{1}{8}(1 - C_\sigma) e^{-2\gamma_\sigma t} + \frac{1}{8}(1 + C_\sigma) e^{-2\gamma_\sigma t} + \frac{1}{8}(1 - C_\tau) e^{-2\gamma_\tau t} + \frac{1}{8}(1 + C_\tau) e^{-2\gamma_\tau t} + \frac{1}{8}(1 - C_{\Omega}) e^{-2\gamma_{\Omega} t} + \frac{1}{8}(1 + C_{\Omega}) e^{-2\gamma_{\Omega} t} \tag{3.8.3}$$

with the amplitudes

$$C_{\sigma,\tau} = \frac{\Delta_{1,2}^2 - \Delta_{2,1}^2 + v_y^2 - v_z^2}{\Omega^2 - \delta^2}, \quad C_{\Omega} = \frac{(v_y \mp v_z^2)}{\Omega^2_\pm}. \tag{3.8.4}$$

The subscript $\sigma$, $\tau$ identifies the corresponding spin. This function smoothly drops from the initial value $P(t = 0) = 1$ to $P(t \to \infty) = 1/4$.

The time evolution of the RDM $\rho(t)$ is shown for three different times in the Figs. 3.19 and 3.20. This is remarkable as we can really track the decay of the coherences.

### 3.9 Spin-boson environment

The study of linear environments has attracted a lot of interest in the last decades [1, 2, 12]. The linear environment model is based on a set of infinite many harmonic oscillators, which are weakly coupled to the system. Everything we need to describe the reduced dynamics of the system is the spectral density or power spectrum of the environment. A detailed knowledge of its microscopic structure is not required. The situation changes if the environment has a memory on the time scale of the system. For example, such a behavior occurs with solid state qubits surrounded by bistable impurities which gives rise to $1/f$ noise [73]. This might be charges with two states, that are switched by phonon interaction. They appear to play the dominating role in decohering a qubit in solid state.
3.9 Spin-boson environment

devices [21, 74, 75, 76]. An alternative use of this model is to consider one spin as a measuring device for a spin-boson setup.

To study the effects of a non-linear environment induced by a single bistable impurity, we choose the environment to be a spin-boson setup, i.e., we use the Hamiltonian

\[ H = -\frac{\epsilon_1}{2} \sigma_z - \frac{\Delta_1}{2} \sigma_x - \frac{v_z}{2} \sigma_z \tau_z + H_{SB}, \]

\[ H_{SB} = -\frac{\epsilon_2}{2} \tau_z - \frac{\Delta_2}{2} \tau_x - \frac{X}{2} \tau_z + \sum_{\alpha} \omega_{\alpha} a_{\alpha}^\dagger a_{\alpha}, \]

\[ X = \sum_{\alpha} c_{\alpha} (b_{\alpha}^\dagger + b_{\alpha}). \]

(3.9.1)

It consists of two two-state systems (\(\sigma\) and \(\tau\)) and the spin-spin coupling term \(\propto v_z\). The part \(H_{SB}\) corresponds to a spin-boson model. \(X\) summarizes the fluctuating bias forces acting on \(\tau_z\) due to the environment, where the coupling strength to the bath mode \(\alpha\) is described by \(c_{\alpha}\) and the bath is characterized in the same way as in Chapter 2. The spin \(\sigma\) is coupled to the environment only via the spin \(\tau\).

3.9.1 Gaussian and non-Gaussian behavior

If we consider the ohmic bath and the spin \(\tau\) as the environment for spin \(\sigma\) we end up with an environment that is in general non-Gaussian and non-Markovian [27, 56]. But nevertheless we can look at the validity range of a standard master equation approach. Therefore, we regard the spin \(\tau\) plus environment as an effective harmonic model with power spectrum \(S_{\tau}(\omega)\) of the effective coupling operator \(v_z \tau_z\),

\[ S_{\tau}(\omega) = \int_{-\infty}^{\infty} dt \frac{v_z^2}{2} \left[ \langle \tau_z(t) \tau_z(0) + \tau_z(0) \tau_z(t) \rangle_{eq} - \langle \tau_z \rangle_{eq}^2 \right] \exp i\omega t. \]  

(3.9.2)

We have subtracted the equilibrium population \(\langle \tau_z \rangle_{eq}^2\). The form (3.9.2) is valid as long as the coupling is weak and the dynamics of the SBE is fast enough. Given a range \(\tau_c\) of the correlation function (3.9.2), the master equation approach is limited to \(v_z \ll 1/\tau_c\). This means that for Gaussian behavior the frequencies of the system have to be much smaller than the typical frequencies of the environment, which is also known as motional narrowing. In the limit \(\tau_c \to 0\) we have a pure Gaussian bath with ohmic spectral density. This limit is realized in the case of high temperature. Otherwise the system can resolve details of the environmental dynamics and shows non-Gaussian behavior [77, Ch. 4]. This is comparable to Brownian motion, where it is convenient to assume that the mass of the particle is much greater than the masses of the solvent particles, i.e., only the collective action of the solvent particles is relevant, not a single one.

Thus, in the Gaussian case, we get for the relaxation and dephasing rate (see Eq. (2.4.13))

\[ \frac{1}{T_1} = \gamma_r = \frac{\pi}{2} \frac{\Delta^2}{\Omega^2} S_{\tau}(\Omega), \]

\[ \frac{1}{T_2} = \frac{1}{2T_1} + \frac{1}{T_2^*} = \frac{\gamma_r}{2} + \frac{\pi}{2} \frac{\epsilon^2}{\Omega^2} S_{\tau}(0), \]  

(3.9.3)
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Figure 3.21: Left: power spectrum \( S_\tau(\omega) \) for different temperatures (red: \( \vartheta = 1/5 \), green: \( \vartheta = 1.26 \), blue: \( \vartheta = 2.5 \) ). The transition from under-damped dynamics (red) to the pure incoherent regime (blue) is clearly visible. Right: the correlation time \( \tau_c \) for \( K = 0.01 \) and \( \Delta = 1 \). The condition \( v_z \tau_c = 1 \) separates the Gaussian and non-Gaussian regime.

where \( \Omega^2 = \Delta^2 + \epsilon^2 \) is the squared eigenfrequency of the system [2, 26, 60].

The spectral density in Eq. (3.9.2) allows us to make a prediction of the typical timescale of the equilibrium fluctuations of a spin-boson impurity, i.e., of the correlation time \( \tau_c \). For the uncoupled case \( v_z = 0 \), the impurity dynamics only depends on the bath coupling \( K \) and on the bath temperature. The power spectrum for low and intermediate temperature is approximately described by a superposition of two Lorentzians describing damped oscillations. By increasing temperature, we obtain a single Lorentzian, which is centered around the origin and thus describes pure damped behavior (see Fig. 3.21). The correlation time may be approximately identified by the half-width at half-maximum of the power spectrum

\[ S_\tau(1/\tau_c) = S_\tau^{(\text{max})}/2 \].

(3.9.4)

The resulting correlation time is shown in Fig. 3.21 [2, 26]. For low effective temperature \( \vartheta \), i.e., the under-damped regime, two damped oscillations dominate the dynamics. For growing \( \vartheta \), the incoherent contribution gains weight until it dominates for large \( \vartheta \). The minimum of the correlation time is an effect of the transition from under-damped to incoherent dynamics. The condition \( v_z \tau_c = 1 \) separates the weak-coupling from the strong-coupling regime where non-Gaussian behavior can be observed.

3.9.2 Inclusion of inter- and intrabip correlations

We begin with the full expressions for \( \langle \sigma_z \rangle \) and \( \langle \sigma_z \tau_z \rangle \) given in Eqs. (3.4.20) and (3.5.23), where we set \( K_1 = 0 \). The special case \( \Delta_1 = 0 \) was studied in [24]. There, we find \( [H, \sigma_z] = 0 \), which implies that \( \langle \sigma_z(t) \rangle = \text{const} \) for all times. Then, there is no relaxation and only dephasing occurs. It follows, that diagonal elements (population) of the RDM are constant, while off-diagonal elements (coherences) decay. Here, we will study the general case with \( \Delta_1 \neq 0 \). However, we will only consider \( v_z \) coupling and zero bias.

With \( K_1 = 0 \) in Eqs. (3.4.20) and (3.5.23), we obtain the equations describing a
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spin-boson environment

\[ \langle \sigma_z(\lambda) \rangle = \frac{\lambda \Delta^2_{\sigma} + (\lambda^2 + v^2_z)(\lambda + \vartheta_2)}{(\lambda^2 + \Delta^2_{\sigma}) \Delta^2_{\sigma} + \lambda(\lambda^2 + \Delta^2_{\vartheta} + v^2_z)(\lambda + \vartheta_2)} , \]  

(3.9.5)

\[ \langle \tau_z(\lambda) \rangle = \frac{\lambda + \vartheta_2}{\lambda(\vartheta_2^2 + (\Delta^2_{\sigma}) \Delta^2_{\vartheta} + \lambda(\lambda + \vartheta_2)((\lambda + \vartheta_2)^2 + \Delta^2_{\vartheta} + v^2_z))} , \]

and correspondingly

\[ \langle \sigma_z \tau_z(\lambda) \rangle = \frac{1}{\lambda} \frac{N(\lambda)}{D(\lambda)} , \]

(3.9.6)

with

\[ N(\lambda) = \left\{ \left( v^2_z + (\lambda + \vartheta_2)^2 \right) \lambda^2 + \pi v_z K_2 \right. \]

\[ \left. \left[ ((\lambda + \vartheta_2) v^2_z + \lambda(\Delta^2_{\vartheta} - \Delta^2_{\sigma} + \lambda(\lambda + \vartheta_2)) \right] \Delta^2_{\sigma} \right. \]

\[ \left. + \lambda \left( v^2_z + \lambda^2 \right) (\lambda + \vartheta_2) \left( v^2_z + \Delta^2_{\sigma} + (\lambda + \vartheta_2)^2 \right) \right) , \]

(3.9.7)

\[ D(\lambda) = \left[ \left( 2 \lambda^2 + 2 \vartheta_2 \lambda + \vartheta^2_2 \right) v^2_z + \lambda (\lambda + \vartheta_2) \left( \Delta^2_{\sigma} - 2 \Delta^2_{\vartheta} + 2 \lambda (\lambda + \vartheta_2) \right) \Delta^2_{\vartheta} \right. \]

\[ \left. + \lambda \left( v^2_z + \lambda^2 + \Delta^2_{\vartheta} \right) (\lambda + \vartheta_2) (v^2_z + \Delta^2_{\vartheta} + (\lambda + \vartheta_2)^2) \right) . \]

By studying the dependence of the oscillation frequencies on \( K_2 \) (see Fig. 3.22), we see a crossover from the eigenfrequencies \( \Omega, \delta, \Omega_{+}, \) and \( \Omega_{-} \) of the undamped system to the bare eigenfrequencies of \( \langle \sigma_z \rangle \), which are \( \pm \sqrt{\Delta^2_{\sigma} + v^2_z} \), for increasing \( K_2 \). We find that the visibility of the dynamics of the spin impurity decreases for increasing coupling of the spin impurity to the bath, i.e., the spin-boson-environment becomes a boson-environment. Or equivalently, the non-linear environment becomes a linear environment, as was discussed in Section 3.9.1. This is due to the effect that the dynamics of \( \tau \) gets more and more frozen as \( K_2 \) increases. Thus, the dynamics of \( \tau \) cannot be resolved by \( \sigma \).

The Figs. 3.22 – 3.24 show the qualitative behavior of \( \langle \sigma_z \rangle \). For low \( \vartheta_2 \) there is a superposition of two damped oscillations. The amplitude of the smaller frequency is dominating for low temperature, while for intermediate temperature both amplitudes are comparable in magnitude. For increasing \( \vartheta_2 \) one relaxation and one damped oscillation with non-vanishing oscillation amplitude remain. The high temperature regime is discussed in detail in the following subsection.

3.9.2.1 High temperature

In the limit, where \( \vartheta_2 \) is the largest energy in the system, \( \langle \sigma_z(\lambda) \rangle \) of Eq. (3.9.5) reduces to the form

\[ \langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda + \mathcal{K}_{ht}^{(s)}(\lambda)} = \frac{\lambda^2 + \gamma_{\tau} \lambda + v^2_z}{\lambda^3 + \gamma_{\tau} \lambda^2 + (\Delta^2_{\vartheta} + v^2_z)\lambda + \Delta^2_{\vartheta} \gamma_{\tau}} , \]

(3.9.8)

with

\[ \mathcal{K}_{ht}^{(s)}(\lambda) = -\lambda \frac{\Delta^2_{\sigma}}{\lambda^2 + v^2_z} \left( 1 + \frac{v^2_z}{\lambda} \frac{\gamma_{\tau}}{\lambda^2 + v^2_z + \gamma_{\tau} \lambda} \right) , \]

(3.9.9)
Figure 3.22: $\langle \sigma_z \rangle$ with spin-boson environment: we see the real (left) and imaginary (right) part of $\lambda_j$. At low $\vartheta_2$, $\langle \sigma_z(t) \rangle$ is a superposition of two damped oscillations. At high $\vartheta_2$, there is one damped oscillation and one relevant relaxation contribution. The parameters are $v_z = 0.8$, $\Delta_1 = 1$, $\Delta_2 = 1.5$. The colors red, green, blue, and black label Re $[\lambda_j]$ and Im $[\lambda_j]$, with $j = 1, 2, 3, 4$.

Figure 3.23: $\langle \sigma_z \rangle$ with SBE: here we plotted the absolute part of $\langle \sigma_z \rangle$. Parameters are $v_z = 0.8$, $\Delta_1 = 1$, $\Delta_2 = 1.5$. The colors red, green, blue, and black label $|A_j|$ with $j = 1, 2, 3, 4$. 
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Figure 3.24: $\langle \sigma_z \rangle$ with SBE: shown is a plot in the Fourier regime (left) and time regime (right) of $\langle \sigma_z \rangle$ for different $\vartheta_2$. Red $\vartheta_2 = 0.5$, green $\vartheta_2 = 1.5$, blue $\vartheta_2 = 4.5$. Observe that the amplitude of the oscillation part first decreases with temperature (red $\rightarrow$ green) but then increases with $\vartheta_2$ (green $\rightarrow$ blue). $v_z = 0.8$, $\Delta_1 = 1$, $\Delta_2 = 1.5$.

The rate $\gamma_\tau = \Delta_2^2/\vartheta_2$ is the relaxation rate of spin $\tau$ for high temperature. This expression describes the dynamics of spin $\sigma$, which is coupled to a spin-boson environment in the Kondo regime. To leading order in $\gamma_\tau$ (for large $\vartheta_2$), the poles of expression (3.9.8) are

$$\lambda_{1,2} = \pm i \sqrt{\Delta_1^2 + v_z^2} - \frac{v_z^2}{2(\Delta_1^2 + v_z^2)} \infty \vartheta_2, \quad \lambda_3 = -\frac{\Delta_2^2}{\Delta_1^2 + v_z^2} \vartheta_2, \quad (3.9.10)$$

and the amplitudes read

$$A_{1,2} = \frac{\Delta_2^2}{2(\Delta_1^2 + v_z^2)} + \mathcal{O}\left(\frac{1}{\vartheta_2^2}\right), \quad A_3 = \frac{v_z^2}{\Delta_1^2 + v_z^2} + \mathcal{O}\left(\frac{1}{\vartheta_2^2}\right). \quad (3.9.11)$$

It is useful to compare the expressions (3.9.8) – (3.9.11) with the corresponding ones of a fictive single biased spin-boson system with parameters $\Delta_1$ and $v_z$ in the white-noise limit at scaled temperature $\vartheta$. The part that is symmetric in the bias reads

$$\langle \sigma_z^{(sb)}(\lambda) \rangle_s = \frac{\lambda^2 + 2\vartheta\lambda + v_z^2 + \vartheta^2}{\lambda^3 + 2\vartheta\lambda^2 + (\Delta_2^2 + v_z^2 + \vartheta^2)\lambda + \Delta_1^2 \vartheta}. \quad (3.9.12)$$

We see that the identification $\vartheta = \gamma_\tau = \Delta_2^2/\vartheta_2$ renders the expressions (3.9.8) and (3.9.12) quite similar. However, the identity is not exact. The damping rate of the oscillation is somewhat different because of the term $2\vartheta\lambda^2$ in Eq. (3.9.12) instead of $\vartheta\lambda^2$ in Eq. (3.9.8) [2]. Surprisingly in the identification, temperature maps on the inverse of itself. This implies that the damping of the fictive spin decreases for increasing temperature, although $\sigma$ is not in the Kondo-regime, and second, that we have a coherent contribution for large $\vartheta_2$. This can also be seen in Figs. 3.22 – 3.24.

3.9.2.2 Weak spin-spin coupling

We have seen in Section 3.9.1 that the Gaussian and non-Gaussian regime is separated by the condition $v_z \tau_c = 1$. Thus, we expect that in the weak-coupling limit, the spin-boson...
environment is Gaussian and can be represented by a resonant power spectrum of a bath of bosons.

On the one hand, the Gaussian approximation of the spin-boson environment is found by matching the power spectrum of the coupling of spin $\sigma$ to the SBE (see Eq. (3.9.2))

$$S_\tau(\omega) = \frac{v_z^2}{2} \Re \int_{-\infty}^{\infty} dt \langle [\tau_z(t)\tau_z(0) + \tau_z(0)\tau_z(t)] \rangle e^{i\omega t},$$  (3.9.13)

with that of a harmonic oscillator bath. In the white-noise limit of an unbiased spin, the symmetrized equilibrium correlation function $\Re \langle \tau_z(t)\tau_z(0) \rangle$ coincides with the expectation $\langle \tau_z(t) \rangle$. Thus we obtain

$$S_\tau(\omega) = 2v_z^2 \Re \langle \tau_z(\lambda = -i\omega) \rangle \quad \text{with} \quad \langle \tau_z(\lambda) \rangle = \frac{\lambda + \vartheta_2}{\lambda(\lambda + \vartheta_2) + \Delta_2^2}. \quad (3.9.14)$$

The resulting power spectrum is that of a structured bath of bosons with a resonance of width $\vartheta_2$ at frequency $\omega = \Delta_2$,

$$S_\tau(\omega) = 2\vartheta_2 \frac{v_z^2 \Delta_2^2}{(\Delta_2^2 - \omega^2)^2 + \vartheta_2^2 \omega^2}. \quad (3.9.15)$$

Due to the coupling to the spin-boson environment, the spin $\sigma$ performs damped oscillations

$$\langle \sigma_z(t) \rangle = \cos(\Delta_1 t) e^{-\gamma_{\text{dec}} t}. \quad (3.9.16)$$

Upon calculating the decoherence rate in order $v_z^2$, i.e., the one-boson-exchange contribution of the effective boson bath, we obtain

$$\gamma_{\text{dec}} = \frac{1}{4} S_\tau(\Delta_1) = \frac{v_z^2 \Delta_2^2 \vartheta_2}{2[(\Delta_2^2 - \Delta_1^2)^2 + \vartheta_2^2 \Delta_1^2]} \cdot (3.9.17)$$

On the other hand, this form emerges directly by calculating $\gamma_{\text{dec}}$ from the pole equation of the denominator of the full expression for $\langle \sigma_z(\lambda) \rangle$ from (3.4.20). Thus, we have shown that in the weak-coupling limit the spin-boson environment becomes Gaussian.

### 3.9.2.3 Large spin-spin coupling

For the strong coupling limit we expect a similar behavior as in Section 3.4.2. Starting with the full expression for $\langle \sigma_z(\lambda) \rangle$ from Eq. (3.4.20) or using the results from Eq. (3.4.48), we obtain for the poles

$$\lambda_1 = -i\tilde{\Omega} - \frac{\Delta_2^2 \vartheta_2}{2v_z^2}, \quad \lambda_2 = i\tilde{\Omega} - \frac{\Delta_2^2 \vartheta_2}{2v_z^2},$$

$$\lambda_3 = -\vartheta_2 + \frac{\tilde{\vartheta}^2}{\vartheta_2} \left(1 + \frac{\vartheta_2^2}{\Delta_1^2}\right), \quad \lambda_4 = -\frac{\tilde{\vartheta}^2}{\vartheta_2}. \quad (3.9.18)$$
Figure 3.25: $\langle \sigma_z \rangle$ with SBE for large spin-spin coupling: plotted are the absolute values of the amplitudes. See text for details. $\Delta_1 = 1$, $\Delta_2 = 1.5$, $\vartheta_2 = \pi$. The colors red, green, blue, and black label $|A_j|$ with $j = 1, 2, 3, 4$.

$\tilde{\Omega}$ and $\tilde{\delta}$ are again the large $v_z$ expansions of the eigenfrequencies $\Omega$ and $\delta$ (up to $O(1/v_z^2)$) and read

$$\tilde{\Omega} = v_z + \frac{\Delta_1^2 + \Delta_2^2}{2v_z^2} \quad \text{and} \quad \tilde{\delta} = \frac{\Delta_1 \Delta_2}{v_z}. \quad (3.9.19)$$

We see that $\lambda_4$ is always in a Kondo-like form. The residues can also be obtained directly from Eq. (3.4.50),

$$\text{Res} [\sigma_z(\lambda_1)] = \frac{1}{v_z^2} \frac{\Delta_1^2}{2} , \quad \text{Res} [\sigma_z(\lambda_2)] = \frac{1}{v_z^2} \frac{\Delta_2^2}{2} , \quad \text{Res} [\sigma_z(\lambda_3)] = -\frac{1}{v_z^2} \frac{\Delta_1^2 \Delta_2}{\vartheta_2^2} , \quad \text{Res} [\sigma_z(\lambda_4)] = 1 + \frac{\Delta_1^2}{v_z^2} \left( \frac{\Delta_2^2}{\vartheta_2^2} - 1 \right). \quad (3.9.20)$$

The equilibrium amplitude reads $\langle \sigma_z \rangle_{eq} = 0$. And again, we have pure relaxation, where the leading contribution for $\langle \sigma_z(t) \rangle$ is pure exponential damping

$$\langle \sigma_z(t) \rangle = e^{\lambda_4 t} + O(1/v_z^2). \quad (3.9.21)$$

The results are shown in the Figs. 3.25 and 3.26. For increasing coupling $v_z$ the coherent contribution decreases like $1/v_z^2$, while the system makes a transition from a purely coherent system to an overdamped system.
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Figure 3.26: $\langle \sigma_z \rangle$ with SBE for large spin-spin coupling: we see the real (left) and imaginary (right) part of $\lambda_j$. For large coupling $v_z$ only the incoherent part gives a relevant contribution to the dynamics. See text for details. $\Delta_1 = 1$, $\Delta_2 = 1.5$, $\vartheta_2 = \pi$. The colors red, green, blue, and black label $\text{Re} [\lambda_j]$ and $\text{Im} [\lambda_j]$, with $j = 1, 2, 3, 4$. 
3.10 Comparison with results by Dubé and Stamp

We already mentioned in the introduction that a first study of two coupled spins with path integral techniques was made by Dubé and Stamp [59]. A short derivation of their results is given in Appendix A.4. They used a model, which describes the system well for large spin-spin coupling and high temperature. Also, for low temperature but above the quantum-noise regime, we expect a good agreement with our results because the influence of the environment is small. But, for intermediate temperature and/or small mutual coupling, we expect our results to give a more precise description of the system because Dubé and Stamp neglected inter- and intrablip correlations where both spins are involved. This is indeed the case as we will see now.

There is a qualitative difference concerning the oscillation frequencies of the system. The analysis of Dubé and Stamp gives for the undamped system the eigenfrequencies

\[
\Omega_{\sigma_z \tau_z} = \pm i \sqrt{\Delta_{1,2}^2 + v_z^2},
\]

\[
\Omega_{\sigma_z \tau_z}^{(1)} = \pm i v_z, \quad \Omega_{\sigma_z \tau_z}^{(2)} = \pm i \sqrt{\Delta_1^2 + \Delta_2^2 + v_z^2},
\]

for \(\sigma_z, \tau_z\), and \(\sigma_z \tau_z\), respectively. These are not the true eigenfrequencies of two undamped coupled spins, which are given in Eq. (3.1.7). Nevertheless, they are the same in leading order for large mutual coupling.

In Figs. 3.27 – 3.29 damping rates and oscillation frequencies are plotted for \(\Delta_{1,2} = 1\) and \(v_z = 1\). The calculation by Dubé and Stamp is no more valid for these values because we are not in the strong mutual coupling regime. However, there is a large difference to the exact calculation in this regime. This reveals the importance of inter- and intrablip correlations between the spins. For larger mutual coupling the results of Dubé and Stamp agree well with the results of the Sections 3.4 and 3.5. The damping rates are shown in Figs. 3.27 and 3.28. As expected, the rates by Dubé and Stamp deviate from the new obtained rates for intermediate temperature (Fig. 3.27). The strongest damped pole in Figs. 3.5 and 3.10 is missing in Fig. 3.28. However, its contribution for high temperature is also negligible, when including inter- and intrablip correlations. We see in Fig. 3.29 the different oscillation frequencies. The frequencies are different for low temperature, while for high temperature the frequencies are the same.

Thus, we have a smooth crossover of the new results to the results of Dubé and Stamp for high temperature.
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Figure 3.27: Comparison of damping rates with Dubé and Stamp. Left $\langle \sigma_z \rangle$, right $\langle \sigma_z \tau_z \rangle$. Dotted lines (red) are results by Dubé and Stamp, while full lines (black) are with inter- and intrablip correlations as in Figs. 3.5 and 3.10. Shown is the real part of the poles versus temperature $T$ for one of the damping rates. As expected, for large and low temperature the damping rates agree well, while for intermediate temperature a deviation occurs due to the neglected inter- and intrablip correlations. $v_z = 1$, $K = 0.01$, and $\Delta_{1,2} = 1$.

Figure 3.28: Shown are the damping rates calculated by Dubé and Stamp. Left $\langle \sigma_z \rangle$, right $\langle \sigma_z \tau_z \rangle$. The strongest damped rate in Figs. 3.5 and 3.10 is missing, but its contribution for high temperature is also negligible, when including inter- and intrablip correlations. $v_z = 1$, $K = 0.01$, and $\Delta_{1,2} = 1$. 
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Figure 3.29: Comparison of oscillation frequencies with Dubé and Stamp. Left $\langle \sigma_z \rangle$, right $\langle \sigma_z \tau_z \rangle$. Dotted lines (red) are results by Dubé and Stamp, while full lines (black) are with inter- and intrablip correlations as in Figs. 3.5 and 3.10. Shown is the imaginary part of the poles versus temperature $T$. Again, we observe that the two approaches match for high temperature. There is a qualitative difference for low temperature regarding the number of relevant frequencies for $\langle \sigma_z \rangle$ and $\langle \sigma_z \tau_z \rangle$, respectively. However, the results by Dubé and Stamp are no more valid there. $v_z = 1$, $K = 0.01$, and $\Delta_{1,2} = 1$. 
3.11 Conclusions

We have derived the exact dynamics for two interacting spins with various forms of mutual coupling in the white-noise limit. Thereto we have solved the equations of motion in an iterative way to gain knowledge of the contributing transition sequences. An extension to the one-boson regime was accomplished. One-boson exchange processes between system and bath are dominant for weak coupling and/or low temperature. Additionally, we have discussed the regime of strong coupling and/or high temperature.

An application as spin-boson environment was examined, which is in general a non-Gaussian environment. Here, in the transition to weak bath coupling a crossover from non-Gaussian to Gaussian behavior was observed. The study of non-Gaussian behavior is an important task because $1/f$-noise, which leads to such a behavior, seems to be the limiting factor in achieving long coherence times in solid state devices like SQUIDS. Therefore, a result like (3.9.12), where we find decreasing decoherence with increasing temperature, is remarkable.

In the same sense, the discovered frustration of decoherence phenomenon is not of lesser importance. Here, ground states that are equal in energy but mutually exclusive, lead to extended coherence times.
4 Bloch-Redfield approach

The Bloch-Redfield approach is a perturbative method to obtain the time evolution of the density matrix. It is only valid for low influences of the bath, i.e., for low temperature and/or small coupling to the bath. It is based on three main assumptions.

First, the density matrix of the system plus bath can be factorized into system and bath in thermal equilibrium. This assumption implies that we may neglect any influence of the system on the bath, i.e., the bath is always in thermal equilibrium. The density matrix can thus be written in the factorized form \( \rho(t) \rightarrow \rho_S(t) \rho_R(t) \), where the subscript denotes the system and the reservoir, respectively. Second, it uses the Markov assumption, i.e., there is a small bath correlation time \( \tau_c \ll 1/\omega \) after which no memory of the interaction is retained and \( \omega \) is the smallest frequency of the system (cf. Sec. 3.9.1). The third assumption is the secular approximation. It drops (rapidly) oscillating terms causing a coarse-grained description of the system. The neglected terms are zero on average for \( \Delta t \gg 1/\omega_{m,n} \), where \( \omega_{m,n} \) describes free motion between eigenstates of the system and \( \Delta t \) is a time step of the master equation. Therefore, we loose any information on a smaller time scale than \( \Delta t \).

A comparison of Bloch-Redfield and path sum approach is, e.g., given in [56, 57] and the validity of it is, for example, discussed in [78].

After an introduction into the relaxation equation in the following section, we use the Bloch-Redfield method to solve the dissipative TSS. A discussion of two dissipative spins with \( v_z \) coupling and simultaneous \( v_y \) and \( v_z \) coupling follows afterwards. Further, we study decreased and increased dephasing and relaxation rates due to degenerate eigen-frequencies with the Bloch-Redfield method.

4.1 Relaxation equation

It is convenient to separate the Hamiltonian of the two coupled spins into different parts, \( H = H_S + H_R + H_{SR} \), which describe system, reservoir, and the system-reservoir interaction, respectively. Then the von-Neumann equation in the interaction picture reads [55]

\[
\frac{i}{\partial t} \rho(t)_I = [V(t)_I, \rho(t)_I], \tag{4.1.1}
\]

whereas an operator \( O \) in the interaction picture is defined as

\[
O(t)_I = e^{(H_S+H_R)t} O e^{-i(H_S+H_R)t}. \tag{4.1.2}
\]
A formal integration of (4.1.1) yields
\[
\rho(t)_{I} = \rho(0)_{I} - i \int_{0}^{t} [V(\tau)_{I}, \rho(\tau)_{I}] \, d\tau .
\] (4.1.3)

We assume that the interaction is switched on at time \( t = 0 \) and prior to this no interaction of the system with the bath took place. Using the formal solution back in (4.1.1) results in
\[
\frac{\partial \rho(t)_{I}}{\partial t} = -i [V(\tau)_{I}, \rho(0)_{I}] - \int_{0}^{t} dt' [V(t)_{I}, [V(t')_{I}, \rho(t')_{I}]] .
\] (4.1.4)

Now, we use the first and second assumption discussed above. The first allows us to factorize the density matrix. The second, which is the Markov approximation, assumes that correlations drop quickly to zero for \( t - t' \gg \tau_c \). Thus it is possible to expand the upper integration limit to infinity. We additionally trace over the bath degrees of freedom to obtain the reduced density matrix \( \rho(t)_{SI} = \text{tr}_R \rho(t)_{I} \) which describes the system alone. The result is
\[
\dot{\rho}_{SI}(t) = -i \text{tr}_R [V(\tau)_{I}, \rho(0)_{SI} \rho(0)_{R}] - \int_{0}^{\infty} dt' \text{tr}_R [V(t)_{I}, [V(t')_{I}, \rho(t')_{SI}\rho(0)_{R}]] .
\] (4.1.5)

To proceed, we have to use a specific interaction type between bath and system. We use one of bilinear form \( V = \sum_i Q_i F_i \), where \( Q_i \) operates only on system variables and \( F_i \) on bath variables. \( V(t)_{I} \) in the interaction picture is obtained with the unitary transformation of Eq. (4.1.2). Inserting \( V(t)_{I} \) into the last equation, using the commutative nature of \( Q_i \) and \( F_i \), and also the cyclic property of the trace, leads us to
\[
\dot{\rho}_{SI}(t) = \sum_{ij} \int_{0}^{\infty} dt'' \left\{ [Q_{i}(t), Q_{j}(t - t'') \rho_{SI}(t)] \langle F_{i}(t'') F_{j} \rangle 
\right.
\]
\[
- [Q_{i}(t), \rho_{SI}(t) Q_{j}(t - t'')] \langle F_{j} F_{i}(t'') \rangle \right\} .
\] (4.1.6)

The \( \langle F_{i}(t) F_{j}(t') \rangle = \text{tr}_R (F_{i}(t) F_{j}(t') \rho_{B}(0)) \) are time correlation functions describing the correlations of interactions between bath and system at different times. Further, we take the matrix elements between eigenstates \( |m\rangle \) of the system and obtain
\[
\langle m' | \dot{\rho}_{SI}(t) | m \rangle = \sum_{n', n} \langle n' | \rho_{SI}(t) | n \rangle \left\{ -\sum_{k} \delta_{m n} \Gamma^+_{m' n' k k' n''} + \Gamma^+_{n m n' k' n''} + \Gamma^-_{n m n' k k' n''} 
\right.
\]
\[
- \sum_{k} \delta_{n' m} \Gamma^-_{n k k' n''} \left[ \exp [i(E_{m'} - E_{m} - E_{n'} + E_{n})t] \right] 
\right\} \] (4.1.7)

In the last line, we introduced the so-called Redfield-tensor \( R_{m' m n n'} \). We continue the discussion of the \( \Gamma^\pm \)’s with Eq. (4.1.13). The next step uses the third assumption, the
secular approximation, and (rapidly) oscillating terms are neglected. Therefore, we only hold terms that fulfill the secular condition \( E_{m'} - E_m - E_n' + E_n = 0 \). It is useful to transform the master equation for the reduced density matrix \( \rho(t) \) to a more convenient form in the Schrödinger picture. It reads after some transformations [55]

\[
\langle m' | \dot{\rho}(t) | m \rangle = -i \langle m' | [H_S, \rho(t)] | m \rangle + \delta_{m'm} \sum_{m \neq n} \langle n | \rho(t) | n \rangle W_{mn} \tag{4.1.8}
\]

where \((m \neq n)\)

\[
W_{mn} = \Gamma_{+ mnmn}^+ + \Gamma_{- mnmn}^-,
\tag{4.1.9}
\]

and

\[
\gamma_{m'm} = \sum_k \left( \Gamma_{+ m'km'k}^+ + \Gamma_{- m'kkm}^- \right) - \Gamma_{+ mmm'm'}^+ - \Gamma_{- mmm'm'}^-.
\tag{4.1.10}
\]

The first term on the rhs of (4.1.8) describes time evolution between two states, the second term relaxation of diagonal states, and the third term is mainly responsible for dephasing of off-diagonal terms.

For the following discussion a splitting of the master equation into diagonal and off-diagonal parts is useful. The diagonal elements of the reduced density matrix are determined by the equation of motion

\[
\dot{\rho}_{mm}(t) = \sum_{m \neq n} \rho_{mn}(t) W_{mn} - \rho_{mm}(t) \sum_{n \neq m} W_{nm},
\tag{4.1.11}
\]

which describes the competition of all incoming transitions from a state \( n \) to \( m \) with all outgoing transitions from state \( m \) to \( n \). This is again the relaxation part. On the other side, the off-diagonal elements are governed by

\[
\dot{\rho}_{m'm'}(t) = -i[H_S, \rho_{m'm'}(t)] - \gamma_{m'm} \rho_{m'm}(t),
\tag{4.1.12}
\]

which consists of an oscillatory part and a damping term.

We still have to define the \( \Gamma \)'s that were introduced in (4.1.7). These rates are given by the Golden Rule expressions

\[
\Gamma_{+ mklm}^+ = \sum_{ij} \langle m | Q_i | k \rangle \langle l | Q_j | n \rangle \int_0^\infty dt'' e^{-i\omega_{in} t''} \langle F_i(t'') F_j(t'' \rangle,
\tag{4.1.13}
\]

\[
\Gamma_{- mklm}^- = \sum_{ij} \langle m | Q_j | k \rangle \langle l | Q_i | n \rangle \int_0^\infty dt'' e^{-i\omega_{mk} t''} \langle F_j(t'') F_i(t'' \rangle.
\]

\( F_i = \sum_\alpha c_\alpha a_\alpha \) describes the coupling to the bath, where \( c_\alpha \) is the coupling strength to the bath oscillator \( \alpha \). We are especially interested in the generalized spin-boson Hamiltonian
for two spins like in Eq. (3.2.1), where the interaction between system and bath is given by

$$V = \frac{\sigma_z}{2} X_1 + \frac{\tau_z}{2} X_2,$$

(4.1.14)

with $X_\zeta(t) = \sum_\alpha c_{\zeta,\alpha} x_{\zeta,\alpha}(t)$ and $\zeta = 1, 2$. We assume the baths to be uncorrelated, i.e.,

$$\langle X_i(t'') X_j \rangle = \langle X_j X_i(t'') \rangle = 0,$$

(4.1.15)

if $i \neq j$.

Therefore, the $\Gamma$'s take the form

$$\Gamma_{mkln}^+ = \sum_{\zeta = 1, 2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle \int_0^\infty dt'' e^{-i\omega t''} \langle X_\zeta(t'') X_\zeta \rangle,$$

(4.1.16)

$$\Gamma_{mkln}^- = \sum_{\zeta = 1, 2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle \int_0^\infty dt'' e^{-i\omega_{mk} t''} \langle X_\zeta X_\zeta(t'') \rangle,$$

where $s_1 = \sigma_z/2$ and $s_2 = \tau_z/2$. The correlation $\langle X_\zeta(t) X_\zeta \rangle$ is the usual bath autocorrelation function (cf. [2])

$$\langle X_\zeta(t) X_\zeta \rangle = \int_0^\infty d\omega J_\zeta(\omega) \left[ \frac{\coth(\beta_\zeta\omega/2)}{\coth(\beta_\zeta\omega/2)} \cos(\omega t) - i \sin(\omega t) \right],$$

(4.1.17)

where $J_\zeta(\omega) = 2K_\zeta \omega$ is the spectral density of an ohmic bath. In the integral in Eq. (4.1.16),

$$I_\zeta(\omega) = \int_0^\infty dt e^{-i\omega t} \int_0^\infty d\omega' J_\zeta(\omega') \left[ \frac{\coth(\beta_\zeta\omega'/2)}{\coth(\beta_\zeta\omega'/2)} \cos(\omega' t) \mp i \sin(\omega' t) \right],$$

(4.1.18)

we may interchange the time and the frequency integration and split the time integral into a delta function part and a Cauchy principal value. Hence, the integral is divided into a real and an imaginary part. We get

$$I_\zeta(\omega) = \frac{\pi}{2} J_\zeta(\omega) \left[ \frac{\coth(\beta_\zeta\omega/2)}{\coth(\beta_\zeta\omega/2)} \mp 1 \right] + i \mathcal{P} \int_0^\infty d\omega' J_\zeta(\omega') \left[ \frac{\omega}{\omega^2 - \omega'^2} \coth \left( \frac{\beta_\zeta\omega'}{2} \right) \mp \frac{\omega'}{\omega^2 - \omega'^2} \right].$$

(4.1.19)

The imaginary part leads to a Lamb-type shift of the relevant frequencies. Since it is usually small, it will be neglected in the following. By using the power spectrum of the collective bath modes $S_\zeta(\omega) = J_\zeta(\omega) \coth(\beta_\zeta\omega/2)$ we can rewrite Eq. (4.1.16) as

$$\Gamma_{mkln}^+ = \frac{\pi}{2} \sum_{\zeta = 1, 2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle S_\zeta(\omega) \left[ 1 - \tanh \left( \frac{\beta_\zeta\omega}{2} \right) \right],$$

$$\Gamma_{mkln}^- = \frac{\pi}{2} \sum_{\zeta = 1, 2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle S_\zeta(\omega) \left[ 1 + \tanh \left( \frac{\beta_\zeta\omega}{2} \right) \right].$$

(4.1.20)
We gain more insight, if we introduce a forward rate $k_\zeta^+$ from the system to the bath
and the respective backward rate $k_\zeta^-$ [2]. Since we assume the bath to be in thermal
equilibrium, the forward and backward rates obey detailed balance

$$k_\zeta^- = k_\zeta^+ \exp(-\beta\zeta\omega)$$  \hspace{1cm} (4.1.21)

and thus

$$\frac{k_\zeta^+ - k_\zeta^-}{k_\zeta^+ + k_\zeta^-} = \tanh\left(\frac{\beta\zeta\omega}{2}\right). \hspace{1cm} (4.1.22)$$

Using (4.1.22) in (4.1.20) leads to

$$\Gamma_{mkl}^+ = \frac{\pi}{2} \sum_{\zeta=1,2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle S_\zeta(\omega) \left(\frac{2k_\zeta^-}{k_\zeta^+ + k_\zeta^-}\right),$$

$$\Gamma_{mkl}^- = \frac{\pi}{2} \sum_{\zeta=1,2} \langle m | s_\zeta | k \rangle \langle l | s_\zeta | n \rangle S_\zeta(\omega) \left(\frac{2k_\zeta^+}{k_\zeta^+ + k_\zeta^-}\right). \hspace{1cm} (4.1.23)$$

This is a product of probabilities, describing the total probability of a one-boson-transfer
from or to the bath, which triggers a transition of the system.

There is no boson-exchange from the bath to the system at $T = 0$, as follows from
detailed balance. But, the reverse process is still possible. Therefore, the damping rates
adopt a non-zero value in the quantum-noise regime even at zero temperature.

### 4.2 Dissipative two-state system

To become familiar with the procedure, we will first apply the Bloch-Redfield method to
the dissipative TSS (cf. Sec. 2) before we proceed with two coupled spins in the next
section. Starting with the TSS Hamiltonian

$$H = -\frac{\Delta}{2} \sigma_x - \frac{\epsilon}{2} \sigma_z,$$  \hspace{1cm} (4.2.1)

which has the eigenfrequency $\Omega = \sqrt{\Delta^2 + \epsilon^2}$ and further using (4.1.11) and the normalization condition of the density matrix, we obtain the dynamics of the populations in Laplace space

$$\rho_{11}(\lambda) = \frac{W_{12}/\lambda + \rho_{11}^{(0)}}{\lambda + W_{12} + W_{21}} = \frac{W_{12}/\lambda + \rho_{11}^{(0)}}{\lambda + \gamma_{r}}, \quad \text{and} \quad \rho_{22} = \frac{1}{\lambda} - \rho_{11}. \hspace{1cm} (4.2.2)$$

The off-diagonal elements are calculated with Eq. (4.1.12) and read

$$\rho_{21}(\lambda) = \frac{\rho_{21}^{(0)}}{\lambda + \gamma_{21} + i\omega_{21}} = \frac{\rho_{21}^{(0)}}{\lambda + \gamma + i\Omega}, \hspace{1cm} (4.2.3)$$

$$\rho_{12}(\lambda) = \frac{\rho_{12}^{(0)}}{\lambda + \gamma_{12} - i\omega_{21}} = \frac{\rho_{12}^{(0)}}{\lambda + \gamma - i\Omega}.$$
We identified $W_{12} + W_{21} = W_{12}(1 + e^{-\beta\omega_{21}})$ as the relaxation rate $\gamma_r$ of the populations and $\gamma_{21} = \gamma_{12}$ as the dephasing rate $\gamma$ of the off-diagonal states. The superscript in $\rho_{ij}^{(0)}$ denotes the initial value for $\rho_{ij}(t)$ at $t = 0$.

The explicit expression for $\gamma$ is

$$\gamma = \frac{1}{2} (W_{12} + W_{21}) + W_{11} + W_{22} = \frac{1}{2} (W_{12} + W_{21}) \, ,$$

where the large bracket on the rhs holds for zero bias only. We also need the damping terms

$$W_{11} = W_{22} = \frac{\pi}{2} \frac{\epsilon^2}{2\Omega^2} S(0)$$

$$W_{12} = \frac{\pi}{2} \left[ \frac{K\Delta^2\Omega}{\Omega^2} + \frac{\Delta^2S(\Omega)}{2\Omega^2} \right] = \frac{\pi}{2} \frac{\Delta^2K}{\Omega} \left[ \coth(\beta\Omega/2) + 1 \right]$$

$$W_{21} = \frac{\pi}{2} \left[ -\frac{K\Delta^2\Omega}{\Omega^2} + \frac{\Delta^2S(\Omega)}{2\Omega^2} \right] = \frac{\pi}{2} \frac{\Delta^2K}{\Omega} \left[ \coth(\beta\Omega/2) - 1 \right] = W_{12} \exp(-\beta\Omega) \, .$$

Using the eigenstates from (2.1.3) we can calculate with Eqs. (4.1.8) – (4.1.19) the relaxation rate $\gamma_r$ for $m' = m$

$$\gamma_r = \frac{\pi}{2} \frac{\Delta^2}{\Omega^2} S(\Omega) \quad (4.2.6)$$

and the dephasing rate for $m' \neq m$

$$\gamma = \frac{\pi}{2} \frac{\epsilon^2}{\Omega^2} S(0) + \frac{\gamma_r}{2} \, . \quad (4.2.7)$$

These expressions are identical with the corresponding results of the path sum approach in the one-boson exchange limit, Eq. (2.4.13). The proportionality of the dephasing rate with the relaxation rate shows that relaxation also randomizes phase information. We see that $\gamma \geq \gamma_r/2$. The factor $1/2$ is attributed to the two dephasing channels corresponding to clockwise and counterclockwise Larmor precession. The additional term $\sim S(0)$ is due to flipless dephasing processes, i.e., transitions that start and end in the same state [56]. $S(\omega)$ is the spectral density of the bath, which reads

$$S(\omega) = J(\omega) \coth(\omega\beta/2) = 2K\omega \coth(\omega\beta/2) \, .$$

(4.2.8)

Observe that in the sum $W_{12} + W_{21}$, the $\pm 1$ terms in the brackets cancel each other. Therefore, the rates are proportional to the spectral density and describe one-boson exchange processes.

For the calculation of $\rho(t)$ we need the initial values given in the eigensystem. If we start in the spin-up state at $t = 0$, we have $\rho^{(0)} = U \text{Diag}(1, 0) U^{-1}$, where $U$ diagonalizes the Hamiltonian and is given in (2.1.3). In order to calculate the result for $\sigma_z(t) = \text{tr} \sigma_z \tilde{\rho}(t)$ we have to transform $\rho(t)$, which is given in the basis of the eigensystem of $H$, to the
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up-down-basis which yields $\dot{\rho}(t)$. At the end, we derive an expression for $\langle \sigma_z(\lambda) \rangle$ that reads

$$
\langle \sigma_z(\lambda) \rangle = \frac{1}{\Omega^2} \left[ \frac{(\pi K \epsilon \Delta^2 + \lambda \epsilon^2)}{\lambda (\lambda + \gamma_r)} + \frac{\Delta^2(\lambda + \gamma)}{(\lambda + \gamma)^2 + \Omega^2} \right], \tag{4.2.9}
$$

with a complex conjugate pole at $\lambda = -\gamma + i\Omega$, a pure relaxation pole at $\lambda = -\gamma_r$, and an equilibrium contribution at $\lambda = 0$. This expression can be Laplace transformed into the time-regime

$$
\langle \sigma_z(t) \rangle = \langle \sigma_z \rangle_{\text{eq}} + \left( \frac{\epsilon^2}{\Omega^2} - \langle \sigma_z \rangle_{\text{eq}} \right) e^{-\gamma t} + \frac{\Delta^2}{\Omega^2} \cos \Omega t e^{-\gamma t}, \tag{4.2.10}
$$

where $\langle \sigma_z \rangle_{\text{eq}} = \epsilon / \Omega \tanh(\beta \Omega / 2)$. So, we have derived in leading order the same result as we did previously with the path sum method in Eq. (2.3.22). Due to the preparation of the spin, the time derivative of $\langle \sigma_z \rangle$ at $t = 0$ should be zero. This can be confirmed in leading order of the bath coupling

$$
\frac{d}{dt} \langle \sigma_z(t) \rangle |_{t=0} = \gamma \Delta^2 + \gamma_r \left( \langle \sigma_z \rangle_{\text{eq}} - \frac{\epsilon^2}{\Omega^2} \right) = 0 + \mathcal{O}(K). \tag{4.2.11}
$$

4.3 Two dissipative coupled spins with $v_z$ coupling

The Bloch-Redfield approach for two coupled spins is similar to the single-spin case but has some originalities. So there are terms beyond the secular approximation because of additional degeneracies in the energy spectrum $E_m$. They are $\omega_{42} = \omega_{31}$ and $\omega_{43} = \omega_{21}$, where $\omega_{mn} = E_m - E_n$ are the transition frequencies of the system (see Fig. 4.1). These regularities alter the master equations for the coherences by introducing additional terms. It is necessary to note that $\Delta_1 > \Delta_2$ in the whole section without loss of generality.

Including the additional terms, the coupled equations for the coherences of Eq. (4.1.12) read in Laplace space (the density matrix is written as $\rho_{ij}$ with $i, j = 1, 2, 3, 4$)

\begin{align*}
\lambda \rho_{21}(\lambda) - \rho_{21}^{(0)} &= (-i \omega_{21} - \gamma_{21}) \rho_{21}(\lambda) + (\Gamma_{3124}^+ + \Gamma_{3124}^-) \rho_{43}(\lambda), \\
\lambda \rho_{31}(\lambda) - \rho_{31}^{(0)} &= (-i \omega_{31} - \gamma_{31}) \rho_{31}(\lambda) + (\Gamma_{2134}^+ + \Gamma_{2134}^-) \rho_{42}(\lambda), \\
\lambda \rho_{43}(\lambda) - \rho_{43}^{(0)} &= (-i \omega_{43} - \gamma_{43}) \rho_{43}(\lambda) + (\Gamma_{1342}^+ + \Gamma_{1342}^-) \rho_{21}(\lambda), \\
\lambda \rho_{42}(\lambda) - \rho_{42}^{(0)} &= (-i \omega_{42} - \gamma_{42}) \rho_{42}(\lambda) + (\Gamma_{1243}^+ + \Gamma_{1243}^-) \rho_{31}(\lambda), \\
\lambda \rho_{32}(\lambda) - \rho_{32}^{(0)} &= (-i \omega_{32} - \gamma_{32}) \rho_{32}(\lambda), \\
\lambda \rho_{41}(\lambda) - \rho_{41}^{(0)} &= (-i \omega_{41} - \gamma_{41}) \rho_{41}(\lambda).
\end{align*} \tag{4.3.1}
Figure 4.1: Transition frequencies $\omega_{mn} = E_m - E_n$ for two spins coupled with $v_z$ coupling. $\Delta_1 = 2$ and $\Delta_2 = 1$. Color coding is: red, green, blue, black, magenta, brown corresponding to $\omega_{21}$, $\omega_{31}$, $\omega_{41}$, $\omega_{32}$, $\omega_{42}$, $\omega_{43}$. Observe the degeneracies for $\omega_{42} = \omega_{31}$ and $\omega_{43} = \omega_{21}$ for $v_z \neq 0$. The identification with the corresponding eigenfrequencies of two coupled spins in Eq. (3.1.7) is: $\omega_{21} = \delta$, $\omega_{31} = \Omega$, $\omega_{41} = \Omega_+$, and $\omega_{32} = \Omega_-$. On the other hand, the populations defined in Eq. (4.1.11) are determined by the set of equations

$$\rho_{11}(\lambda) = -\frac{W_{12}\rho_{22}(\lambda) - W_{13}\rho_{33}(\lambda) - \rho_{11}^{(0)}}{\lambda + W_{21} + W_{31}},$$

$$\rho_{22}(\lambda) = -\frac{W_{13}/\lambda + W_{13}\rho_{11}(\lambda) - W_{21}\rho_{11}(\lambda) + W_{13}\rho_{33}(\lambda) - \rho_{22}^{(0)}}{\lambda + W_{12} + W_{13} + W_{31}},$$

$$\rho_{33}(\lambda) = -\frac{W_{12}/\lambda + W_{12}\rho_{11}(\lambda) - W_{31}\rho_{11}(\lambda) + W_{12}\rho_{22}(\lambda) - \rho_{33}^{(0)}}{\lambda + W_{12} + W_{13} + W_{21}}.$$  

We have used the normalization condition $\text{tr}[\rho_{ij}(\lambda)] = 1/\lambda$. Again, the superscript in $\rho_{ij}^{(0)}$ denotes the initial value for $\rho_{ij}(t)$ at $t = 0$. Since the density matrix is Hermitian, these are all matrix elements that we actually need. We also find the following relations

$$W_{43} = W_{21}, \quad W_{42} = W_{31},$$

$$W_{41} = W_{14} = W_{32} = W_{23} = 0,$$  

and

$$\gamma_{21} = \frac{1}{2} (W_{12} + W_{42} + W_{21} + W_{31}), \quad \gamma_{31} = \frac{1}{2} (W_{13} + W_{43} + W_{21} + W_{31}),$$

$$\gamma_{32} = \frac{1}{2} (W_{13} + W_{33} + W_{12} + W_{42}), \quad \gamma_{41} = \frac{1}{2} (W_{24} + W_{34} + W_{21} + W_{31}),$$

$$\gamma_{42} = \frac{1}{2} (W_{24} + W_{34} + W_{12} + W_{42}), \quad \gamma_{43} = \frac{1}{2} (W_{24} + W_{34} + W_{13} + W_{43}).$$  

It is useful to remark that the expressions in (4.3.4) are valid for zero bias only. Some of the transition frequencies can be identified with the eigenfrequencies in Eq. (3.1.7)

$$\omega_{31} = \Omega = (\Omega_+ + \Omega_-)/2, \quad \omega_{21} = \delta = (\Omega_+ - \Omega_-)/2,$$

$$\omega_{41} = \Omega_+, \quad \omega_{32} = \Omega_-.$$  
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where $\Omega_\pm = \sqrt{\Delta_1 \pm \Delta_2}^2 + v_z^2$. $\Omega$ and $\delta$ are the eigenfrequencies of $\langle \sigma_z \rangle$ and $\Omega_\pm$ those of $\langle \sigma_z \tau_z \rangle$ (cf. Eq. (3.1.28)). The rather lengthy expressions for the $W_{ij}$’s and $\Gamma^\pm$’s are given in Appendix A.5.1.

### 4.3.1 $\sigma_z$

Transforming the density matrix to the up-down-basis, $\tilde{\rho}(\lambda)$, we can calculate $\langle \sigma_z(\lambda) \rangle = \text{tr} \sigma_z \tilde{\rho}(\lambda)$. Again, we prepare our system in $\langle \sigma_z(t = 0) \rangle = 1$. Expressing the result in terms of the corresponding quantities in the energy basis yields

$$
\langle \sigma_z(\lambda) \rangle = -\frac{1}{2} \left[ \sqrt{\Omega^2 - (v_z - \delta)^2} + \sqrt{\Omega^2 - (v_z + \delta)^2} \right] \left[ \rho_{13}(\lambda) + \rho_{24}(\lambda) + \rho_{31}(\lambda) + \rho_{42}(\lambda) \right] \\
+ \frac{1}{2} \left[ \sqrt{\Omega^2 - (v_z - \delta)^2} - \sqrt{\Omega^2 - (v_z + \delta)^2} \right] \left[ \rho_{12}(\lambda) + \rho_{21}(\lambda) - \rho_{34}(\lambda) - \rho_{43}(\lambda) \right].
$$

(4.3.6)

Here, we used again the mixing angles (3.1.4), i.e.,

$$
\Theta_1 = \arctan \left[ v_z / (\Delta_1 + \Delta_2) \right] \quad \text{and} \quad \Theta_2 = \arctan \left[ v_z / (\Delta_1 - \Delta_2) \right].
$$

(4.3.7)

Alternatively, we can use the eigenfrequencies and obtain

$$
\langle \sigma_z(\lambda) \rangle = \\
-\frac{1}{2} \left[ \frac{\Omega^2 - (v_z - \delta)^2}{\Omega^2 - \delta^2} + \frac{\Omega^2 - (v_z + \delta)^2}{\Omega^2 - \delta^2} \right] \left[ \rho_{13}(\lambda) + \rho_{24}(\lambda) + \rho_{31}(\lambda) + \rho_{42}(\lambda) \right] \\
+ \frac{1}{2} \left[ \frac{(\Omega - v_z)^2 - \delta^2}{\Omega^2 - \delta^2} - \frac{(\Omega + v_z)^2 - \delta^2}{\Omega^2 - \delta^2} \right] \left[ \rho_{12}(\lambda) + \rho_{21}(\lambda) - \rho_{34}(\lambda) - \rho_{43}(\lambda) \right].
$$

(4.3.8)

The dynamics of $\langle \sigma_z(\lambda) \rangle$ is determined by the poles of $\rho_{13}(\lambda)$, $\rho_{24}(\lambda)$, $\rho_{31}(\lambda)$, and $\rho_{42}(\lambda)$, which are located at

$$
\lambda_{\Omega}^{\pm} = \pm i \omega_{31} - \gamma_{\Omega}^{\pm} = \pm i \Omega - \gamma_{\Omega}^{\pm},
$$

(4.3.9)

and for $\rho_{12}$, $\rho_{21}$, $\rho_{34}$, and $\rho_{43}$ at

$$
\lambda_{\delta}^{\pm} = \pm i \omega_{21} - \gamma_{\delta}^{\pm} = \pm i \delta - \gamma_{\delta}^{\pm}.
$$

(4.3.10)
Here, the rates are given by
\[
\gamma^\pm_\Omega = \frac{1}{2} \left[ W_{12} + W_{21} + W_{13} + W_{31} \right. \\
+ \sqrt{4 (\Gamma_{2134}^+ + \Gamma_{2134}^-) (\Gamma_{1243}^+ + \Gamma_{1243}^-) + (W_{12} - W_{21})^2} \right], \tag{4.3.11}
\]
\[
\gamma^\pm_\delta = \frac{1}{2} \left[ W_{12} + W_{21} + W_{13} + W_{31} \right. \\
+ \sqrt{4 (\Gamma_{3124}^+ + \Gamma_{3124}^-) (\Gamma_{1342}^+ + \Gamma_{1342}^-) + (W_{13} - W_{31})^2} \right].
\]

The rates in Eqs. (4.3.9) – (4.3.11) correspond to the respective rates that we obtained with the path sum method in the Eqs. (3.4.34) and (3.4.35). The approximate equivalence of the expressions can be shown if we neglect terms of order $O(K_\zeta)$ but retain terms of $O(K_\zeta \coth(1/T_\zeta))$. This is the weak damping limit for high (low) temperature in the Bloch-Redfield (path sum) method. Explicitly, within this regime we get for the rates
\[
\gamma^\pm_\delta = \frac{\pi}{4 (\Omega^2 - \delta^2)} \left[ (\Omega^2 - \Delta_{1,2}^2) S_{1,2}(\delta) + 2 (\Delta_{1,2}^2 - \delta^2) S_{1,2}(\Omega) + (\Omega^2 - \Delta_{2,1}^2) S_{2,1}(\delta) \right],
\]
\[
\gamma^\pm_\Omega = \frac{\pi}{4 (\Omega^2 - \delta^2)} \left[ 2 (\Omega^2 - \Delta_{1,2}^2) S_{1,2}(\delta) + (\Delta_{1,2}^2 - \delta^2) S_{1,2}(\Omega) + (\Delta_{2,1}^2 - \delta^2) S_{2,1}(\Omega) \right].
\]

By comparing these results with the corresponding rates that we obtained within the one-boson self-energy calculation given in Eqs. (3.4.34) and (3.4.35), we see that $\kappa_{1,3} = \gamma^\pm_\delta$ and $\kappa_{2,4} = \gamma^\pm_\Omega$. This implies a smooth crossover from the quantum-noise regime to the Markov-regime, which is shown in Fig. 4.2. As can be seen, the rates smoothly match in the intermediate regime. Thus, we have an exact description of two coupled spins from low to high temperature in leading order of the bath coupling. The size of the intermediate regime and the validity of Bloch-Redfield and path sum results were already discussed in Section 3.4.3 and Fig. 3.4.

After having analyzed the poles, we may proceed and calculate the residues of $\langle \sigma_z \rangle$. For notational simplicity, the prefactors in Eq. (4.3.8) are already included in $\rho_{ij}(\lambda)$. We introduce auxiliary variables $a, b, c, d$ to collect amplitudes which sum up to a cosine contribution in the time regime. These are
\[
\text{Res}[a] = \text{Res}[\rho_{13}(\lambda_{13}^+) + \rho_{31}(\lambda_{31}^-)] + \text{Res}[\rho_{24}(\lambda_{24}^+) + \rho_{42}(\lambda_{42}^-)] ,
\]
\[
\text{Res}[b] = \text{Res}[\rho_{31}(\lambda_{31}^-) + \rho_{13}(\lambda_{13}^-)] + \text{Res}[\rho_{42}(\lambda_{42}^-) + \rho_{24}(\lambda_{24}^-)] ,
\]
\[
\text{Res}[c] = \text{Res}[\rho_{12}(\lambda_{12}^+) + \rho_{21}(\lambda_{21}^-) - \rho_{34}(\lambda_{34}^+) - \rho_{43}(\lambda_{43}^-)] ,
\]
\[
\text{Res}[d] = \text{Res}[\rho_{21}(\lambda_{21}^-) + \rho_{12}(\lambda_{12}^-) - \rho_{43}(\lambda_{43}^-) - \rho_{34}(\lambda_{34}^-)] .
\]
4.3 Two dissipative coupled spins with $v_z$ coupling

Figure 4.2: Crossover from the quantum-noise regime to the Markov-regime for $\langle \sigma_z \rangle$. For intermediate temperature the Bloch-Redfield and path sum rates smoothly merge, as can be seen in the inset. The solid red line is a Bloch-Redfield rate. We also see in the inset, how the shown Bloch-Redfield rate approaches a constant value for $T = 0$, while the path sum rates go to zero. The parameters are the same as in Fig. 3.5, i.e., we use an equal tunneling frequency $\Delta = 1$ and $v_z = 0.5$. Additionally, we use $K = 0.01$.

There is no sine contribution in the time regime as follows from the corresponding sums, which add up to zero,

$$\text{Res} \left[ \rho_{13} (\lambda_{\Omega}^+ +) \right] - \text{Res} \left[ \rho_{31} (\lambda_{\Omega}^- +) \right] + \text{Res} \left[ \rho_{24} (\lambda_{\Omega}^+ -) \right] - \text{Res} \left[ \rho_{42} (\lambda_{\Omega}^- -) \right] = 0,$$

$$-\text{Res} \left[ \rho_{31} (\lambda_{\Omega}^- -) \right] + \text{Res} \left[ \rho_{13} (\lambda_{\Omega}^+ -) \right] - \text{Res} \left[ \rho_{42} (\lambda_{\Omega}^- +) \right] + \text{Res} \left[ \rho_{24} (\lambda_{\Omega}^+ +) \right] = 0, \quad (4.3.15)$$

and

$$\text{Res} \left[ \rho_{12} (\lambda_\delta^+ +) \right] - \text{Res} \left[ \rho_{21} (\lambda_\delta^- +) \right] - \text{Res} \left[ \rho_{34} (\lambda_\delta^+ +) \right] + \text{Res} \left[ \rho_{43} (\lambda_\delta^- +) \right] = 0,$$

$$-\text{Res} \left[ \rho_{21} (\lambda_\delta^- +) \right] + \text{Res} \left[ \rho_{12} (\lambda_\delta^+ +) \right] + \text{Res} \left[ \rho_{43} (\lambda_\delta^- +) \right] - \text{Res} \left[ \rho_{34} (\lambda_\delta^+ +) \right] = 0. \quad (4.3.16)$$

The dynamics of $\langle \sigma_z \rangle$ in the time regime follows as

$$\langle \sigma_z (t) \rangle = \text{Res} \left[ a \right] e^{-\gamma a t} \cos \Omega t + \text{Res} \left[ b \right] e^{-\gamma b t} \cos \Omega t$$

$$+ \text{Res} \left[ c \right] e^{-\gamma c t} \cos \delta t + \text{Res} \left[ d \right] e^{-\gamma d t} \cos \delta t \quad (4.3.17)$$

To be explicit, we calculate the amplitudes in the high-temperature regime in $O(1/T^2)$. With the condition $\Delta_1 > \Delta_2$ and equal bathes, i.e., $T_1 = T_2 = T$ and $K_1 = K_2 = K$, we
finally obtain
\[
\text{Res}[a] = \frac{\Omega^2 - \Delta_2^2 - \nu_z^2}{\Omega^2 - \delta^2} - \frac{v_z}{2T} \frac{\Delta_1^2 (\Delta_2^2 - \delta^2)}{(\Omega^2 - \delta^2) (\Delta_1^2 - \Delta_2^2)},
\]
\[
\text{Res}[b] = \frac{v_z}{2T} \frac{\Delta_1^2 (\Delta_2^2 - \delta^2)}{(\Omega^2 - \delta^2) (\Delta_1^2 - \Delta_2^2)},
\]
\[
\text{Res}[c] = \frac{v_z}{2T} \frac{\Delta_1^2 (\Omega^2 - \Delta_2^2)}{(\Omega^2 - \delta^2) (\Delta_1^2 - \Delta_2^2)},
\]
\[
\text{Res}[d] = \frac{\Delta_2^2 + v_z^2 - \delta^2}{\Omega^2 - \delta^2} - \frac{v_z}{2T} \frac{\Delta_1^2 (\Omega^2 - \Delta_2^2)}{(\Omega^2 - \delta^2) (\Delta_1^2 - \Delta_2^2)}.
\]

These are the same amplitudes that we obtained with the path sum method in Eq. (4.3.23). Also the rates \(\gamma_\Omega^+\) and \(\gamma_\Omega^-\) smoothly match with the path sum results from Eqs. (3.4.33) – (3.4.35) if we neglect terms of order \(O(K_\zeta)\) but retain terms of \(O(K_\zeta T_\zeta)\) (see analysis above). Thus, in leading order of high temperature the dynamics of \(\langle \sigma_z \rangle\) is in perfect agreement with the path sum result within the systematic weak damping approximation.

### 4.3.2 \(\sigma_z \tau_z\)

The study of \(\langle \sigma_z \tau_z \rangle\) is similar. We get for \(\langle \sigma_z \tau_z (\lambda) \rangle = \text{tr} \sigma_z \tau_z \tilde{\rho}(\lambda)\) the result
\[
\langle \sigma_z \tau_z (\lambda) \rangle = \sin \Theta_1 [\rho_{11}(\lambda) - \rho_{44}(\lambda)] + \sin \Theta_2 [\rho_{22}(\lambda) - \rho_{33}(\lambda)]
+ \cos \Theta_1 [\rho_{14}(\lambda) + \rho_{41}(\lambda)] + \cos \Theta_2 [\rho_{23}(\lambda) + \rho_{32}(\lambda)],
\]
(4.3.19)
or written with the eigenfrequencies
\[
\langle \sigma_z \tau_z (\lambda) \rangle = \frac{v_z}{\Omega_+} [\rho_{11}(\lambda) - \rho_{44}(\lambda)] + \frac{v_z}{\Omega_-} [\rho_{22}(\lambda) - \rho_{33}(\lambda)]
+ \frac{\Delta_1 + \Delta_2}{\Omega_+} [\rho_{14}(\lambda) + \rho_{41}(\lambda)] + \frac{\Delta_1 - \Delta_2}{\Omega_-} [\rho_{23}(\lambda) + \rho_{32}(\lambda)].
\]
(4.3.20)

We obtain for the poles of \(\rho_{23}(\lambda), \rho_{32}(\lambda), \rho_{14}(\lambda),\) and \(\rho_{41}(\lambda),\)
\[
\lambda_{\Omega_+}^\pm = \pm i \omega_{41} - \gamma_{\Omega_+} = \pm i \omega_{41} - \frac{1}{2} (W_{12} + W_{21} + W_{13} + W_{31}),
\]
\[
\lambda_{\Omega_-}^\pm = \pm i \omega_{32} - \gamma_{\Omega_-} = \pm i \omega_{32} - \frac{1}{2} (W_{12} + W_{21} + W_{13} + W_{31}).
\]
(4.3.21)

The frequencies \(\omega_{41}\) and \(\omega_{32}\) correspond to \(\Omega_{\pm}\), i.e., the eigenfrequencies of \(\langle \sigma_z \tau_z \rangle\). The poles of \(\rho_{11}(\lambda), \rho_{22}(\lambda), \rho_{33}(\lambda),\) and \(\rho_{44}(\lambda)\) are relaxation poles and read
\[
\gamma_0 = 0, \quad \gamma_5 = W_{12} + W_{21}, \quad \text{and} \quad \gamma_6 = W_{13} + W_{31}.
\]
(4.3.22)

The relaxation rates are given by
\[
\gamma_5 = \frac{\Omega^2 - \Delta_1^2}{\Omega^2 - \delta^2} \frac{\pi}{2} S_1(\delta) + \Omega^2 - \Delta_2^2 \frac{\pi}{2} S_2(\delta),
\]
\[
\gamma_6 = \frac{\Delta_1^2 - \delta^2}{\Omega^2 - \delta^2} \frac{\pi}{2} S_1(\Omega) + \frac{\Delta_2^2 - \delta^2}{\Omega^2 - \delta^2} \frac{\pi}{2} S_1(\Omega).
\]
(4.3.23)
We immediately find the identities \( \kappa_{5,6} = \gamma_{5,6} \), with the generalized form of \( \kappa_{5,6} \) in Eq. (3.5.38) that was calculated via the one-boson self-energy. Also, the dephasing rates in (4.3.21) match the one-boson rates from Eq. (3.5.35) and are given by the sum of the relaxation rates, \( \gamma_{\Omega_{\pm}} = (\gamma_{01} + \gamma_{02})/2 \).

As the next step, we calculate the residues. In the following the prefactors of Eq. (4.3.20) are already included in \( \rho(\lambda) \). The result for \( \rho_{23}(\lambda) \) and \( \rho_{32}(\lambda) \) is

\[
\text{Res}[\rho_{23,32}(\lambda_{\Omega_{\pm}})] = \frac{1}{4} \left( 1 - \frac{v_z^2}{\Omega_{\pm}^2} \right),
\]

(4.3.24)

For \( \rho_{14}(\lambda) \) and \( \rho_{41}(\lambda) \) we get

\[
\text{Res}[\rho_{14,41}(\lambda_{\Omega_{\pm}})] = \frac{1}{4} \left( 1 - \frac{v_z^2}{\Omega_{\pm}^2} \right).
\]

(4.3.25)

The equilibrium and relaxation poles \( \rho_{11}(\lambda), \rho_{22}(\lambda), \rho_{33}(\lambda), \) and \( \rho_{44}(\lambda) \) have the following residues

\[
\sum_{i=1,\ldots,4} \text{Res}[\rho_{ii}(\gamma_{0})] = \frac{v_z}{\delta^2 - \Omega^2} \left[ \delta \tanh \left( \frac{\beta \delta}{2} \right) - \Omega \tanh \left( \frac{\beta \Omega}{2} \right) \right],
\]

\[
\sum_{i=1,\ldots,4} \text{Res}[\rho_{ii}(\gamma_{5})] = \frac{v_z \Delta_1 \Delta_2}{\Omega_+^2 \Omega_-^2 (\Omega_+ + \Omega_-)} \left[ v_z (\Omega_+ - \Omega_-) + 2 \Omega_+ \Omega_- \tanh \left( \frac{\beta (\Omega_+ - \Omega_-)}{4} \right) \right],
\]

(4.3.26)

\[
\sum_{i=1,\ldots,4} \text{Res}[\rho_{ii}(\gamma_{6})] = \frac{v_z \Delta_1 \Delta_2}{\Omega_+^2 \Omega_-^2 (\Omega_+ - \Omega_-)} \left[ v_z (\Omega_+ + \Omega_-) - 2 \Omega_+ \Omega_- \tanh \left( \frac{\beta (\Omega_+ + \Omega_-)}{4} \right) \right],
\]

or rewritten with the frequencies \( \Omega \) and \( \delta \)

\[
\sum_{i=1,\ldots,4} \text{Res}[\rho_{ii}(\gamma_{5})] = \frac{v_z^2 \delta^2}{(\Omega^2 - \delta^2)^2} + \frac{v_z \delta}{\Omega^2 - \delta^2} \tanh \left( \frac{\beta \delta}{2} \right),
\]

\[
\sum_{i=1,\ldots,4} \text{Res}[\rho_{ii}(\gamma_{6})] = \frac{v_z^2 \Omega^2}{(\Omega^2 - \delta^2)^2} - \frac{v_z \Omega}{\Omega^2 - \delta^2} \tanh \left( \frac{\beta \Omega}{2} \right).
\]

(4.3.27)

These results for the amplitudes and the rates are in agreement with the path sum results discussed in Sec. (3.5.1).

### 4.4 Two dissipative coupled spins with \( v_y \) and \( v_z \) coupling

The additional \( v_y \) spin-spin coupling does not alter the relevant equations that are valid for exclusive \( v_z \) coupling. Hence, Eqs. (4.3.1) – (4.3.4) are still the starting point, and we have to perform basically the same steps as for sole \( v_z \) coupling. So we will skip the details and concentrate on the results. The resulting expressions for the \( W_{i,j} \)'s and \( \Gamma_{\pm} \)'s are given in Appendix A.5.2.
4.4.1 $\sigma_z$

First, we calculate $\langle \sigma_z(\lambda) \rangle$,

$$
\langle \sigma_z(\lambda) \rangle = -\frac{1}{2} \left( \sqrt{1 - \sin \Theta_1} \left(1 - \sin \Theta_2\right) + \sqrt{1 + \sin \Theta_1} \left(1 + \sin \Theta_2\right) \right)
\times \left[ \rho_{13}(\lambda) + \rho_{24}(\lambda) + \rho_{31}(\lambda) + \rho_{42}(\lambda) \right]
+ \frac{1}{2} \left( \sqrt{1 - \sin \Theta_1} \left(1 + \sin \Theta_2\right) - \sqrt{1 + \sin \Theta_1} \left(1 - \sin \Theta_2\right) \right)
\times \left[ \rho_{12}(\lambda) + \rho_{21}(\lambda) - \rho_{34}(\lambda) - \rho_{43}(\lambda) \right],
$$

with the mixing angles from Eq. (3.6.3)

$$
\Theta_1 = \arctan \left( \frac{v_y - v_z}{\Delta_1 + \Delta_2} \right), \quad \Theta_2 = \arctan \left( \frac{v_y + v_z}{\Delta_1 - \Delta_2} \right).
$$

Equivalently, with the eigenfrequencies $\Omega$ and $\delta$ we obtain

$$
\langle \sigma_z(\lambda) \rangle = \frac{\left[ \Delta_1(v_z - \Omega) + \Delta_2(v_y + \delta) \right]}{(\Delta_1 + \Delta_2) \sqrt{\Delta_1 - \Delta_2}} \sqrt{\Omega + \delta + v_z - v_y}
\times \left[ \rho_{13}(\lambda) + \rho_{24}(\lambda) + \rho_{31}(\lambda) + \rho_{42}(\lambda) \right]
- \frac{\left[ \Delta_1(v_z - \delta) + \Delta_2(v_y + \Omega) \right]}{(\Delta_1 + \Delta_2) \sqrt{\Delta_1 - \Delta_2}} \sqrt{\Omega + \delta + v_z - v_y}
\times \left[ \rho_{12}(\lambda) + \rho_{21}(\lambda) - \rho_{34}(\lambda) - \rho_{43}(\lambda) \right].
$$

The poles of $\rho_{13}(\lambda)$, $\rho_{24}(\lambda)$, $\rho_{31}(\lambda)$, and $\rho_{42}(\lambda)$ are located at

$$
\lambda^{\pm}_{\Omega} = \pm \frac{i}{\omega_{31}} - \gamma^{\pm}_{\Omega},
$$

and for $\rho_{12}(\lambda)$, $\rho_{21}(\lambda)$, $\rho_{34}(\lambda)$, and $\rho_{43}(\lambda)$ at

$$
\lambda^{\pm}_{\delta} = \pm \frac{i}{\omega_{21}} - \gamma^{\pm}_{\delta}.
$$

Again, the rates take the form

$$
\gamma^{\pm}_{\Omega} = \frac{1}{2} \left[ W_{12} + W_{21} + W_{13} + W_{31} \right]
\pm \sqrt{4 \left( \Gamma_{12134} + \Gamma_{2134} \right) \left( \Gamma_{1243} + \Gamma_{1243} \right) + \left( W_{12} - W_{21} \right)^2},
$$

$$
\gamma^{\pm}_{\delta} = \frac{1}{2} \left[ W_{12} + W_{21} + W_{13} + W_{31} \right]
\pm \sqrt{4 \left( \Gamma_{1324} + \Gamma_{3124} \right) \left( \Gamma_{1342} + \Gamma_{1342} \right) + \left( W_{13} - W_{31} \right)^2}.
$$
We have the identities \( \Omega = \omega_{31} = (\Omega_+ + \Omega_-)/2 \) and \( \delta = \omega_{21} = (\Omega_+ - \Omega_-)/2 \), where
\[
\Omega_+ = \sqrt{(\Delta_1 + \Delta_2)^2 + (v_y - v_z)^2} \quad \text{and} \quad \Omega_- = \sqrt{(\Delta_1 - \Delta_2)^2 + (v_y + v_z)^2} .
\] (4.4.7)
The frequencies \( \Omega \) and \( \delta \) are the eigenfrequencies of \( \langle \sigma_z \rangle \) and \( \Omega_\pm \) those of \( \langle \sigma_z \tau_z \rangle \). And once more, we can show in order \( \mathcal{O}(K_\zeta T_\zeta) \) that the identities \( \kappa_\delta = \gamma^{-}_\delta \) and \( \kappa_\Omega = \gamma^{-}_\Omega \) hold, with \( \kappa_\delta \) and \( \kappa_\Omega \) from Section 3.6.1. Thus, we have a smooth crossover to the path sum results that were previously derived. Explicitly, within \( \mathcal{O}(K_\zeta \coth(1/T_\zeta)) \) the rates take the forms
\[
\gamma^\pm_\delta = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ 2(\Omega^2 - \Delta^2_{2,1} - v_z^2)S_{1,2}(\Omega) + (\Delta^2_{2,1} + v_z^2 - \delta^2)S_{1,2}(\delta) \\
+ (\Delta^2_{1,2} + v_z^2 - \delta^2)S_{2,1}(\delta) \right] ,
\]
\[
\gamma^\pm_\Omega = \frac{\pi}{4(\Omega^2 - \delta^2)} \left[ (\Omega^2 - \Delta^2_{2,1} - v_z^2)S_{1,2}(\Omega) + 2(\Delta^2_{2,1} + v_z^2 - \delta^2)S_{1,2}(\delta) \\
+ (\Omega^2 - \Delta^2_{1,2} - v_z^2)S_{2,1}(\Omega) \right] .
\] (4.4.8)
It is convenient to rewrite the Markov expressions of the rates from Eq. (3.6.15) as
\[
\kappa_\delta = \frac{1}{2(\Omega^2 - \delta^2)} \left[ 2(\Omega^2 - \Delta^2_{2,1} - v_z^2)\vartheta_1 + (\Delta^2_{2,1} + v_z^2 - \delta^2)\vartheta_1 + (\Delta^2_{1,2} + v_z^2 - \delta^2)\vartheta_2 \right] ,
\]
\[
\kappa_\Omega = \frac{1}{2(\Omega^2 - \delta^2)} \left[ (\Omega^2 - \Delta^2_{2,1} - v_z^2)\vartheta_1 + 2(\Delta^2_{2,1} + v_z^2 - \delta^2)\vartheta_1 + (\Omega^2 - \Delta^2_{1,2} - v_z^2)\vartheta_2 \right] .
\] (4.4.9)
Comparing (4.4.8) with (4.4.9) reveals that the transition from the Markov-regime to the quantum-noise regime is again done by the replacement of \( \vartheta_\delta \) with the corresponding \( S_\zeta(\Omega, \delta) \). The two remaining poles in (4.4.8), \( \gamma^+_\delta \) and \( \gamma^-_\Omega \), are absent in the path sum derivation, when the influence phase contributions to \( \langle \sigma_z(\lambda) \rangle \) are disregarded (see (A.2.8)).

As the same arguments apply that led to (4.3.17), the dynamics of \( \langle \sigma_z \rangle \) in the time regime and for high temperature is described by
\[
\langle \sigma_z(t) \rangle = \text{Res}[a] e^{-\gamma_a^+ t} \cos \Omega t + \text{Res}[b] e^{-\gamma_a^- t} \cos \Omega t \\
+ \text{Res}[c] e^{-\gamma_b^+ t} \cos \delta t + \text{Res}[d] e^{-\gamma_b^- t} \cos \delta t .
\] (4.4.10)
The amplitudes are of the same form as in (4.3.13) and (4.3.14). The four amplitudes simplify in the high temperature limit to the following expressions:
\[
\text{Res}[a] = \frac{\Omega^2 - \Delta^2_{2,1} - v_z^2}{\Omega^2 - \delta^2} + \mathcal{O}(1/T) ,
\]
\[
\text{Res}[b] = \text{Res}[c] = \mathcal{O}(1/T) ,
\]
\[
\text{Res}[d] = \frac{\Delta^2_{2,1} + v_z^2 - \delta^2}{\Omega^2 - \delta^2} + \mathcal{O}(1/T) .
\] (4.4.11)
These are the same as we calculated in Eq. (3.6.17) with the path sum method.
\[4.4.2 \, \sigma_z \tau_z\]

For \( \langle \sigma_z \tau_z (\lambda) \rangle \) we get
\[
\langle \sigma_z \tau_z (\lambda) \rangle = -\sin \Theta_1 [\rho_{11}(\lambda) - \rho_{44}(\lambda)] + \sin \Theta_2 [\rho_{22}(\lambda) - \rho_{33}(\lambda)]
+ \cos \Theta_1 [\rho_{14}(\lambda) + \rho_{41}(\lambda)] + \cos \Theta_2 [\rho_{23}(\lambda) + \rho_{32}(\lambda)],
\]
(4.4.12)
or written in terms of the eigenfrequencies
\[
\langle \sigma_z \tau_z (\lambda) \rangle = \frac{v_z - v_y}{\Omega_+} [\rho_{11}(\lambda) - \rho_{44}(\lambda)] + \frac{v_z + v_y}{\Omega_-} [\rho_{22}(\lambda) - \rho_{33}(\lambda)]
+ \frac{\Delta_1 + \Delta_2}{\Omega_+} [\rho_{14}(\lambda) + \rho_{41}(\lambda)] + \frac{\Delta_1 - \Delta_2}{\Omega_-} [\rho_{23}(\lambda) + \rho_{32}(\lambda)].
\]
(4.4.13)
The pole conditions for \( \rho_{23}(\lambda), \rho_{32}(\lambda) \) and \( \rho_{14}(\lambda), \rho_{41}(\lambda) \) are
\[
\lambda_{\Omega_+}^\pm = \pm i \Omega_+ - \gamma_{\Omega_\pm} = \pm i \omega_{41} - \frac{1}{2} (W_{12} + W_{21} + W_{13} + W_{31}),
\]
(4.4.14)
\[
\lambda_{\Omega_-}^\pm = \pm i \Omega_- - \gamma_{\Omega_\pm} = \pm i \omega_{32} - \frac{1}{2} (W_{12} + W_{21} + W_{13} + W_{31}).
\]
The frequencies \( \omega_{41} \) and \( \omega_{32} \) correspond to \( \Omega_+ \) and \( \Omega_- \), i.e., they are the eigenfrequencies of \( \langle \sigma_z \tau_z \rangle \). The different \( W_{ij} \)'s are defined in the Eqs. (A.5.13)-(A.5.16). The poles from \( \rho_{11}(\lambda), \rho_{22}(\lambda), \rho_{33}(\lambda), \) and \( \rho_{44}(\lambda) \) form three relaxation poles and read
\[
\gamma_0 = 0, \quad \gamma_{01} = W_{12} + W_{21}, \quad \gamma_{02} = W_{13} + W_{31}.
\]
(4.4.15)
Within the high-temperature limit, we immediately find the identities \( \kappa_{01} = \gamma_{01} \) and \( \kappa_{02} = \gamma_{02} \), with \( \kappa_{01,02} \) from Eq. (3.6.16). Explicitly, we have
\[
\gamma_{01} = \frac{\Delta_1^2 + v_y^2 - \delta_1^2 \pi}{\Omega_+ - \delta_1^2} \frac{1}{2} S_1(\Omega) + \frac{\Delta_2^2 + v_y^2 - \delta_2^2 \pi}{\Omega_- - \delta_2^2} \frac{1}{2} S_2(\Omega),
\]
(4.4.16)
\[
\gamma_{02} = \frac{\Omega_2^2 - v_y^2 - \Delta_1^2 \pi}{\Omega_+ - \delta_1^2} \frac{1}{2} S_1(\delta) + \frac{\Omega_2^2 - v_y^2 - \Delta_2^2 \pi}{\Omega_- - \delta_2^2} \frac{1}{2} S_2(\delta).
\]
The dephasing rates in (4.4.14) smoothly match the path sum rates of Eq. (3.6.16) in the high-temperature limit, i.e., \( \kappa_{\Omega_\pm} = (\vartheta_1 + \vartheta_2) / 2 \). The generalized rate \( \kappa_{\Omega_\pm} \) in the one-boson exchange is immediately obtained by the sum of the last two equations and reads
\[
\gamma_{\Omega_\pm} = (\gamma_{01} + \gamma_{02}) / 2.
\]
(4.4.17)
Thus, the generalization of the two pure relaxation poles \( \kappa_{01,02} \) and the dephasing poles \( \kappa_{\Omega_\pm} \) to the one-boson exchange regime is again based on replacing \( \vartheta_{1,2} \) with the corresponding power spectra \( S_{1,2}(\Omega, \delta) \).

The oscillatory amplitude of \( \langle \sigma_z \tau_z \rangle \) for \( \rho_{23} \) and \( \rho_{32} \) is
\[
\text{Res}[\langle \sigma_z \tau_z (\lambda = \lambda_{\Omega_-}^\pm) \rangle] = \frac{(\Delta_1 - \Delta_2)^2}{4\Omega_-^2},
\]
(4.4.18)
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and for \( \rho_{14} \) and \( \rho_{41} \) we get

\[
\text{Res}[\langle \sigma_z \tau_z (\lambda = \lambda_{14}^{\pm}) \rangle] = \frac{(\Delta_1 + \Delta_2)^2}{4\Omega_1^2}.
\] (4.4.19)

The equilibrium pole and the pure relaxation poles have the amplitudes

\[
\text{Res}[\langle \sigma_z \tau_z (\lambda = 0) \rangle] = \frac{(\Omega v_x + \delta v_y) \tanh \left( \frac{\beta \Omega}{2} \right) - (\Omega v_y + \delta v_x) \tanh \left( \frac{\beta \Omega}{2} \right)}{\Omega^2 - \delta^2},
\]

\[
\text{Res}[\langle \sigma_z \tau_z (\lambda = -\kappa_{01}) \rangle] = \frac{(\Omega v_x + \delta v_y) (\Omega v_x + \delta v_y - (\Omega^2 - \delta^2) \tanh \left( \frac{\beta \Omega}{2} \right))}{(\Omega^2 - \delta^2)^2},
\]

\[
\text{Res}[\langle \sigma_z \tau_z (\lambda = -\kappa_{02}) \rangle] = \frac{(\Omega v_y + \delta v_z) (\Omega v_y + \delta v_z + (\Omega^2 - \delta^2) \tanh \left( \frac{\beta \Omega}{2} \right))}{(\Omega^2 - \delta^2)^2}.
\] (4.4.20)

As we see, these results for \( \langle \sigma_z \rangle \) are the same as the path sum results.

4.5 Bloch-Redfield and quantum frustration of decoherence

We have shown in Section 3.7 that we obtain minimal damping rates if two or more of the eigenvalues become degenerate. Now, we will study this feature in the Bloch-Redfield regime (see Fig. 4.3). In Figure 3.13 are shown the eigenfrequencies of \( \langle \sigma_z \rangle \) and \( \langle \sigma_z \tau_z \rangle \) with the two degeneracy points.

For the first degeneracy point, which is the left in Figure 3.13, we simplify the calculation by only keeping terms of \( O(K \zeta \coth(1/T \zeta)) \) and neglecting terms of \( O(K \zeta) \). The degeneracy occurs where

\[
\Delta_{1,2} = \Delta \pm \epsilon/2 \quad \text{and} \quad v_{y,z} = \pm v + \eta/2,
\] (4.5.1)

and therefore \( \Omega = \delta = \sqrt{\Delta^2 + v^2} \) for \( \epsilon \to 0 \) and \( \eta \to 0 \). Using the expressions (4.4.6) and (A.5.11) – (A.5.20), we can calculate the rates at this degeneracy point

\[
\gamma^- = \frac{3 \pi}{8} S_1(\Omega) + \frac{3 \pi}{8} S_2(\Omega) - \frac{\pi \Delta}{8 \Omega} [S_1(\Omega) + S_2(\Omega)] - \frac{\pi v}{2 \Omega} [S_1(\Omega) - S_2(\Omega)],
\]

\[
\gamma^+ = \frac{3 \pi}{8} S_1(\Omega) + \frac{3 \pi}{8} S_2(\Omega) + \frac{\pi \Delta}{8 \Omega} [S_1(\Omega) + S_2(\Omega)] + \frac{\pi v}{2 \Omega} [S_1(\Omega) - S_2(\Omega)],
\]

\[
\gamma_\delta = \frac{3 \pi}{8} S_1(\Omega) + \frac{3 \pi}{8} S_2(\Omega) - \frac{\pi \Delta}{8 \Omega} [S_1(\Omega) + S_2(\Omega)] - \frac{\pi v}{2 \Omega} [S_1(\Omega) - S_2(\Omega)],
\]

\[
\gamma_\Omega = \frac{3 \pi}{8} S_1(\Omega) + \frac{3 \pi}{8} S_2(\Omega) + \frac{\pi \Delta}{8 \Omega} [S_1(\Omega) + S_2(\Omega)] + \frac{\pi v}{2 \Omega} [S_1(\Omega) - S_2(\Omega)],
\] (4.5.2)

and

\[
\gamma_{\Omega \pm} = \frac{\pi}{4} [S_1(\Omega) + S_2(\Omega)],
\]

\[
\gamma_{01,02} = \frac{\pi}{4} [S_1(\Omega) + S_2(\Omega)] \pm \frac{\pi \Delta}{4 \Omega} [S_1(\Omega) - S_2(\Omega)] \pm \frac{\pi v}{4 \Omega} [S_1(\Omega) + S_2(\Omega)].
\] (4.5.3)
By comparing these rates with the corresponding results in the Markov-regime, i.e., Eqs. (3.7.3) and (3.7.6), we see that the Markov rates are easily expanded to the quantum-noise regime by replacing \( \theta_\zeta \) with \( S_\zeta(\Omega) \). Since the rates and the amplitudes have the same structure as in Section 3.7, we observe the frustration of decoherence phenomenon in the quantum-noise regime, too.

For the second degeneracy point, we set \( \Delta_1 = \Delta_2 = \Delta, v_y v_z = \Delta^2 \),

\[
v_y = \sqrt{\frac{v^2}{2} - \sqrt{\frac{v^4}{4} - \Delta^4 k^2}}, \quad v_z = \sqrt{\frac{v^2}{2} + \sqrt{\frac{v^4}{4} - \Delta^4 k^2}},
\]

where \( v = \sqrt{v_y^2 + v_z^2} \) is the total length of the coupling vector (see Eq. (3.7.10)). Then, we obtain \( \Omega = \Omega_+ = \Omega_- \) and therefore \( \delta \to 0 \). This time, the transition to the quantum-noise regime is not only performed by replacing \( \theta_\zeta \) with \( S_\zeta(\Omega) \). Since \( \delta \to 0 \), we get for the power spectrum \( S_\zeta(\delta) \) at the degeneracy point \( \kappa = 1 \) the same form as in the Markov-regime, i.e.,

\[
\lim_{\delta \to 0} \frac{\pi}{2} S_\zeta(\delta) = \theta_\zeta.
\]

Then we obtain for the dephasing rates of \( \langle \sigma_z \rangle \) in \( \mathcal{O}(K_\zeta \coth(1/T_\zeta)) \)

\[
\gamma^-_\delta = \frac{1}{4} \left( 1 + \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) [\theta_1 + \vartheta_2] + \frac{\pi}{4} \left( 1 - \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) S_1(\Omega),
\]

\[
\gamma^+_\Omega = \frac{1}{2} \left( 1 + \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) \theta_1 + \frac{\pi}{8} \left( 1 - \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) [S_1(\Omega) + S_2(\Omega)],
\]

and

\[
\gamma^-_\delta = \frac{1}{4} \left( 1 + \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) [\theta_1 + \vartheta_2] + \frac{\pi}{4} \left( 1 - \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) S_2(\Omega),
\]

\[
\gamma^+_\Omega = \frac{1}{2} \left( 1 + \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) \vartheta_2 + \frac{\pi}{8} \left( 1 - \frac{\sqrt{v^4 - 2\Delta^2}}{\sqrt{v^2 + 2\Delta^2}} \right) [S_1(\Omega) + S_2(\Omega)].
\]

For high temperature, the rates \( \gamma^-_\delta \) and \( \gamma^+_\Omega \) adopt the forms of the path sum derivation given in Eq. (3.7.12). Unfortunately, a shift of \( \gamma^+_\Omega \) due to a renormalization by a second order contribution (like in Eq. (3.7.14) because \( \delta \to 0 \)) is not accessible because Bloch-Redfield is valid in first order of the bath correlations only. For \( \langle \sigma_z \tau_z \rangle \), the relaxation rates and the dephasing rate of Eq. (3.7.16) change to

\[
\gamma_{01} = \frac{\pi}{4} \left( 1 - \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) [S_1(\Omega) + S_2(\Omega)],
\]

\[
\gamma_{02} = \frac{1}{2} \left( 1 + \frac{\sqrt{v^4 - 4\Delta^4}}{\Omega^2} \right) [\theta_1 + \vartheta_2],
\]

\[
\gamma_{0+} = \frac{\gamma_{01} + \gamma_{02}}{2}.
\]
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Figure 4.3: Minima in damping rates with \( v_z = 1.43, \Delta = 1, T = 10^{-4}, K = 0.01 \). We see a minimum for a coupling strength as in Eq. (4.5.4). Plots were done with the full expressions for the rates and not approximated by neglecting terms of \( O(K\zeta) \). See text for details. Left: red is \( \gamma_\Omega^+ \), green is \( \gamma_\Omega^- \), blue is \( \gamma_\delta^+ \), and black is \( \gamma_\delta^- \). Right: red is \( \gamma_{\Omega\pm} \), green is \( \gamma_{01} \), and blue is \( \gamma_{02} \).

The minima in the rates due to a frustration of decoherence do not show up until reaching very low temperature. Therefore, we cannot neglect any term in the rate expressions, i.e., we have to use the rates given in the Eqs. (4.4.6), (4.4.15), and (4.4.17). By performing a numerical analysis, we see a minimum for the dephasing rates \( \gamma_\delta^+ \), \( \gamma_\Omega^+ \), \( \gamma_{\Omega\pm} \) and for the relaxation rate \( \gamma_{01} \) at the degeneracy point. The other rates do not show a minimum. This is different to the Markov-regime, where only two of the relaxation rates have a minimum (cf. Sec. 3.7). The rates are shown in Fig. 4.3 (cf. [72]). A numerical analysis of the amplitudes (not shown) reveals that only \( \gamma_\Omega^+, \gamma_\delta^+, \gamma_\Omega^- \) give rise to a coherent contribution around the degeneracy point.
4.6 Conclusions

We applied the Bloch-Redfield equations both to a single spin and to two coupled spins with $v_z$ coupling and simultaneous $v_y$ and $v_z$ coupling. In the case of two coupled spins we had to extend the usual secular approximation to include additional terms due to degeneracies of the relevant frequencies.

We obtained a smooth crossover from Bloch-Redfield to the path sum results of the previous chapter in the one-boson exchange regime and for intermediate temperature. This is not obvious because both theories are based on different procedures. We closed the gap between Bloch-Redfield results, valid for low temperature, and path sum results by Dubé and Stamp, valid for high temperature and strong mutual spin-spin coupling. Now, it is possible to describe two coupled spins for all temperatures in leading order of the bath coupling. The connection between the low temperature regime, where the Bloch-Redfield method is valid, and the high temperature regime, where the path sum method is valid, is analytically exact.
5 Summary

Two dissipative coupled spins were analyzed with the path sum and the Bloch-Redfield method. We focused on the case, where each of the spins is coupled to its own boson bath. Our studies begun in the white-noise Markov-regime, where multi-boson exchange processes between system and bath prevail. Then, an extension to the low temperature and weak bath coupling quantum-noise regime, where one-boson exchange processes dominate was made.

Various regimes were examined in detail with the path sum method. We studied the one-boson exchange regime, which is valid for low temperature, and the high-temperature and/or large spin-spin coupling regime. An extension to linear combinations of longitudinal and transverse spin-spin coupling was discussed. For simultaneous \( v_y \) and \( v_z \) spin-spin coupling we found degenerate eigenenergies for certain coupling strengths. There we obtained equally preferred but mutually exclusive ground states. Since both ground states are exclusive, we observed a frustration of decoherence, which lead to extended coherence times. This is crucial with regard to quantum information processing, where long coherence times are essential. With bias, we obtained an avoided level crossing and no more a complete degeneracy of the eigenenergies. Nevertheless, we found a frustration of decoherence, too. Non-Gaussian behavior of an environment was studied with a spin-boson environment and the path sum method. We found for high temperature of the resonant boson-bath that damping decreases with increasing temperature, and more important, a coherent contribution with relevant amplitude remains, with the result that we obtained an unexpected long coherence time. So we found another possibility to minimize the influence of the environment.

We further applied the Bloch-Redfield method to two coupled spins which are weakly coupled to boson baths. Thereto, we had to include additional terms in the Bloch-Redfield equations beyond the usual secular approximation. We found for the first time an analytically exact crossover from the Bloch-Redfield results to the path sum results for weak bath coupling, i.e., in the one-boson exchange regime. This is not obvious a priori because the Bloch-Redfield method uses a perturbative expansion of the system-bath coupling, while the path sum method is based on an expansion of the tunnel matrix element.

By filling the gap between Bloch-Redfield results, valid for low temperature, and former path sum results by Dubé and Stamp, valid for high temperature and strong mutual spin-spin coupling, it is now possible to describe two coupled spins with weak bath coupling for all temperatures between \( T = 0 \) and \( T = \infty \). It was also shown that the transition from the quantum-noise regime to the white-noise regime is analytically exact.

The description of two dissipative coupled spins with bias was only begun in this thesis. Unfortunately, the analytic handling is complicated by the size of the occurring
expressions. We hope that further research can circumvent this drawback. Also driven coupled qubits were not discussed in this thesis, which remains an open topic for future research [79].
A Appendix

A.1 Preparation effects

A.1.1 One spin

Assume that we prepare our spin at $t = 0$ only to a fraction $\alpha$ in $|L\rangle$ and $1 - \alpha$ in $|R\rangle$. Then, we have $\langle \sigma_z(t = 0) \rangle = \alpha |L\rangle + (1 - \alpha) |R\rangle$, with $0 \leq \alpha \leq 1$ at $t = 0$, and therefore

$$
\rho_{R,\alpha} = \alpha \rho_{R,L} + (1 - \alpha) \rho_{R,R}, \\
\rho_{L,\alpha} = \alpha \rho_{L,L} + (1 - \alpha) \rho_{L,R}.
$$

(A.1.1)

Summing these equations results in 1, or $1/\lambda$, because $\rho_{R,L} + \rho_{L,L} = 1$ and $\rho_{R,R} + \rho_{L,R} = 1$. Subtracting these equations gives

$$
\rho_{R,\alpha} - \rho_{L,\alpha} = \alpha (\rho_{R,L} - \rho_{L,L}) + (1 - \alpha) (\rho_{R,R} - \rho_{L,R}) \\
= \alpha \langle \sigma_z \rangle^L + (1 - \alpha) \langle \sigma_z \rangle^R \\
(= (1 - 2 \alpha) \langle \sigma_z \rangle^R).
$$

(A.1.2)

The upper index in $\langle \cdot \rangle_{R,L}$ means that $\langle \sigma_z(t = 0) \rangle$ starts either in $R$ or $L$.

A.1.2 Two spins

Now, assume that we prepare spin $\sigma$ at $t = 0$ to a fraction $\alpha$ in $|L\rangle$ and $1 - \alpha$ in $|R\rangle$. Similarly, the second spin, $\tau$, is prepared to a fraction $\delta$ in $|L\rangle$ and $1 - \delta$ in $|R\rangle$. Then we have $\langle \sigma_z(t = 0) \rangle = \alpha |L\rangle + (1 - \alpha) |R\rangle$ and $\langle \tau_z(t = 0) \rangle = \delta |L\rangle + (1 - \delta) |R\rangle$, with $0 \leq \alpha, \delta \leq 1$ at $t = 0$. It follows

$$
\rho_{R,R,\alpha \delta} = \alpha \delta \rho_{RR,LL} + \alpha (1 - \delta) \rho_{RR,LR} \\
+ (1 - \alpha) \delta \rho_{RR,RL} + (1 - \alpha)(1 - \delta) \rho_{RR,RR}, \\
\rho_{R,L,\alpha \delta} = \alpha \delta \rho_{RL,LL} + \alpha (1 - \delta) \rho_{RL,LR} \\
+ (1 - \alpha) \delta \rho_{RL,RL} + (1 - \alpha)(1 - \delta) \rho_{RL,RR}, \\
\rho_{L,R,\alpha \delta} = \alpha \delta \rho_{LR,LL} + \alpha (1 - \delta) \rho_{LR,LR} \\
+ (1 - \alpha) \delta \rho_{LR,RL} + (1 - \alpha)(1 - \delta) \rho_{LR,RR}, \\
\rho_{L,L,\alpha \delta} = \alpha \delta \rho_{LL,LL} + \alpha (1 - \delta) \rho_{LL,LR} \\
+ (1 - \alpha) \delta \rho_{LL,RL} + (1 - \alpha)(1 - \delta) \rho_{LL,RR}.
$$

(A.1.3)
Summing these equations gives 1 or $1/\lambda$, respectively. Labeling the four equations in (A.1.3) with (1) – (4), we can show the relations

$$
(1) + (2) - (3) - (4) = \alpha \langle \sigma_z \rangle^L + (1 - \alpha) \langle \sigma_z \rangle^R,
$$

$$
(1) - (2) + (3) - (4) = \delta \langle \tau_z \rangle^L + (1 - \delta) \langle \tau_z \rangle^R,
$$

$$
(1) - (2) - (3) + (4) = (1 - \alpha - \delta + 2\alpha \delta) \langle \sigma_z \tau_z \rangle^R_R + (\alpha + \delta - 2\alpha \delta) \langle \sigma_z \tau_z \rangle^R_L.
$$

The lower index in $\langle \cdot \rangle_{R,L}$ means that $\langle \tau_z(t = 0) \rangle$ starts either in $|R\rangle$ or $|L\rangle$.

Eq. (A.1.4) can be understood if we look at the corresponding expressions for $\langle \sigma_z \rangle$, $\langle \tau_z \rangle$, and $\langle \sigma_z \tau_z \rangle$. $\langle \sigma_z \rangle^R$ reads

$$
\langle \sigma_z \rangle^R = \sum_{X,Y=R,L} \rho_{RX,RY} - \sum_{X,Y=R,L} \rho_{LX,RY},
$$

where we have to sum over all possibilities of the spin $\tau$,

$$
\langle \sigma_z \rangle^R = \rho_{RR,RR} + \rho_{RL,RR} + \rho_{RR,RL} + \rho_{RL,RL} - \rho_{LR,RR} - \rho_{LL,RR} - \rho_{LR,RL} - \rho_{LL,RL}.
$$

This can be written as

$$
\langle \sigma_z \rangle^R = \langle \sigma_z \rangle^R_R + \langle \sigma_z \rangle^R_L = 2 \langle \sigma_z \rangle^R_R = 2 \langle \sigma_z \rangle^R_L.
$$

Further, we obtain

$$
\langle \sigma_z \rangle^L = \sum_{X,Y=R,L} \rho_{RX,LY} - \sum_{X,Y=R,L} \rho_{LX,LY},
$$

$$
\langle \tau_z \rangle^R = \sum_{X,Y=R,L} \rho_{RX,RY} - \sum_{X,Y=R,L} \rho_{LX,RY},
$$

$$
\langle \tau_z \rangle^L = \sum_{X,Y=R,L} \rho_{RX,LY} - \sum_{X,Y=R,L} \rho_{LX,LY}.
$$

(A.1.8)

$\langle \sigma_z \tau_z \rangle$ is given by

$$
\langle \sigma_z \tau_z \rangle^R_R = (\rho_{R,R}^R - \rho_{L,R}^L)(\rho_{R,R}^R - \rho_{L,R}^L) - \rho_{RR,RR} + \rho_{LL,RR} - \rho_{LR,RR} - \rho_{RR,RL} - \rho_{RL,RL}.
$$

(A.1.10)

Now, we can express $\rho_{R,R,\alpha \delta}$, $\rho_{R,L,\alpha \delta}$, $\rho_{L,R,\alpha \delta}$ and $\rho_{L,L,\alpha \delta}$ in terms of $\langle \sigma_z \rangle$, $\langle \tau_z \rangle$ and $\langle \sigma_z \tau_z \rangle$. Using $\langle \sigma_z \rangle^R = -\langle \sigma_z \rangle^L$, $\langle \tau_z \rangle_R = -\langle \tau_z \rangle_L$, and $\langle \sigma_z \tau_z \rangle^R_R = -\langle \sigma_z \tau_z \rangle^L_L$, we get

$$
\rho_{R,R,\alpha \delta} = \frac{1}{4} \left[ 1 + (1 - 2\alpha)(\langle \sigma_z \rangle^R + (1 - 2\delta)(\langle \tau_z \rangle_R + (1 - 2\alpha)(1 - 2\delta)\langle \sigma_z \tau_z \rangle^R_R \right],
$$

$$
\rho_{R,L,\alpha \delta} = \frac{1}{4} \left[ 1 + (1 - 2\alpha)(\langle \sigma_z \rangle^R + (1 - 2\delta)(\langle \tau_z \rangle_R - (1 - 2\alpha)(1 - 2\delta)\langle \sigma_z \tau_z \rangle^R_R \right],
$$

$$
\rho_{L,R,\alpha \delta} = \frac{1}{4} \left[ 1 - (1 - 2\alpha)(\langle \sigma_z \rangle^R + (1 - 2\delta)(\langle \tau_z \rangle_R - (1 - 2\alpha)(1 - 2\delta)\langle \sigma_z \tau_z \rangle^R_R \right],
$$

(A.1.11)

$$
\rho_{L,L,\alpha \delta} = \frac{1}{4} \left[ 1 - (1 - 2\alpha)(\langle \sigma_z \rangle^R - (1 - 2\delta)(\langle \tau_z \rangle_R + (1 - 2\alpha)(1 - 2\delta)\langle \sigma_z \tau_z \rangle^R_R \right].
$$
A.2 General form of equations of motion

The equations of motion are obtained by calculating the time evolution of all relevant operators. The time evolution in the Heisenberg picture reads

\[ \frac{d}{dt} A(t) = i e^{i H t} [H, A] e^{-i H t}, \]  

where \([H, A]\) is the usual commutator. Therefore, the full set of coupled equations reads in Laplace space

\[
\begin{align*}
\lambda \langle \sigma_z \rangle &= -\Delta_1 \langle \sigma_y \rangle - v_x \langle \sigma_y \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle + \langle \sigma_z^0 \rangle \\
\lambda_1 \langle \sigma_y \rangle &= \Delta_1 \langle \sigma_z \rangle - \epsilon_1 \langle \sigma_x \rangle + v_x \langle \sigma_x \tau_x \rangle - v_z \langle \sigma_x \tau_z \rangle \\
\lambda_1 \langle \sigma_x \rangle &= \epsilon_1 \langle \sigma_y \rangle - v_y \langle \sigma_z \rangle + v_x \langle \sigma_y \tau_y \rangle \\
\lambda \langle \tau_z \rangle &= -\Delta_2 \langle \tau_y \rangle - v_x \langle \sigma_x \tau_y \rangle + v_y \langle \sigma_y \tau_x \rangle + \langle \tau_z^0 \rangle \\
\lambda_2 \langle \tau_y \rangle &= \Delta_2 \langle \tau_z \rangle - \epsilon_2 \langle \tau_x \rangle + v_x \langle \sigma_z \rangle - v_z \langle \sigma_x \rangle \\
\lambda_2 \langle \tau_x \rangle &= \epsilon_2 \langle \tau_y \rangle - v_y \langle \tau_z \rangle + v_x \langle \sigma_y \tau_z \rangle \\
\lambda_{12} \langle \sigma_z \tau_y \rangle &= -\Delta_2 \langle \sigma_z \tau_x \rangle + \epsilon_1 \langle \sigma_y \tau_y \rangle - v_x \langle \sigma_y \rangle + v_z \langle \tau_y \rangle \\
\lambda_{12} \langle \sigma_y \tau_x \rangle &= -\Delta_2 \langle \sigma_y \tau_z \rangle + \epsilon_2 \langle \sigma_z \tau_y \rangle + v_x \langle \sigma_z \rangle - v_z \langle \sigma_y \rangle \\
\lambda_{12} \langle \sigma_z \tau_x \rangle &= -\Delta_1 \langle \sigma_z \tau_y \rangle + \epsilon_1 \langle \sigma_y \tau_x \rangle + v_x \langle \sigma_y \rangle + v_z \langle \tau_y \rangle \\
\lambda \langle \sigma_z \tau_z \rangle &= -\Delta_1 \langle \sigma_y \tau_x \rangle - \Delta_2 \langle \sigma_y \tau_y \rangle + \langle \sigma_z \tau_z^0 \rangle .
\end{align*}
\]

(A.2.2)

We have used \((\zeta = 1, 2)\)

\[
\lambda_1 = \lambda + \vartheta_1, \quad \text{and} \quad \lambda_{12} = \lambda + \vartheta_1 + \vartheta_2 .
\]

(A.2.3)

The superscript in, e.g., \(\langle \sigma_z \tau_z^0 \rangle \equiv \langle \sigma_z \tau_z(t = 0) \rangle\) denotes the corresponding initial state at \(t = 0\).

To include influence phase factors it is convenient to rewrite the coupled equations of motion in terms of the density matrix states. Labeling these states as

\[
\rho = \begin{pmatrix}
  s_1 & s_3 & s_5 & s_7 \\
  s_2 & s_4 & s_6 & s_8 \\
  s_9 & s_{11} & s_{13} & s_{15} \\
  s_{16} & s_{12} & s_{14} & s_{16}
\end{pmatrix}
\]

(A.2.4)

and using the normalization \(s_{16} = 1/\lambda - s_1 - s_4 - s_{13}\), we obtain for the coupled equations
of motion (cf. (3.1.14) – (3.1.17), we set \( v_x = 0 \))

\[
\lambda s_1 - \frac{i}{2} [(s_7 - s_{10}) v_y + (s_9 - s_5) \Delta_1 + (s_2 - s_3) \Delta_2 - i] = 0 , \\
\lambda s_4 + \frac{i}{2} [(s_6 - s_{11}) v_y + (s_8 - s_{12}) \Delta_1 + (s_2 - s_3) \Delta_2 + i] = 0 , \\
\lambda s_{13} - \frac{i}{2} [(s_6 - s_{11}) v_y + (s_5 - s_9) \Delta_1 + (s_{14} - s_{15}) \Delta_2 - i] = 0 , 
\]

and

\[
s_2 [i (v_z + \epsilon_2) + \lambda_2] - \frac{i}{2} \left[ (s_{10} - s_6) \Delta_1 + (s_8 v_y - s_4 \Delta_2) I_2^- + (s_9 v_y + s_1 \Delta_2) I_2^+ \right] = 0 , \\
s_3 [i (v_z + \epsilon_2) - \lambda_2] - \frac{i}{2} \left[ (s_7 - s_{11}) \Delta_1 + (s_5 v_y + s_1 \Delta_2) I_2^- + (s_{12} v_y - s_4 \Delta_2) I_2^+ \right] = 0 , \\
s_5 [i (v_z + \epsilon_1) - \lambda_1] - \frac{i}{2} \left[ (s_7 - s_6) \Delta_2 + (s_3 v_y + s_1 \Delta_1) I_1^- + (s_{14} v_y - s_{13} \Delta_1) I_1^+ \right] = 0 , \\
s_6 [i (\epsilon_2 - \epsilon_1) + \lambda_{12}] + \frac{i}{2} \left[ (s_2 I_1^- - s_{14} I_1^+) \Delta_1 + (s_8 I_2^- - s_5 I_2^+) \Delta_2 + (s_4 I_{12}^- - s_{13} I_{12}^+) v_y \right] = 0 , \\
s_7 [i (\epsilon_1 + \epsilon_2) - \lambda_{12}] + \frac{i}{2} \left[ (s_{15} I_1^+ - s_3 I_1^-) \Delta_1 + (s_8 I_2^+ - s_5 I_2^-) \Delta_2 + (s_1 I_{12}^- - s_{16} I_{12}^+) v_y \right] = 0 , \\
s_8 [i (\epsilon_1 - v_z) - \lambda_1] + \frac{i}{2} \left[ (s_7 - s_6) \Delta_2 + (s_2 v_y - s_4 \Delta_1) I_1^- + (s_{15} v_y + s_{16} \Delta_1) I_1^+ \right] = 0 , \\
s_9 [i (v_z + \epsilon_1) + \lambda_1] - \frac{i}{2} \left[ (s_{10} - s_{11}) \Delta_2 + (s_{15} v_y - s_{13} \Delta_1) I_1^- + (s_8 v_y + s_1 \Delta_1) I_1^+ \right] = 0 , \\
s_{10} [i (\epsilon_1 + \epsilon_2) + \lambda_{12}] + \frac{i}{2} \left[ (s_{14} I_1^- - s_2 I_1^+) \Delta_1 + (s_{12} I_2^- - s_9 I_2^+) \Delta_2 + (s_1 I_{12}^- - s_{16} I_{12}^-) v_y \right] = 0 , \\
s_{11} [i (\epsilon_2 - \epsilon_1) - \lambda_{12}] + \frac{i}{2} \left[ (s_3 I_1^+ - s_{15} I_1^-) \Delta_1 + (s_{12} I_2^+ - s_9 I_2^-) \Delta_2 + (s_4 I_{12}^- - s_{13} I_{12}^+) v_y \right] = 0 , \\
s_{12} [i (\epsilon_1 - v_z) + \lambda_1] + \frac{i}{2} \left[ (s_{10} - s_{11}) \Delta_2 + (s_{14} v_y + s_{16} \Delta_1) I_1^- + (s_3 v_y - s_4 \Delta_1) I_1^+ \right] = 0 , \\
s_{14} [i (\epsilon_2 - v_z) + \lambda_2] + \frac{i}{2} \left[ (s_7 - s_6) \Delta_1 + (s_{12} v_y + s_{16} \Delta_2) I_2^- + (s_9 v_y - s_{13} \Delta_2) I_2^+ \right] = 0 , \\
s_{15} [i (\epsilon_2 - v_z) - \lambda_2] + \frac{i}{2} \left[ (s_7 - s_{11}) \Delta_1 + (s_9 v_y - s_{13} \Delta_2) I_2^- + (s_8 v_y + s_{16} \Delta_2) I_2^+ \right] = 0 .
\]

(A.2.6)

Here, the system was prepared in \( \langle \sigma_z^0 \rangle = \langle \tau_z^0 \rangle = \langle \sigma_z \tau_z^0 \rangle = 1 \) and we have introduced the influence phase factors \( I_{1,2,12}^\pm \), which read

\[
I_{1,2}^\pm = \exp[\pm i \pi K_{1,2}] \quad \text{and} \quad I_{12}^\pm = \exp[\pm i \pi (K_1 + K_2)] .
\]

(A.2.7)
Again in the representation with $\langle \sigma_z \rangle$, $\langle \tau_z \rangle$, and so on, we get

\[
\begin{align*}
\lambda \langle \sigma_z \rangle + \Delta_1 \langle \sigma_y \rangle - v_y \langle \sigma_x \tau_y \rangle &= 1 \\
\lambda \langle \tau_z \rangle + \Delta_2 \langle \tau_y \rangle - v_y \langle \sigma_y \tau_x \rangle &= 1 \\
\lambda \langle \sigma_x \tau_z \rangle + \Delta_1 \langle \sigma_y \tau_z \rangle + \Delta_2 \langle \sigma_z \tau_y \rangle &= 1 \\
\lambda_1 \langle \sigma_y \rangle - \Delta_1 \sin (\pi K_1) / \lambda - \epsilon_1 \langle \sigma_y \rangle + v_y \langle \sigma_z \tau_y \rangle \cos (\pi K_1) - v_z \langle \sigma_y \tau_z \rangle &= 0 , \\
\lambda_2 \langle \tau_x \rangle - \Delta_2 \sin (\pi K_2) / \lambda - \epsilon_2 \langle \tau_y \rangle + v_y \langle \sigma_y \tau_x \rangle \cos (\pi K_2) - v_z \langle \sigma_z \tau_y \rangle &= 0 , \\
\lambda_1 \langle \sigma_y \tau_z \rangle - \Delta_1 \langle \sigma_z \tau_z \rangle + v_y \langle \sigma_x \tau_z \rangle \cos (\pi K_1) + \epsilon_1 \langle \sigma_x \tau_z \rangle - v_z \langle \sigma_x \tau_z \rangle &= 0 , \\
\lambda_2 \langle \sigma_y \tau_y \rangle - \Delta_2 \langle \sigma_z \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_2) + \epsilon_2 \langle \sigma_z \tau_y \rangle + v_z \langle \sigma_x \tau_y \rangle &= 0 , \\
\lambda_1 \langle \sigma_x \tau_y \rangle - \Delta_1 \langle \sigma_z \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_1) + \epsilon_1 \langle \sigma_x \tau_y \rangle + v_z \langle \sigma_x \tau_y \rangle &= 0 , \\
\lambda_2 \langle \sigma_y \tau_x \rangle - \Delta_2 \langle \sigma_z \tau_x \rangle + v_y \langle \sigma_y \tau_x \rangle \cos (\pi K_2) + \epsilon_2 \langle \sigma_z \tau_x \rangle + v_z \langle \sigma_x \tau_x \rangle &= 0 , \\
\lambda_1 \langle \sigma_x \tau_y \rangle - \Delta_1 \langle \sigma_x \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_1) + \epsilon_1 \langle \sigma_x \tau_y \rangle + v_z \langle \sigma_x \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_1) &= 0 , \\
\lambda_2 \langle \sigma_x \tau_y \rangle - \Delta_2 \langle \sigma_x \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_2) + \epsilon_2 \langle \sigma_x \tau_y \rangle + v_z \langle \sigma_x \tau_y \rangle + v_y \langle \sigma_x \tau_y \rangle \cos (\pi K_2) &= 0 , \\
\lambda_1 \langle \sigma_y \tau_z \rangle - \Delta_1 \langle \sigma_y \tau_z \rangle + v_y \langle \sigma_y \tau_z \rangle \cos (\pi K_1) + \epsilon_1 \langle \sigma_y \tau_z \rangle + v_z \langle \sigma_y \tau_z \rangle + v_y \langle \sigma_y \tau_z \rangle \cos (\pi K_1) &= 0 , \\
\lambda_2 \langle \sigma_y \tau_y \rangle - \Delta_2 \langle \sigma_y \tau_y \rangle + v_y \langle \sigma_y \tau_y \rangle \cos (\pi K_2) + \epsilon_2 \langle \sigma_y \tau_y \rangle + v_z \langle \sigma_y \tau_y \rangle + v_y \langle \sigma_y \tau_y \rangle \cos (\pi K_2) &= 0 ,
\end{align*}
\]

(A.2.8)

These are the generalized coupled equations of motion for two coupled dissipative spins in the white-noise regime including influence phase factors in all orders.
A.2.1 $v_y$ coupling

We begin the analysis with the diagonalization of the corresponding Hamiltonian. Therefore, we need the diagonalization matrix $U$,

$$U = \frac{1}{2}
\begin{pmatrix}
\frac{\cos(\Theta_1)}{\sqrt{1+\sin(\Theta_1)}} & \sqrt{1+\sin(\Theta_1)} & \sqrt{1+\sin(\Theta_1)} & \frac{\cos(\Theta_1)}{\sqrt{1+\sin(\Theta_1)}} \\
-\frac{\sqrt{1-\sin(\Theta_2)}}{\cos(\Theta_2)} & \sqrt{1-\sin(\Theta_2)} & -\sqrt{1-\sin(\Theta_2)} & \frac{\sqrt{1-\sin(\Theta_2)}}{\cos(\Theta_2)} \\
-\frac{\sqrt{1+\sin(\Theta_2)}}{\cos(\Theta_1)} & -\sqrt{1+\sin(\Theta_2)} & \sqrt{1+\sin(\Theta_2)} & \frac{\sqrt{1+\sin(\Theta_2)}}{\cos(\Theta_1)} \\
\frac{\sqrt{1-\sin(\Theta_1)}}{\cos(\Theta_1)} & -\sqrt{1-\sin(\Theta_1)} & -\sqrt{1-\sin(\Theta_1)} & \frac{\sqrt{1-\sin(\Theta_1)}}{\cos(\Theta_1)}
\end{pmatrix},$$

(A.2.9)

together with the mixing angles

$$\Theta_1 = \arctan\left(\frac{v_y}{\Delta_1 + \Delta_2}\right) \quad \text{and} \quad \Theta_2 = \arctan\left(\frac{v_y}{\Delta_1 - \Delta_2}\right).$$

(A.2.10)

We can transform the Hamiltonian into a diagonalized form

$$\tilde{H} = U H U^{-1} = -\frac{\Omega}{2} (\sigma_z \otimes 1) - \frac{\delta}{2} (1 \otimes \tau_z),$$

(A.2.11)

with

$$\Omega = \frac{1}{2} (\Omega_+ + \Omega_-), \quad \delta = \frac{1}{2} (\Omega_+ - \Omega_-),$$

$$\Omega_+ = \sqrt{(\Delta_1 + \Delta_2)^2 + v_y^2}, \quad \Omega_- = \sqrt{(\Delta_1 - \Delta_2)^2 + v_y^2}.$$ 

(A.2.12)

The equilibrium values are calculated to (cf. Sec. 3.1)

$$\langle \sigma_z \rangle_{eq} = \langle \tau_z \rangle_{eq} = 0$$

(A.2.13)

and

$$\langle \sigma_z \tau_z \rangle_{eq} = -\frac{v_y}{\delta^2 + \Omega^2} \left[ \Omega \tanh\left(\frac{\beta \delta}{2}\right) - \delta \tanh\left(\frac{\beta \Omega}{2}\right) \right].$$

(A.2.14)

Observe that the term $\tanh\left(\frac{\beta \delta}{2}\right)$ is multiplied with $\Omega$ and $\tanh\left(\frac{\beta \Omega}{2}\right)$ with $\delta$ (cf. (3.1.12)). Thus the leading contribution for high temperature is

$$\langle \sigma_z \tau_z \rangle_{eq} \approx -\frac{1}{24} v_y \delta \Omega \beta^3 + O(\beta^5).$$

(A.2.15)

The eigenfrequencies are again in the form of (3.1.7) but with $v_y$ instead of $v_z$

$$\Omega_{\pm} = \sqrt{(\Delta_1 \pm \Delta_2)^2 + v_y^2}, \quad \Omega = \frac{1}{2} (\Omega_+ + \Omega_-), \quad \delta = \frac{1}{2} (\Omega_+ - \Omega_-).$$

(A.2.16)

With the useful Vieta relations

$$\Omega_+^2 + \Omega_-^2 = 2 (\Delta_1^2 + \Delta_2^2 + v_y^2), \quad \Omega_+^2 \Omega_-^2 = (\Delta_1^2 + \Delta_2^2 + v_y^2)^2 - 4 \Delta_1^2 \Delta_2^2,$$

$$\Omega^2 + \delta^2 = \Delta_1^2 + \Delta_2^2 + v_y^2, \quad \Omega^2 \delta^2 = \Delta_1^2 \Delta_2^2,$$

(A.2.17)
we obtain for the undamped dynamics (cf. Sec. 3.1)

\[
\langle \sigma_z(\lambda) \rangle = \frac{\lambda (\lambda^2 + \Delta^2)}{(\lambda^2 + \Omega^2)(\lambda^2 + \delta^2)}, \quad \langle \sigma_z \tau_z(\lambda) \rangle = \frac{(\lambda^2 + v_y^2)(\lambda^2 + \delta^2)}{\lambda (\lambda^2 + \Omega^2)(\lambda^2 + \Omega^2)}. \tag{A.2.18}
\]

The kernels in the Markov limit read

\[
K_{\sigma_z}(\lambda) = \frac{\Delta^2}{\lambda + \vartheta_1} + v_y \frac{1}{1 + \frac{1}{\lambda + \vartheta_1 + \vartheta_2} \Delta^2 \Delta_2} \frac{1}{\lambda + \vartheta_1 + \vartheta_2} v_y \tag{A.2.19}
\]

and

\[
K_{\sigma_z \tau_z}(\lambda) = \frac{N}{D}, \quad N = (\lambda + \vartheta_1)(\lambda + \vartheta_2) \Delta^2 \Delta_1 (\lambda + \vartheta_2) + (\lambda + \vartheta_1)(\lambda + \vartheta_2 - 2\Delta_2) \Delta_1^2 \\
+ (\lambda + \vartheta_1) \left[ (\lambda + \vartheta_2)(\lambda + \vartheta_1 + \vartheta_2) - 2\Delta_2^2 \right] \Delta_1^2 \\
+ \Delta_2^2 (\lambda + \vartheta_1) \left[ (\lambda + \vartheta_1 + \vartheta_2) v_y^2 \\
+ (\lambda + \vartheta_2)(\Delta_2^2 + (\lambda + \vartheta_1)(\lambda + \vartheta_1 + \vartheta_2)) \right], \tag{A.2.20}
\]

\[
D = (v_y^2 + (\lambda + \vartheta_1)(\lambda + \vartheta_2)) \times \left[ (\lambda + \vartheta_1 + \vartheta_2) v_y^2 + \Delta_1^2 (\lambda + \vartheta_1) \\
+ (\lambda + \vartheta_2)(\Delta_2^2 + (\lambda + \vartheta_1)(\lambda + \vartheta_1 + \vartheta_2)) \right].
\]

With these kernels the form of \(\langle \sigma_z(\lambda) \rangle\) and \(\langle \sigma_z \tau_z(\lambda) \rangle\) is given by

\[
\langle \sigma_z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma_z}(\lambda)} \quad \text{and} \quad \langle \sigma_z \tau_z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma_z \tau_z}(\lambda)}. \tag{A.2.21}
\]

Now, we make the systematic weak damping approximation, i.e., the series expansion of the denominator of \(\langle \sigma_z \rangle\) and \(\langle \sigma_z \tau_z \rangle\) up to first order in the temperatures \(\vartheta_1\) and \(\vartheta_2\) and to first order in \(\kappa_\Omega, \kappa_\delta, \kappa_{\Omega_+},\) and \(\kappa_{\Omega_-}\) around \(\lambda = \pm \Omega_0 - \kappa_\delta, \) \(\lambda = \pm \Omega_+ - \kappa_\Omega,\) \(\lambda = \pm \Omega_- - \kappa_{\Omega_+},\) \(\lambda = \pm \Omega_- - \kappa_{\Omega_-},\) and the two pure relaxation poles of \(\langle \sigma_z \tau_z \rangle\), which we call \(\kappa_{01, \ k_02}.\) The resulting rates for \(\langle \sigma_z \rangle\) are

\[
\kappa_\Omega = \frac{2\Omega^2 - \Delta^2 - v_y^2 - \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Omega^2 - \Delta^2}{2(\Omega^2 - \delta^2)} \vartheta_2, \tag{A.2.22}
\]

\[
\kappa_\delta = \frac{\Omega^2 + \Delta^2 + v_y^2 - 2\delta^2}{2(\Omega^2 - \delta^2)} \vartheta_1 + \frac{\Delta^2 - \delta^2}{2(\Omega^2 - \delta^2)} \vartheta_2.
\]
And the rates for $\langle \sigma_z \tau_z \rangle$ are

$$
\kappa_{\Omega_+} = \kappa_{\Omega_-} = \frac{\vartheta_1 + \vartheta_2}{2},
$$

$$
\kappa_{01} = \frac{\Delta_1^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_2,
$$

$$
\kappa_{02} = \frac{\Omega^2 - v_y^2 - \Delta_1^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Omega^2 - v_y^2 - \Delta_2^2}{\Omega^2 - \delta^2} \vartheta_2.
$$

(A.2.23)

**A.2.2 $v_x$ coupling**

There are two characteristic features for $v_x$ coupling: first, it leads to a shift of the eigenfrequencies such that $\Omega \to \Omega \pm v_x$ and $\delta \to \delta \pm v_x$. Second, the low temperature rates are of the form $(\vartheta_1 + \vartheta_2)/2$ for the rates around $\Omega$, $\delta$, and $\Omega_x$. In the following some results are given for different combinations of $v_x$, $v_y$, and $v_z$ coupling without influence phase contributions.

**A.2.2.1 Sole $v_x$ coupling**

For sole $v_x$ coupling the eigenfrequencies of $\langle \sigma_z (\lambda) \rangle$ depend on $\Delta_1$, while the eigenfrequencies of $\langle \tau_z (\lambda) \rangle$ depend on $\Delta_2$. The eigenfrequencies of $\langle \sigma_z \tau_z (\lambda) \rangle$ depend on both, $\Delta_1$ and $\Delta_2$. We obtain without bath coupling

$$
\langle \sigma_z (\lambda) \rangle = \frac{\lambda (\lambda^2 + \Delta_1^2 + v_x^2)}{[\lambda^2 + (\Omega + v_x)^2][\lambda^2 + (\Omega - v_x)^2]},
$$

$$
\langle \tau_z (\lambda) \rangle = \frac{\lambda (\lambda^2 + \Delta_2^2 + v_x^2)}{[\lambda^2 + (\delta + v_x)^2][\lambda^2 + (\delta - v_x)^2]},
$$

$$
\langle \sigma_z \tau_z (\lambda) \rangle = \frac{\lambda (\lambda^2 + \Delta_1^2 + \Delta_2^2)}{[\lambda^2 + \Omega_+^2][\lambda^2 + \Omega_-^2]},
$$

(A.2.24)

with the expressions

$$
\Omega_\pm = \Delta_1 \pm \Delta_2, \quad \Omega = \frac{1}{2}(\Omega_+ + \Omega_-) = \Delta_1, \quad \text{and} \quad \delta = \frac{1}{2}(\Omega_+ - \Omega_-) = \Delta_2.
$$

(A.2.25)

The long time expectation values are

$$
\langle \sigma_z \rangle_{\text{eq}} = \langle \tau_z \rangle_{\text{eq}} = \langle \sigma_z \tau_z \rangle_{\text{eq}} = 0.
$$

(A.2.26)

We can calculate the kernels in the Markov limit and get

$$
\mathcal{K}_{\sigma_z} (\lambda) = \frac{v_x^4 + ((\lambda + \vartheta_1) (\lambda + \vartheta_2) - 2\Delta_1^2) v_x^2 + \Delta_1^2 (\Delta_1^2 + (\lambda + \vartheta_2) (\lambda + \vartheta_1 + \vartheta_2))}{(\lambda + \vartheta_1 + \vartheta_2) v_x^2 + (\lambda + \vartheta_1) (\Delta_1^2 + (\lambda + \vartheta_2) (\lambda + \vartheta_1 + \vartheta_2))},
$$

$$
\mathcal{K}_{\sigma_z \tau_z} (\lambda) = \frac{\Delta_1^4 + ((\lambda + \vartheta_2) (\lambda + \vartheta_1 + \vartheta_2) - 2\Delta_2^2) \Delta_1^2 + \Delta_2^2 (\Delta_2^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2))}{(\lambda + \vartheta_1) \Delta_1^2 + (\lambda + \vartheta_2) (\Delta_2^2 + (\lambda + \vartheta_1) (\lambda + \vartheta_1 + \vartheta_2))}.
$$

(A.2.27)
The kernel $K_{\tau z}(\lambda)$ for $\langle \tau z(\lambda) \rangle$ is obtained by interchanging 1 $\leftrightarrow$ 2 in $K_{\sigma z}(\lambda)$. With these kernels the form of $\langle \sigma z(\lambda) \rangle$, $\langle \tau z(\lambda) \rangle$, and $\langle \sigma z\tau z(\lambda) \rangle$ is given in the usual way

$$\langle \sigma z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma z}(\lambda)}, \quad \langle \tau z(\lambda) \rangle = \frac{1}{\lambda + K_{\tau z}(\lambda)}, \quad \langle \sigma z\tau z(\lambda) \rangle = \frac{1}{\lambda + K_{\sigma z\tau z}(\lambda)}.$$ (A.2.28)

The systematic low temperature approximation, i.e., the series expansion of the denominator of $\langle \sigma z \rangle$ and $\langle \sigma z\tau z \rangle$ up to first order in the temperatures $\vartheta_1$ and $\vartheta_2$ and to first order in the rates $\Omega_{\pm v_x}$, $\kappa_{\pm\pm v_x}$, $\kappa_{\mp\mp v_x}$, and $\kappa_{\pm\mp}$ around $\lambda = \pm i (\delta \pm v_x) - \kappa_{\pm\pm v_x}$, $\lambda = \pm i \Omega_+ - \kappa_{\pm\mp}$, and $\lambda = \pm i \Omega_- - \kappa_{\pm\pm}$ results in

$$\kappa_{\pm\pm v_x} = \kappa_{\pm\mp v_x} = \kappa_{\pm\mp} = \kappa_{\pm\pm}.$$

(A.2.29)

There are no pure relaxation poles for $\langle \sigma z\tau z \rangle$.

### A.2.2.2 $v_x$ and $v_y$ coupling

For simultaneous $v_x$ and $v_y$ coupling we obtain for the denominators of $\langle \sigma z(\lambda) \rangle = N_{\sigma z}/D_{\sigma z}$ and $\langle \sigma z\tau z(\lambda) \rangle = N_{\sigma z\tau z}/D_{\sigma z\tau z}$ in the undamped case the expressions

$$D_{\sigma z} = (\lambda^2 + (\Omega + v_x)^2) (\lambda^2 + (\Omega - v_x)^2) (\lambda^2 + (\delta + v_x)^2) (\lambda^2 + (\delta - v_x)^2),$$

$$D_{\sigma z\tau z} = \lambda (\lambda^2 + \Omega_{+}^2) (\lambda^2 + \Omega_{-}^2),$$ (A.2.30)

with the frequencies

$$\Omega = \frac{1}{2} (\Omega_+ + \Omega_-), \quad \delta = \frac{1}{2} (\Omega_+ - \Omega_-),$$

$$\Omega_+ = \sqrt{(\Delta_1 + \Delta_2)^2 + v_y^2}, \quad \Omega_- = \sqrt{(\Delta_1 - \Delta_2)^2 + v_y^2}.$$ (A.2.31)

The numerators are

$$N_{\sigma z} = \lambda \left\{ v_x^6 + 2v_y v_x^5 + (3 \lambda^2 + v_y^2 + \Delta_1^2 - 2 \Delta_2^2) v_x^4 + (\lambda^4 - \Delta_1^2 \Delta_2^2) v_x^3 \right\} + \left\{ v_y^6 + (3 \lambda^2 + v_x^2 + \Delta_1^2 - 2 \Delta_2^2 - 2 \Delta_1^2 v_y^2 + 2v_x v_y (\lambda^4 - \Delta_1^2 \Delta_2^2) \right\} (\lambda^2 + \Delta_1^2),$$

$$N_{\sigma z\tau z} = (\lambda^2 + v_y^2) (\lambda^2 - v_y^2 + \Delta_1^2 + \Delta_2^2).$$ (A.2.32)

We obtain for the equilibrium values

$$\langle \sigma z \rangle_{eq} = \langle \tau z \rangle_{eq} = 0$$

(A.2.33)

and

$$\langle \sigma z\tau z \rangle_{eq} = \left[ \sinh \left( \frac{\beta \Omega_+}{2} \right) \Omega_+ - e^{\beta v_x} \sinh \left( \frac{\beta \Omega_-}{2} \right) \Omega_- \right] v_y$$

$$\left[ \cosh \left( \frac{\beta \Omega_+}{2} \right) + e^{\beta v_y} \cosh \left( \frac{\beta \Omega_-}{2} \right) \right] \Omega_+ \Omega_-.$$ (A.2.34)
The leading contribution for high temperature is
\[ \langle \sigma_z \tau_z \rangle_{eq} \approx -\frac{v_x v_y}{4} \left( \frac{1}{T} \right)^2 + O \left( \frac{1}{T} \right)^3 . \] (A.2.35)

Since the results for \( \langle \sigma_z(\lambda) \rangle \) and \( \langle \sigma_z \tau_z(\lambda) \rangle \) with bath coupling are too long, we will not note them here. However, they can be calculated with appropriate software and the coupled equations of motion given in (A.2.2).

The low temperature approximation yields for the rates (cf. Eq. (A.2.29))
\[
\begin{align*}
\kappa_{\Omega \pm v_x} &= \kappa_{\delta \pm v_x} = \kappa_{\Omega} = \frac{\vartheta_1 + \vartheta_2}{2}, \\
\kappa_{01} &= \frac{\Delta_1^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_2, \\
\kappa_{02} &= \frac{\Omega^2 - v_y^2 - \Delta_2^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Omega^2 - v_y^2 - \Delta_2^2}{\Omega^2 - \delta^2} \vartheta_2,
\end{align*}
\] (A.2.36)
where \( \kappa_{01} \) and \( \kappa_{02} \) are the two pure relaxation poles of \( \langle \sigma_z \tau_z \rangle \).

### A.2.2.3 \( v_x \) and \( v_z \) coupling

In the case of \( v_x \) and \( v_z \) coupling we obtain in the undamped case for the denominators of \( \langle \sigma_z(\lambda) \rangle = N_{\sigma_z}/D_{\sigma_z} \) and \( \langle \sigma_z \tau_z(\lambda) \rangle = N_{\sigma_z \tau_z}/D_{\sigma_z \tau_z} \) the expressions
\[
D_{\sigma_z} = (\lambda^2 + (\Omega + v_x)^2) (\lambda^2 + (\Omega - v_x)^2) (\lambda^2 + (\delta + v_x)^2) (\lambda^2 + (\delta - v_x)^2),
\]
\[
D_{\sigma_z \tau_z} = \lambda (\lambda^2 + \Omega_+^2) (\lambda^2 + \Omega_-^2),
\] (A.2.37)
with the expressions
\[
\begin{align*}
\Omega &= \frac{1}{2}(\Omega_+ + \Omega_-), \\
\Omega_+ &= \sqrt{(\Delta_1 + \Delta_2)^2 + v_z^2}, \\
\Omega_- &= \sqrt{(\Delta_1 - \Delta_2)^2 + v_z^2}.
\end{align*}
\] (A.2.38)

We obtain for the numerators
\[
\begin{align*}
N_{\sigma_z} &= \lambda \left\{ v_x^6 + (3\lambda^2 - 2v_x^2 + \Delta_2^2 - 2\Delta_2^2) v_x^4 - 2v_z \Delta_1 \Delta_2 (2\lambda^2 + v_x^2 + \Delta_1^2 + \Delta_2^2) v_x \\
&+ [3\lambda^4 + v_x^2 + \Delta_1^2 + 2\Delta_2^2 (\lambda^2 - \Delta_2^2) + v_x^2 (\Delta_1^2 + 2\Delta_2^2)] v_x^2 \\
&+ (\lambda^2 + v_x^2 + \Delta_2^2) [\lambda v_x^2 + (\lambda^2 + \Delta_1^2) (\lambda^2 + \Delta_2^2)] + 4v_z \Delta_1 \Delta_2 v_x^3 \right\},
\end{align*}
\]
\[
N_{\sigma_z \tau_z} = (\lambda^2 + v_x^2) (\lambda^2 + v_x^2 + \Delta_1^2 + \Delta_2^2),
\] (A.2.39)

The equilibrium values are given by
\[
\langle \sigma_z \rangle_{eq} = \langle \tau_z \rangle_{eq} = 0
\] (A.2.40)
\[ \langle \sigma_z \tau_z \rangle_{\text{eq}} = \frac{e^{\beta v_x} \sinh \left( \frac{\beta \Omega_+}{2} \right) \Omega_- + \sinh \left( \frac{\beta \Omega_-}{2} \right) \Omega_+}{\cosh \left( \frac{\beta \Omega_+}{2} \right) + e^{\beta v_x} \cosh \left( \frac{\beta \Omega_-}{2} \right)} \nu_z. \]  
(A.2.41)

For high temperature the leading contribution is given by
\[ \langle \sigma_z \tau_z \rangle_{\text{eq}} \approx \frac{\nu_z}{2T} + O \left( \frac{1}{T^3} \right). \]  
(A.2.42)

The full expressions for \( \langle \sigma_{z}(\lambda) \rangle \) and \( \langle \sigma_{z}\tau_{z}(\lambda) \rangle \) with bath coupling are too long to be noted here. However, they are computable with appropriate software and by using the coupled equations of motion from (A.2.2).

The systematic weak damping approximation yields for the rates
\[ \kappa_{\Omega \pm \nu_x} = \kappa_{\delta \pm \nu_x} = \kappa_{\Omega} = \kappa_{\delta} = \frac{\vartheta_1 + \vartheta_2}{2}, \]
\[ \kappa_{01} = \frac{\Delta_1^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_2, \]  
(A.2.43)
\[ \kappa_{02} = \frac{\Omega^2 - \Delta_1^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Omega^2 - \Delta_2^2}{\Omega^2 - \delta^2} \vartheta_2. \]

### A.2.2.4 \( v_x, v_y, \) and \( v_z \) coupling

Finally, if all coupling types are present, i.e., \( v_x, v_y, \) and \( v_z, \) we get for vanishing bath coupling for the denominators of \( \langle \sigma_{z}(\lambda) \rangle = N_{\sigma_x}/D_{\sigma_x} \) and \( \langle \sigma_{z}\tau_{z}(\lambda) \rangle = N_{\sigma_x\tau_x}/D_{\sigma_x\tau_x} \) the results
\[ D_{\sigma_x} = (\lambda^2 + (\Omega + v_x)^2) (\lambda^2 + (\Omega - v_x)^2) (\lambda^2 + (\delta + v_x)^2) (\lambda^2 + (\delta - v_x)^2) \]
\[ D_{\sigma_x\tau_x} = \lambda^2 (\lambda^2 + \Omega_+^2) (\lambda^2 + \Omega_-^2), \]  
(A.2.44)
with the frequencies
\[ \Omega = \frac{1}{2}(\Omega_+ + \Omega_-), \]
\[ \delta = \frac{1}{2}(\Omega_+ - \Omega_-), \]  
(A.2.45)
\[ \Omega_+ = \sqrt{(\Delta_1 + \Delta_2)^2 + (v_y - v_z)^2}, \]
\[ \Omega_- = \sqrt{(\Delta_1 - \Delta_2)^2 + (v_y + v_z)^2}. \]

The numerators are given by
\[ N_{\sigma_x} = \lambda \left\{ v_y^6 + (3\lambda^2 + v_y^2 - 2v_x^2 + \Delta_1^2 - 2\Delta_2^2) v_x^4 + [3\lambda^4 + 2\Delta_1^2 \lambda^2 + v_y^4 + \Delta_2^2 - 2\Delta_1 \Delta_2^2] \right\}. \]
\[ N_{\sigma_x\tau_x} = \lambda v_y^4 + \left\{ \lambda \Delta_1^2 - 2\lambda v_z^2 + \lambda (2\lambda^2 + \Delta_1^2) \right\} v_y^2 + 4\lambda v_z \Delta_1 \Delta_2 v_y + \lambda v_z^4 \]
\[ + v_z^2 [\lambda \Delta_1^2 + \lambda (2\lambda^2 + \Delta_1^2)] + \lambda^2 \left[ \lambda \Delta_1^2 + \lambda (\lambda^2 + \Delta_1^2) \right]. \]
We get for the long time expectation values \( \langle \sigma_z \rangle_{eq} = \langle \tau_z \rangle_{eq} = 0 \) and

\[
\langle \sigma_z \tau_z \rangle_{eq} = e^{\frac{\beta \lambda_1}{2}} \left[ e^{\frac{1}{2} \beta (\Omega_+ - \Omega_+ + 2v_x)} \Omega_- (v_y - v_z) + e^{\frac{1}{2} \beta (\Omega_- + \Omega_+ + 2v_x)} \Omega_- (v_y + v_z) \right] / \left( e^{\frac{\beta \lambda_1}{2}} (1 + e^{\beta \Omega_+}) + e^{\frac{\beta \Omega_-}{2} + \beta v_x} + e^{\frac{\beta \Omega_+ + \beta v_x}{2}} \right) \Omega_- \Omega_+ .
\] (A.2.47)

Then, the leading contribution for high temperature is

\[
\langle \sigma_z \tau_z \rangle_{eq} \approx \frac{v_z}{2T} - \frac{v_x v_y}{4} \left( \frac{1}{T} \right)^2 + O \left( \frac{1}{T} \right)^3 .
\] (A.2.48)

The corresponding expressions for \( \langle \sigma_z (\lambda) \rangle \) and \( \langle \sigma_z \tau_z (\lambda) \rangle \) with coupling to the baths are too long and will not note them here. Anyhow, they can be calculated with the coupled equations of motion in (A.2.2).

We obtain for the rates within the low temperature approximation the results

\[
\begin{align*}
\kappa_{\Omega \pm v_x} &= \kappa_{\delta \pm v_x} = \kappa_{\Omega_+} = \kappa_{\Omega_-} = \frac{\vartheta_1 + \vartheta_2}{2} , \\
\kappa_{01} &= \frac{\Delta_1^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Delta_2^2 + v_y^2 - \delta^2}{\Omega^2 - \delta^2} \vartheta_2 , \\
\kappa_{02} &= -\frac{\Omega^2 - v_y^2 - \Delta_1^2}{\Omega^2 - \delta^2} \vartheta_1 + \frac{\Omega^2 - v_y^2 - \Delta_2^2}{\Omega^2 - \delta^2} \vartheta_2 .
\end{align*}
\] (A.2.49)

### A.2.3 \( v_y \) and \( v_z \) coupling and bias \( \epsilon_1 \)

The denominator of \( \langle \sigma_z (\lambda) \rangle = N_{\sigma_z}/D_{\sigma_z} \) and \( \langle \sigma_z \tau_z (\lambda) \rangle = N_{\sigma_z \tau_z}/D_{\sigma_z \tau_z} \) is a polynomial of degree nine in \( \lambda \) and is composed of

\[
D_{\sigma_z} = D_{\sigma_z \tau_z} = \lambda (\lambda^2 + \Omega^2) (\lambda^2 + \delta^2) (\lambda^2 + \Omega_+^2) (\lambda^2 + \Omega_-^2) ,
\] (A.2.50)

i.e., the bias \( \epsilon_1 \) mixes the eigenfrequencies of both spins. The denominator of \( \langle \tau_z (\lambda) \rangle = N_{\tau_z}/D_{\tau_z} \) keeps the same form as without bias

\[
D_{\tau_z} = \lambda (\lambda^2 + \Omega^2) (\lambda^2 + \delta^2) .
\] (A.2.51)

The eigenfrequencies are

\[
\begin{align*}
\Omega_+ &= \sqrt{\Delta_1^2 + \Delta_2^2 + v_y^2 + v_z^2 + \epsilon_1^2 + 2\Omega^{(0)}} , \\
\Omega_- &= \sqrt{\Delta_1^2 + \Delta_2^2 + v_y^2 + v_z^2 + \epsilon_1^2 - 2\Omega^{(0)}} , \\
\Omega &= \frac{1}{2} (\Omega_+ + \Omega_-) , \\
\delta &= \frac{1}{2} (\Omega_+ - \Omega_-) .
\end{align*}
\] (A.2.52)
where \( \Omega^{(0)} = \sqrt{(v_y v_z - \Delta_1 \Delta_2)^2 + \epsilon_1^2 (v_y^2 + \Delta_2^2)} \). The numerator of \( \langle \sigma_z(\lambda) \rangle \) reads

\[
(\lambda^2 + \epsilon_1^2) v_y^6 + \left[ (2\lambda^2 + \epsilon_1^2) \Delta_1^2 + (3\lambda^2 + 3\Delta_2^2 - 2\epsilon_1^2) (\lambda^2 + \epsilon_1^2) \right] v_y^5 - 2 v_y^3 \Delta_1 \Delta_2 \epsilon_1^2 v_z + \left[ \lambda^2 \Delta_1^4 + (4\lambda^2 + \epsilon_1^2) \lambda^2 + \epsilon_1^2 - \Delta_2^2 \epsilon_1^2 \right] \Delta_1^2 + (\lambda^2 + \epsilon_1^2) \left[ 3\lambda^4 + 3\Delta_1^4 + \epsilon_1^2 + \Delta_2^2 (6\lambda^2 - 4\epsilon_1^2) \right] v_z^2 \\
+ 2 v_y \Delta_1 \Delta_2 \left[ 4\lambda^4 + 4\Delta_2^2 \lambda^2 - \epsilon_1^2 \lambda^2 - \epsilon_1^2 - \Delta_2^2 \epsilon_1^2 + 3\Delta_2^2 \epsilon_1^2 + \epsilon_2^2 (4\lambda^2 + 3\epsilon_1^2) \right] v_z \\
+ (\lambda^2 + \Delta_1^2) \left[ (\lambda^2 + \epsilon_1^2) \left( \Delta_1^4 + 2 (\lambda^2 - \Delta_2^2 + \epsilon_1^2) \Delta_1^2 + \Delta_1^2 + \Delta_2^2 + (\lambda^2 + \epsilon_1^2)^2 - 2 \Delta_2^2 (\epsilon_1^2 - \lambda^2) \right) \\
+ 3 \lambda^2 v_2 \Delta_2^2 \lambda^2 + 4 \Delta_2^2 \lambda^2 + 2 \lambda^2 + 2 \Delta_2^2 \lambda^2 + 2 \epsilon_1^2 \lambda^2 \\
+ \Delta_2^2 \epsilon_1^2 \lambda^2 + \Delta_2^2 \epsilon_1^2 - 2 v_y^2 (\lambda^2 + \epsilon_1^2) + \Delta_2^2 (2 (\lambda^2 + \epsilon_1^2) \lambda^2 + \Delta_2^2 (2 \lambda^2 + \epsilon_1^2)) \\
+ v_z^2 (2 \lambda^2 + \epsilon_1^2) \Delta_2^2 + \epsilon_1^2 (2 (\lambda^2 + \epsilon_1^2) - \Delta_2^2) \right],
\]

(A.2.53)

that for \( \langle \tau_z(\lambda) \rangle \) is

\[
(\lambda^2 + \Delta_1^2 + \epsilon_1^2) \lambda^2 + v_z^2 (\lambda^2 + \epsilon_1^2),
\]

(A.2.54)

and we obtain for the numerator of \( \langle \sigma_z \tau_z(\lambda) \rangle \)

\[
(\lambda^2 + v_z^2) v_y^6 - 2 v_z \Delta_1 \Delta_2 v_y^5 + \left[ 3 \lambda^4 + (3 \epsilon_1^2 + 2 (\Delta_1^2 + \epsilon_1^2)) \lambda^2 - 2 v_z^4 + \Delta_2^2 \Delta_1^2 \\
+ v_z^2 (\lambda^2 + \Delta_1^2 + \Delta_2^2 + 3 \epsilon_1^2) \right] v_y^4 + 2 v_z \Delta_1 \Delta_2 \left[ 4 v_z^2 - \Delta_1^2 - \Delta_2^2 - 2 \epsilon_1^2 \right] v_y^3 + v_z^5 (\lambda^2 + \epsilon_1^2) \\
+ \left[ 3 \lambda^4 + 2 (3 \epsilon_1^2 + 2 (\Delta_1^2 + \Delta_2^2)) \lambda^4 + (\Delta_1^4 + 4 (\Delta_2^2 + \epsilon_1^2) \Delta_1^2 + \Delta_2^2 + 3 \epsilon_1^2) \lambda^2 + v_z^6 \\
+ v_z^4 (\lambda^2 + \Delta_1^2 + \Delta_2^2 - 4 \epsilon_1^2) + \Delta_1^2 \Delta_2^2 (\Delta_1^2 + \Delta_2^2 + \epsilon_1^2) + v_z^6 \left[ 3 \lambda^4 + 2 \epsilon_1^2 \lambda^2 + 3 \epsilon_1^2 \\
+ \Delta_2^2 (\lambda^2 - \epsilon_1^2) + \Delta_1^2 (\lambda^2 - 10 \Delta_2^2 + 2 \epsilon_1^2) \right] v_y^2 - 2 v_z \Delta_1 \Delta_2 \left[ v_z^4 + (\Delta_1^2 + \Delta_2^2 - 4 \epsilon_1^2) v_z^2 \\
- (\lambda^2 + \Delta_2^2 - \epsilon_1^2) (\lambda^2 + \epsilon_1^2) + \Delta_1^2 (-\lambda^2 - 2 \Delta_2^2 + \epsilon_1^2) \right] v_y x [\Delta_1^2 + 2 (\lambda^2 - \epsilon_1^2) \Delta_2^2 + (\lambda^2 + \epsilon_1^2) (\lambda^2 + \Delta_2^2 + \epsilon_1^2)) + v_z^4 \left[ (2 \lambda^2 + \Delta_1^2 + \epsilon_1^2) \Delta_1^2 \\
+ (3 \lambda^2 + 2 \Delta_1^2 + 2 \epsilon_1^2) \lambda^2 + (\Delta_1^2 + \epsilon_1^2) \right] + v_z^2 \left[ (\lambda^2 + \Delta_1^2) \Delta_2^2 \\
+ [4 \lambda^4 + (4 \Delta_2^2 + \epsilon_1^2) \lambda^2 + (\Delta_2^2 - \epsilon_1^2) \Delta_1^2 + (\lambda^2 + \epsilon_1^2) (3 \lambda^4 + 4 \Delta_2^2 \lambda^2 + (\Delta_2^2 - \epsilon_1^2)^2) \right].
\]

(A.2.55)
Then we can calculate the equilibrium values

\[
\langle \sigma_z \rangle_{eq} = \left[ e^{\frac{\beta}{2}(\Omega_+ + \Omega_-)} \Omega_+ \left( -v_z^2 - \Delta_1^2 + \Omega(0) \right) + e^{\frac{\beta}{2}} \Omega_+ \left( v_z^2 + \Delta_2^2 - \Omega(0) \right) \right] / \left[ \left( e^{\frac{\beta}{2}} + e^{\frac{\beta}{2} + \Omega(0)} + e^{\frac{1}{2}\beta(\Omega_+ + \Omega_-)} \right) \Omega(0) \Omega_+ \right],
\]

\[
\langle \tau_z \rangle_{eq} = \left( 1 - \frac{2 \cosh (\beta \Omega_-/2)}{\cosh (\beta \Omega_-/2) + \cosh (\beta \Omega_+/2)} \right) v_z \varepsilon_1 \Omega(0),
\]

\[
\langle \sigma_z \tau_z \rangle_{eq} = e^{\frac{\beta}{2}(2\Omega_+ + \Omega_-)} \Omega_+ \left( -v_z v_y^2 + \Delta_1 \Delta_2 v_y - v_z \varepsilon_1^2 + \Omega(0) v_z \right)
+ e^{\frac{\beta}{2}} \Omega_+ \left( v_z v_y^2 - \Delta_1 \Delta_2 v_y - v_z \varepsilon_1^2 - \Omega(0) v_z \right)
- e^{\frac{\beta}{2}} \Omega_- \left( v_z v_y^2 - \Delta_1 \Delta_2 v_y + v_z \varepsilon_1 \Omega(0) \right)
+ e^{\frac{1}{2}\beta(2\Omega_+ + \Omega_-)} \Omega_- \left( v_z v_y^2 - \Delta_1 \Delta_2 v_y + v_z \left( \varepsilon_1^2 + \Omega(0) \right) \right)
/ \left[ \left( e^{\frac{\beta}{2}} + e^{\frac{\beta}{2} + \Omega(0)} + e^{\frac{1}{2}\beta(\Omega_+ + \Omega_-)} \right) \Omega(0) \Omega_+ \right].
\]

So, the leading contributions for high temperature are

\[
\langle \sigma_z \rangle_{eq} \approx \frac{\varepsilon_1}{2T} + O \left( \frac{1}{T} \right)^3,
\]

\[
\langle \tau_z \rangle_{eq} \approx \frac{1}{16} \frac{v_z \varepsilon_1}{T^2} \left( \Omega^2 \varepsilon_1 \Omega^2 - \Omega^2 v_z \varepsilon_1 \right) + O \left( \frac{1}{T} \right)^4,
\]

\[
\langle \sigma_z \tau_z \rangle_{eq} \approx \frac{v_z}{2T} + O \left( \frac{1}{T} \right)^3.
\]

The leading contribution for \( \langle \sigma_z \rangle_{eq} \) is what we expect from the corresponding result of the TSS in Eq. (2.3.16).

It is not possible to note here the results with bath coupling for \( \langle \sigma_z(\lambda) \rangle \) or \( \langle \sigma_z \tau_z(\lambda) \rangle \) simply because they are too long. Also the dephasing and relaxation rates of the systematic weak damping approximation are too long. However, they can be calculated with appropriate software. In Fig. 3.17 are shown the rates of \( \langle \sigma_z(\lambda) \rangle \) and the eigenfrequencies. We see a level crossing of the eigenfrequencies \( \Omega \) and \( \delta \) around \( v_y \approx 0.5 \) and a decrease (increase) of the corresponding rates \( \gamma_\Omega \) (\( \gamma_\delta \)). This is again a manifestation of the quantum frustration of decoherence, as illustrated for \( \langle \sigma_z(t) \rangle \) in Fig. 3.18. Here, coherence is maintained longer around the level crossing compared to other parameters.

### A.3 Propagator approach

The time dependence of the propagator reads

\[
\partial_t k(t) = -iH e^{-iHt}.
\]
Then, the probability to be in the state $|RR\rangle$ at time $t$ when we start in the state $|RR\rangle$ at time $t_0$ reads
\[ \rho_{RR,RR}(t) = |k_{RR,RR}(t)|^2. \] (A.3.2)

The propagator
\[ \partial_t k_{RR,RR}(t) = -i\langle RR|H e^{-iHt}|RR\rangle \] (A.3.3)
can be solved by using the completeness relation
\[ 1 = |RR\rangle \langle RR| + |RL\rangle \langle RL| + |LR\rangle \langle LR| + |LL\rangle \langle LL|. \] (A.3.4)

We obtain
\[ i\partial_t k_{RR,RR}(t) = \langle RR|H|RR\rangle \langle RR|e^{-iHt}|RR\rangle + \langle RR|H|RL\rangle \langle RL|e^{-iHt}|RR\rangle + \langle RR|H|LR\rangle \langle LR|e^{-iHt}|RR\rangle + \langle RR|H|LL\rangle \langle LL|e^{-iHt}|RR\rangle. \] (A.3.5)

Here $\langle RR|e^{-iHt}|RR\rangle$ is again $k_{RR,RR}(t)$, $\langle RL|e^{-iHt}|RR\rangle$ corresponds to $k_{RL,RR}(t)$, and so on. This step has to be repeated for $k_{RR,RR}(t)$, $k_{RL,RR}(t)$, $k_{LR,RR}(t)$ and $k_{LL,RR}(t)$, respectively. Taking the Laplace transform of these equations and abbreviating the propagators as $\alpha = k_{RR,RR}(\lambda)$, $\beta = k_{RL,RR}(\lambda)$, $\gamma = k_{LR,RR}(\lambda)$, $\delta = k_{LL,RR}(\lambda)$, we arrive at a set of coupled equations in Laplace space (written with bias $\epsilon_1$, $\epsilon_2$)
\[ i\lambda \alpha - i = -v/2 \alpha - \Delta_2/2 \beta - \Delta_1/2 \gamma + \epsilon_1 + \epsilon_2 \alpha, \]
\[ i\lambda \beta = -\Delta_2/2 \alpha + v/2 \beta - \Delta_1/2 \delta + \epsilon_1 - \epsilon_2 \beta, \]
\[ i\lambda \gamma = -\Delta_1/2 \alpha + v/2 \gamma - \Delta_2/2 \delta - \epsilon_1 + \epsilon_2 \gamma, \]
\[ i\lambda \delta = -\Delta_1/2 \beta - \Delta_2/2 \gamma - v/2 \delta - \epsilon_1 + \epsilon_2 \delta. \] (A.3.6)

**A.4 Path sum derivation of Dubé and Stamp**

Dubé and Stamp studied the dynamics of coupled spins in four different parameter regimes for sole $v_z$ coupling [59]:

1. **The locked phase regime** ($v_z \gg T, \Delta/\alpha$)
   There is a high energy cost if a blip on one path overlaps with a sojourn on the other. The dynamics corresponds to that of a single spin-boson system with the effective frequency $\Delta_c = \Delta_1 \Delta_2 / v_z$ and $\alpha_c = \alpha_1 + \alpha_2 \pm 2 \alpha_{12}$. The $\pm$ is for ferromagnetic or antiferromagnetic coupling.

2. **The correlated relaxation or high T-phase regime** ($T \gg \Delta/\alpha, v_z$)
   Temperature breaks the locking of the spins. For $v_z \gg \Delta_{1,2}$ blips on one path virtually always overlap with a sojourn on the other path. Interactions between blips on the same path and to blips on the other path can be neglected (cf. Fig. A.1 and A.2).
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Figure A.1: NIBA analog for coupled spins.

Figure A.2: NIBA analog for coupled spins of a single cluster.

3. The mutual coherence regime ($\Delta/\alpha \gg T \gg v_z$)
Temperature breaks the locking of the spins but does not destroy coherence. For $v_z \gg \Delta_{1,2}$ the oscillation frequencies are $\propto v_z$ and the same approximations as in the correlated relaxation regime apply.

4. The perturbative regime ($v_z \ll \Delta$)
The two spins are almost independent. The correlations can be treated perturbatively.

The inter-spin power spectrum of the coupling, which describes correlations between the two baths, reads

$$S_{12}(R, \omega) = S_{21}(R, \omega) = \text{Re} \int dt \, e^{-i\omega t} \langle X(R_1, t) X(R_2, t) \rangle_\beta$$

$$= \frac{\pi}{2} \sum_\alpha \frac{c^{(1)}_\alpha c^{(2)*}_\alpha}{m_\alpha \omega_\alpha} D(R, \omega_\alpha) \delta(\omega - \omega_\alpha). \quad (A.4.1)$$

$R_{1,2}$ are the positions of spin $\sigma$ and $\tau$, respectively. $D(R, \omega_\alpha) = \sum_\alpha e^{i\alpha R} D_\alpha(\omega)$ is the propagator for the bath modes. This is in general a retarded function. Retardation effects can be neglected for distances $|R| = |R_1 - R_2| \ll v_\alpha/\omega_\alpha$, where $v_\alpha$ is the propagation velocity of bath mode $\alpha$. This leads to the limit $R \lesssim 50 \mu m$ for an electronic bath and $R \lesssim 250 \mu m$ for a phonon bath [59]. Below this limit, the inter-spin power spectrum is separable and adopts for an ohmic bath the form

$$S_{12}(R, \omega) = S_{21}(R, \omega) = 2 (K_1 K_2)^{1/2} e^{-|\omega|/\omega_c}. \quad (A.4.2)$$
Bath mediated effects induce an extra interaction term \( \tilde{\epsilon}_\sigma \tau \) to the direct interaction term \(-v_z/2\sigma \tau \), where \( \tilde{\epsilon} \sim \int_0^\infty d\omega S_{12}(R,\omega) / \omega \). This extra interaction reads for ohmic dissipation and without retardation effects \( \tilde{\epsilon} = (K_1 K_2)^{1/2} \omega_c \). Interestingly, this extra interaction depends only on the cutoff frequency \( \omega_c \) and the bath coupling \( K_1/2 \). This means that the bath mediated extra interaction is solely determined by the highest frequency (adiabatic) mode of the bath and the coupling strengths. In the following this extra interaction is already included in the coupling \( v_z \).

For the correlated relaxation and the mutual coherence regime we have to consider contributions of the kind shown in Figs. A.1 and A.2. For a cluster from Fig. A.2 we can write

\[
(g^{(\alpha)})_\sigma^{\tau} = (g^{(\alpha)})_\sigma^{\tau} \sum_{n=0}^\infty [(g^{(\alpha)})_\sigma^{\tau} + (g^{(\alpha)})_\tau^{-}]^n
= (g^{(\alpha)})_\sigma^{\tau} \frac{1}{1 - (g^{(\alpha)})_\sigma^{\tau} - (g^{(\alpha)})_\tau^{-}},
\]

(A.4.3)

with \((g^{(\alpha)})_\sigma^{\tau}\) a contribution of a blip of type \( \alpha \). The index \( \sigma \) refers to the sojourn on the path \( \alpha = 1, 2 \) preceding the blip and \( \tau \) refers to the sojourn overlapping the blip. \((g^{(\alpha)})_\tau^{\sigma}\) is a contribution of a blip of type \( \alpha \)

\[
(g^{(\alpha)})_\tau^{\sigma} = -\frac{\Delta_{\alpha}^2}{2\lambda} \int_0^\infty dt e^{-\lambda t} e^{-Q_2^{(\alpha)}(t)} \cos(\tau v_z t - \sigma Q_1^{(\alpha)}(t))
= -\frac{1}{2\lambda}(g_\alpha + \sigma \tau h_\alpha).
\]

(A.4.4)

The symmetric and antisymmetric kernels, \( g_\alpha \) and \( h_\alpha \), can be calculated analytically within the NIBA and the scaling limit [2]

\[
g_\alpha = f(\lambda + i\epsilon) + f(\lambda - i\epsilon),
\]

\[
h_\alpha = i \tan(\pi K) [f(\lambda + i\epsilon) - f(\lambda - i\epsilon)],
\]

(A.4.5)

with

\[
f(\lambda) = \frac{\Delta_{\text{eff}}}{2} \left( \frac{\beta \Delta_{\text{eff}}}{2\pi} \right)^{1-2K} \frac{\Gamma(K + \lambda \beta/2\pi)}{\Gamma(1 - K + \lambda \beta/2\pi)}.
\]

(A.4.6)

The effective tunnel matrix element \( \Delta_{\text{eff}} \), given by

\[
\Delta_{\text{eff}} = [\Gamma(1 - 2K) \cos(\pi K)]^{1/2(1-K)} \left( \Delta / \omega_c \right)^{K/(1-K)} \Delta,
\]

(A.4.7)

is valid as long as \( K < 1 \). The expression

\[
\frac{1}{\lambda} \left( \frac{1}{1 - (g^{(\alpha)})_\sigma^{\tau} - (g^{(\alpha)})_\tau^{-}} - (g^{(\alpha)})_\tau^{-} \right) = \frac{1}{\lambda} \frac{1}{\lambda + g_\alpha} = P(\lambda)
\]

(A.4.8)

corresponds to \( P(\lambda) = P_R - P_L \), which describes a spin-boson system in the static bias \( \tau v_z \) within the NIBA [2]. Now, we can sum over a chain of clusters beginning with a
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Cluster of type $\alpha$ and ending with a cluster of type $\beta$, with $n$ clusters of type $\alpha$, $C_{n}^{\alpha, \beta}$ (cf. Fig. A.1). We always start in the state $RR$. Then, we obtain

$$P_{RR} = \frac{1}{\lambda} + \frac{1}{\lambda} \sum_{n=1}^{\infty} C_{n}^{(1,1)} + \frac{1}{\lambda} \sum_{n=1}^{\infty} C_{n}^{(1,2)} + \frac{1}{\lambda} \sum_{n=1}^{\infty} C_{n}^{(2,1)} + \frac{1}{\lambda} \sum_{n=1}^{\infty} C_{n}^{(2,2)}. \quad (A.4.9)$$

Since the clusters are one after the other, we have the restriction $\sigma_{j+1} = \tau_{j}$. A chain, where two limiting clusters are of the same type, reads

$$\sum_{n=1}^{\infty} C_{n}^{(\alpha, \alpha)} = (\tilde{g}^{(\alpha)})_{+} \sum_{n=0}^{\infty} \left( \sum_{\sigma_{j}} (\tilde{g}^{(\beta)})_{2j-1} (\tilde{g}^{(\alpha)})_{2j-1} \right)^{n}. \quad (A.4.10)$$

The summation index $\{\sigma_{j}\}$ marks that we have to sum over all possible orderings of $\sigma$. This can be written more elegant in matrix notation as (with the restriction $\sigma_{2n+1} = 1$)

$$\sum_{n=1}^{\infty} C_{n}^{(\alpha, \alpha)} = (\tilde{g}^{(\alpha)})_{+} \left[ (\mathbb{1}_{2} - (\tilde{g}^{(\beta)}) (\tilde{g}^{(\alpha)})^{-1}) \right]^{+}. \quad (A.4.11)$$

with

$$(\tilde{g}^{(\alpha)}) = \left( \begin{array}{c} (\tilde{g}^{(\alpha)})_{+}^{+} \\ (\tilde{g}^{(\alpha)})_{+}^{-} \\ (\tilde{g}^{(\alpha)})_{-}^{+} \\ (\tilde{g}^{(\alpha)})_{-}^{-} \end{array} \right). \quad (A.4.12)$$

The upper and lower index on the square bracket label the accordant matrix element. We get for two limiting clusters of a different type the expression (again with the restriction $\sigma_{2n+1} = 1$)

$$\sum_{n=1}^{\infty} C_{n}^{(\alpha, \beta)} = \sum_{n=0}^{\infty} (\tilde{g}^{(\alpha)})_{+} (\tilde{g}^{(\beta)})_{\sigma_{1}} \left( \sum_{\sigma_{j}} (\tilde{g}^{(\alpha)})_{2j-1} (\tilde{g}^{(\beta)})_{2j+1} \right)^{n}. \quad (A.4.13)$$

or in matrix notation

$$\sum_{n=1}^{\infty} C_{n}^{(\alpha, \beta)} = (\tilde{g}^{(\alpha)})_{+} \left[ (\tilde{g}^{(\beta)}) (\mathbb{1}_{2} - (\tilde{g}^{(\alpha)}) (\tilde{g}^{(\beta)})^{-1}) \right]^{+}. \quad (A.4.14)$$

Now we can write for $P_{RR}$ from Eq. (A.4.9)

$$P_{RR} = \frac{1}{\lambda} + \frac{1}{\lambda} (\tilde{g}^{(1)})_{+} \left[ (\mathbb{1}_{2} - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1}) \right]^{+} + \frac{1}{\lambda} (\tilde{g}^{(2)})_{+} \left[ (\mathbb{1}_{2} - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1}) \right]^{+} + \frac{1}{\lambda} (\tilde{g}^{(1)})_{+} \left[ (\tilde{g}^{(2)}) (\mathbb{1}_{2} - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1}) \right]^{+} + \frac{1}{\lambda} (\tilde{g}^{(2)})_{+} \left[ (\tilde{g}^{(1)}) (\mathbb{1}_{2} - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1}) \right]^{+}. \quad (A.4.15)$$
Observe the factor \(1/\lambda\) in the last two lines, which is missing in the derivation of [59]. In a similar way we obtain \(P_{LL}\) (now with the restriction \(\sigma_{2n+1} = -1\))

\[
P_{LL} = \frac{1}{\lambda} (\tilde{g}^{(1)})^\dagger \left[ (\tilde{g}^{(2)}) (1_2 - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1} \right]_+ \\
+ \frac{1}{\lambda} (\tilde{g}^{(2)})^\dagger \left[ (\tilde{g}^{(1)}) (1_2 - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1} \right]_+ \\
+ \frac{1}{\lambda} (\tilde{g}^{(1)})^\dagger \left[ (\tilde{g}^{(2)}) (1_2 - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1} \right]_+ \\
+ \frac{1}{\lambda} (\tilde{g}^{(2)})^\dagger \left[ (\tilde{g}^{(1)}) (1_2 - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1} \right]_+. \\
\text{(A.4.16)}
\]

Finally, for \(P_{RL}\) we get

\[
P_{RL} = -\frac{1}{\lambda} (\tilde{g}^{(1)})^\dagger \left[ (\tilde{g}^{(2)}) (1_2 - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1} \right]_+ \\
- \frac{1}{\lambda} (\tilde{g}^{(2)})^\dagger \left[ (1_2 - (\tilde{g}^{(1)}) (\tilde{g}^{(2)})^{-1} \right]_+ \\
- \frac{1}{\lambda} (\tilde{g}^{(1)})^\dagger \left[ (\tilde{g}^{(2)}) (1_2 - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1} \right]_+ \\
- \frac{1}{\lambda} (\tilde{g}^{(2)})^\dagger \left[ (\tilde{g}^{(1)}) (1_2 - (\tilde{g}^{(2)}) (\tilde{g}^{(1)})^{-1} \right]_+. \\
\text{(A.4.17)}
\]

\(P_{LR}\) is the same as \(P_{RL}\) but \((1) \leftrightarrow (2)\). Here we have the restriction \(\sigma_{2n+1} = 1\) if the last cluster is on path 2 and \(\sigma_{2n+1} = -1\) if the last cluster is on path 1.

With \(g_i\) and \(h_1\) from Eq. (A.4.4) we can write

\[
P_{RR} = \frac{1}{\lambda} - \frac{1}{4 \lambda} \frac{g_1 + g_2 + h_1 + h_2}{\lambda + g_1 + g_2} - \frac{1}{4} \frac{g_1 + g_2 + h_1 + h_2}{\lambda g_1 + g_2 - h_1 h_2} - 2 \frac{1}{\lambda} \frac{g_1 + g_2 + h_1 + h_2}{\lambda g_1 + g_2 - h_1 h_2} \\
- \frac{1}{\lambda} \frac{g_1 + g_2 + h_1 + h_2}{\lambda g_1 + g_2 - h_1 h_2} \text{(A.4.18)}
\]

and similar expressions follow correspondingly for \(P_{LL}, P_{RL},\) and \(P_{LR}\) [59].

The steady state for long times can be derived directly from the limit \(\lambda P_{RR}(\lambda)\) as \(\lambda \to 0\) (within the scaling limit) or from the general thermodynamic relation given in Eq. (2.1.9). In either case we get within the limits \(T \gg v_z\) and \(v_z \gg \Delta\) the long time probabilities

\[
P_{RR}(t \to \infty) = P_{LL}(t \to \infty) = \frac{1}{4} \left[ 1 + \tanh \left( \frac{v_z}{2T} \right) \right]
\]

\[
P_{RL}(t \to \infty) = P_{LR}(t \to \infty) = \frac{1}{4} \left[ 1 - \tanh \left( \frac{v_z}{2T} \right) \right].
\text{(A.4.19)}
\]
A.5 Explicit results of Bloch-Redfield method

A.5.1 $v_z$ coupling

The matrix elements that we need to calculate the $W_{ij}$'s and $\Gamma^\pm$'s are

\[
\langle 1 | \frac{\sigma_z}{2} | 2 \rangle \langle 1 | \frac{\sigma_z}{2} | 2 \rangle = \frac{v_z^2 - \delta^2 - \Delta_1^2 + \Delta_2^2 + \Omega^2}{8(\Omega^2 - \delta^2)},
\]
\[
\langle 1 | \frac{\sigma_z}{2} | 3 \rangle \langle 1 | \frac{\sigma_z}{2} | 3 \rangle = \frac{v_z^2 + \delta^2 - \Delta_1^2 + \Delta_2^2 - \Omega^2}{8(\Omega^2 - \delta^2)},
\]
\[
\langle 1 | \frac{\tau_z}{2} | 2 \rangle \langle 1 | \frac{\tau_z}{2} | 2 \rangle = \frac{v_z^2 - \delta^2 - \Delta_1^2 - \Delta_2^2 + \Omega^2}{8(\Omega^2 - 2\delta^2)},
\]
\[
\langle 1 | \frac{\tau_z}{2} | 3 \rangle \langle 1 | \frac{\tau_z}{2} | 3 \rangle = \frac{v_z^2 + \delta^2 + \Delta_1^2 - \Delta_2^2 - \Omega^2}{8(\Omega^2 - 2\delta^2)},
\]

and

\[
\langle 1 | \sigma_z | 2 \rangle \langle 3 | \sigma_z | 4 \rangle = -\langle 1 | \sigma_z | 2 \rangle \langle 1 | \sigma_z | 2 \rangle,
\]
\[
\langle 1 | \tau_z | 2 \rangle \langle 3 | \tau_z | 4 \rangle = \langle 1 | \tau_z | 2 \rangle \langle 1 | \tau_z | 2 \rangle.
\]

With these expressions and with (4.1.9) and (4.1.20) we obtain

\[
W_{1,2} = -\frac{\pi}{8(\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_1} \right) \right) \left( v_z^2 - \delta^2 + \Omega^2 - \Delta_1^2 + \Delta_2^2 \right) 
+ S_2(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_2} \right) \right) \left( v_z^2 - \delta^2 + \Omega^2 + \Delta_1^2 - \Delta_2^2 \right) \right],
\]
\[
W_{1,2} = -\frac{\pi}{8(\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_1} \right) \right) \left( v_z^2 - \delta^2 + \Omega^2 - \Delta_1^2 + \Delta_2^2 \right) 
+ S_2(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_2} \right) \right) \left( v_z^2 - \delta^2 + \Omega^2 + \Delta_1^2 - \Delta_2^2 \right) \right],
\]

and

\[
W_{1,3} = \frac{\pi}{8(\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_1} \right) \right) \left( v_z^2 + \delta^2 - \Omega^2 - \Delta_1^2 + \Delta_2^2 \right) 
+ S_2(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_2} \right) \right) \left( v_z^2 + \delta^2 - \Omega^2 + \Delta_1^2 - \Delta_2^2 \right) \right].
\]
\[ W_{3,1} = \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_1} \right) \right) (v_z^2 + \delta^2 - \Omega^2 - \Delta_1^2 + \Delta_2^2) 
\right. \\
+ \left. S_2(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_2} \right) \right) (v_z^2 + \delta^2 - \Omega^2 + \Delta_1^2 - \Delta_2^2) \right]. \]  
(A.5.6)

We see that \( W_{2,1} \) and \( W_{3,1} \) vanish for zero temperature, i.e., there is no bath mediated transition from a lower to an upper state at zero temperature. We also obtain

\[ \Gamma^+_{2134} + \Gamma^-_{2134} = \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_1} \right) \right) (\Omega^2 - \delta^2 + v_z^2 - \Delta_1^2 + \Delta_2^2) 
\right. \\
+ \left. S_2(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_2} \right) \right) (\delta^2 - \Omega^2 - v_z^2 - \Delta_1^2 + \Delta_2^2) \right], \]  
(A.5.7)

\[ \Gamma^+_{1243} + \Gamma^-_{1243} = \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_1} \right) \right) (\Omega^2 - \delta^2 + v_z^2 - \Delta_1^2 + \Delta_2^2) 
\right. \\
+ \left. S_2(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_2} \right) \right) (\delta^2 - \Omega^2 - v_z^2 - \Delta_1^2 + \Delta_2^2) \right], \]  
(A.5.8)

and

\[ \Gamma^+_{2134} + \Gamma^-_{2134} = -\frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_1} \right) \right) (\Omega^2 - \delta^2 - v_z^2 + \Delta_1^2 - \Delta_2^2) 
\right. \\
+ \left. S_2(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_2} \right) \right) (\delta^2 - \Omega^2 + v_z^2 + \Delta_1^2 - \Delta_2^2) \right], \]  
(A.5.9)

\[ \Gamma^+_{1243} + \Gamma^-_{1243} = -\frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_1} \right) \right) (\Omega^2 - \delta^2 - v_z^2 + \Delta_1^2 - \Delta_2^2) 
\right. \\
+ \left. S_2(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_2} \right) \right) (\delta^2 - \Omega^2 + v_z^2 + \Delta_1^2 - \Delta_2^2) \right]. \]  
(A.5.10)
A.5.2 \( v_y \) and \( v_z \) coupling

The matrix elements that we need to calculate the \( W_{i,j} \)'s and \( \Gamma^\pm \)'s are

\[
\begin{align*}
\langle 1 \mid \sigma_z \mid 2 \rangle \langle 1 \mid \sigma_z \mid 2 \rangle &= \frac{\left( (\delta + v_y)^2 - (v_z - \Omega)^2 + \Delta_1^2 - \Delta_2^2 \right)^2}{16 (\delta^2 - \Omega^2) ((\delta + v_y)^2 - (v_z - \Omega)^2)}, \\
\langle 1 \mid \sigma_z \mid 3 \rangle \langle 1 \mid \sigma_z \mid 3 \rangle &= -\frac{\left( (v_z - \delta)^2 - (\Omega + v_y)^2 - \Delta_1^2 + \Delta_2^2 \right)^2}{16 (\delta^2 - \Omega^2) ((\Omega + v_y)^2 - (\delta - v_z)^2)}, \\
\langle 1 \mid \tau_z \mid 2 \rangle \langle 1 \mid \tau_z \mid 2 \rangle &= \frac{\left( (v_z - \delta)^2 - (\Omega + v_y)^2 - \Delta_1^2 - \Delta_2^2 \right)^2}{16 (\delta^2 - \Omega^2) ((\Omega + v_y)^2 - (\delta - v_z)^2)}, \\
\langle 1 \mid \tau_z \mid 3 \rangle \langle 1 \mid \tau_z \mid 3 \rangle &= -\frac{\left( (v_z - \delta)^2 - (\Omega + v_y)^2 + \Delta_1^2 - \Delta_2^2 \right)^2}{16 (\delta^2 - \Omega^2) ((\Omega + v_y)^2 - (\delta - v_z)^2)},
\end{align*}
\tag{A.5.11}
\]

and

\[
\begin{align*}
\langle 1 \mid \sigma_z \mid 2 \rangle \langle 3 \mid \sigma_z \mid 4 \rangle &= \frac{\delta^2 - \Omega^2 - v_y^2 - v_z^2 + \Delta_1^2 - \Delta_2^2}{8 (\Omega^2 - \delta^2)}, \\
\langle 1 \mid \tau_z \mid 2 \rangle \langle 3 \mid \tau_z \mid 4 \rangle &= \frac{\Omega^2 - \delta^2 - v_y^2 + v_z^2 + \Delta_1^2 - \Delta_2^2}{8 (\Omega^2 - \delta^2)}, \\
\langle 1 \mid \sigma_z \mid 3 \rangle \langle 2 \mid \sigma_z \mid 4 \rangle &= \frac{\Omega^2 - \delta^2 + v_y^2 - v_z^2 + \Delta_1^2 - \Delta_2^2}{8 (\Omega^2 - \delta^2)}, \\
\langle 1 \mid \tau_z \mid 3 \rangle \langle 2 \mid \tau_z \mid 4 \rangle &= \frac{\delta^2 - \Omega^2 - v_y^2 + v_z^2 + \Delta_1^2 - \Delta_2^2}{8 (\Omega^2 - \delta^2)}.
\end{align*}
\tag{A.5.12}
\]

With these expressions and with (4.1.9) and (4.1.20) we obtain

\[
W_{1,2} = \frac{\pi}{16 (\delta^2 - \Omega^2) [(\delta + v_y)^2 - (v_z - \Omega)^2]} \\
\times \left[ S_1(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_1} \right) \right) \left[ (\delta + v_y)^2 - (v_z - \Omega)^2 + \Delta_1^2 - \Delta_2^2 \right]^2 \right] \\
+ S_2(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_2} \right) \right) \left[ (\delta + v_y)^2 - (v_z - \Omega)^2 + \Delta_1^2 - \Delta_2^2 \right]^2, \\
\tag{A.5.13}
\]

\[
W_{2,1} = \frac{\pi}{16 (\delta^2 - \Omega^2) [(\delta + v_y)^2 - (v_z - \Omega)^2]} \\
\times \left[ S_1(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_1} \right) \right) \left[ (\delta + v_y)^2 - (v_z - \Omega)^2 + \Delta_1^2 - \Delta_2^2 \right]^2 \right] \\
+ S_2(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_2} \right) \right) \left[ (\delta + v_y)^2 - (v_z - \Omega)^2 + \Delta_1^2 - \Delta_2^2 \right]^2, \\
\tag{A.5.14}
\]
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and

\[ W_{1,3} = -\frac{\pi}{16 (\delta^2 - \Omega^2) [(\Omega + v_y)^2 - (v_z - \delta)^2]} \]

\[ \times \left[ S_1(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_1} \right) \right) \left[(v_z - \delta)^2 - (\Omega + v_y)^2 - \Delta_1^2 + \Delta_2^2 \right]^{\delta^2} \right. \]

\[ + \left. S_2(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_2} \right) \right) \left[(v_z - \delta)^2 - (\Omega + v_y)^2 + \Delta_1^2 - \Delta_2^2 \right] \right] \] \tag{A.5.15}

\[ W_{3,1} = -\frac{\pi}{16 (\delta^2 - \Omega^2) [(\Omega + v_y)^2 - (v_z - \delta)^2]} \]

\[ \times \left[ S_1(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_1} \right) \right) \left[(v_z - \delta)^2 - (\Omega + v_y)^2 - \Delta_1^2 + \Delta_2^2 \right]^{\delta^2} \right. \]

\[ + \left. S_2(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_2} \right) \right) \left[(v_z - \delta)^2 - (\Omega + v_y)^2 + \Delta_1^2 - \Delta_2^2 \right] \right] \] \tag{A.5.16}

We see that \( W_{2,1} \) and \( W_{3,1} \) vanish for zero temperature, i.e., there is no bath mediated transition from a lower to an upper state at zero temperature. We get

\[ \Gamma_{2134}^+ + \Gamma_{2134}^- = \]

\[ \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_1} \right) \right) \left(\Omega^2 - \delta^2 - v_y^2 + v_z^2 - \Delta_1^2 + \Delta_2^2 \right) \right. \]

\[ + \left. S_2(\delta) \left( 1 + \tanh \left( \frac{\delta}{2T_2} \right) \right) \left(\delta^2 - \Omega^2 + v_y^2 - v_z^2 - \Delta_1^2 + \Delta_2^2 \right) \right] \] \tag{A.5.17}

\[ \Gamma_{1243}^+ + \Gamma_{1243}^- = \]

\[ \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_1} \right) \right) \left(\Omega^2 - \delta^2 - v_y^2 + v_z^2 - \Delta_1^2 + \Delta_2^2 \right) \right. \]

\[ + \left. S_2(\delta) \left( 1 - \tanh \left( \frac{\delta}{2T_2} \right) \right) \left(\delta^2 - \Omega^2 + v_y^2 - v_z^2 - \Delta_1^2 + \Delta_2^2 \right) \right] \] \tag{A.5.18}

and

\[ \Gamma_{2134}^+ + \Gamma_{2134}^- = \]

\[ -\frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_1} \right) \right) \left(\Omega^2 - \delta^2 + v_y^2 - v_z^2 + \Delta_1^2 - \Delta_2^2 \right) \right. \]

\[ + \left. S_2(\Omega) \left( 1 + \tanh \left( \frac{\Omega}{2T_2} \right) \right) \left(\delta^2 - \Omega^2 - v_y^2 + v_z^2 + \Delta_1^2 - \Delta_2^2 \right) \right] \]
\[\Gamma_{1243}^+ + \Gamma_{1243}^- = \]
\[- \frac{\pi}{8 (\delta^2 - \Omega^2)} \left[ S_1(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_1} \right) \right) \left( \Omega^2 - \delta^2 + \nu_y^2 - \nu_z^2 + \Delta_1^2 - \Delta_2^2 \right) \right. \]
\[+ \left. S_2(\Omega) \left( 1 - \tanh \left( \frac{\Omega}{2T_2} \right) \right) \left( \delta^2 - \Omega^2 - \nu_y^2 + \nu_z^2 + \Delta_1^2 - \Delta_2^2 \right) \right].\]
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