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Zusammenfassung

Die Wechselwirkung von Ferromagnetismus und Supraleitung wird anhand von

Mehrfachschichten aus dem Ferromagneten La2/3Ca1/3MnO3 (LCMO) und dem

Supraleiter YBa2Cu3O7−δ (YBCO) studiert. Die Tatsache, dass die Gitterparameter

der ab-Ebenen dieser Materialien sehr ähnlich sind, erlaubt ein epitakisches Wachs-

tum von LCMO/YBCO Schichten, Heterostrukturen und Überstrukturen mit strukturell

scharfen Grenzschichten. Diese LCMO/YBCO-Strukturen repräsentieren adäquate Mod-

elsysteme, um die Wechselwirkung der zwei antagonistischen Ordnungsphänomene zu

untersuchen.

Obwohl die Erforschung des Proximity-Effektes vor 40 Jahren begann, wurde die

Technologie zur Herstellung und Messung von Proben mit mesoskopischen Ausdehnun-

gen erst vor kurzem entwickelt, insbesondere wurde es möglich, Supraleiter/Normalleiter-

Strukturen zu untersuchen, welche aus dünnen Schichten bestehen, deren Dicken kleiner

als die Kohärenzlänge des Supraleiters ist. Solche Strukturen verhalten sich wie isolierte

Supraleiter mit nicht trivialen Eigenschaften.

Viele dieser Strukturen wurden bereits für den Fall ideal durchlässiger Grenzflächen

untersucht. Gleichzeitig erfordert der experimentelle Fortschritt eine Weiterentwicklung

der Theorie, insbesondere um eine allgemeine Grenzflächentransparenz zu berücksichti-

gen. Dieser entscheidende Parameter bestimmt die Stärke des Proximity-Effektes

und ist zugleich nicht direkt messbar. Vom praktischen Standpunkt aus können

Supraleiter/Normalleiter Proximity-Strukturen als Supraleiter mit veränderlicher Pa-

rametern betrachtet werden, insbesondere die Energielücke und die kritische Temperatur

betreffend. Die Parameter der Proximity-Strukturen sind regelbar z.B. durch Variation

der Schichtdicke.

Diese Methode hat bereits bei Supraleitenden Transition-Edge-Bolometern und

Photo-Detektoren in der Astrophysik Anwendung gefunden.

Die Physik von Supraleiter/Ferromagnet-Systemen ist noch reichhaltiger. Im Gegen-

satz zum Fall Supraleiter/Normalleiter, fällt der Ordnungsparameter der Supraleitung

nicht in einfacher Weise im nicht-supraleitenden Metall ab, sondern kann auch oszil-

lieren. Dieses Verhalten ergibt sich aus der AustauschenergieJspin der Quasiteilchen.

Beim klassischen Ferromagneten (Jspin = 1 eV) wirkt es wie ein Potential mit verschiede-

nen Vorzeichen für die Elektronen eines Cooper-Paares und führt zu einem endlichen
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Paarimpuls. Diese Oszillationen zeigen sich in einer nicht-monotonen Abhängigkeit der

kritischen TemperaturTc des Supraleiter/Ferromagnet-Systems von der Dicke der ferro-

magnetischen Schicht. In den meisten Arbeiten, die diesen Effekt untersuchen, sind die

Methoden zur Berechnung vonTc zur Näherungs-Rechnungen.

Alle Proben dieser Arbeit wurden durch gepulste Laserdeposition hergestellt. Die

besten Herstellungsbedingungen für LCMO/YBCO Doppelschichten oder Überstruk-

turen von STO-Einkristallen sindTs = 780◦C bei einen Sauerstoffdruck von 0.4 mbar

im Fall von LCMO und 0.6 mbar im Fall von YBCO. Röntegen-diffraktormetriesch

Untersuchungen zeigen ein hochgeordnetes Wachstum beider Materialien, und Unter-

suchungen der ab-Ebenen der Filme zeigen auch eine Orientierung der in-plane-Achsen.

Diese Doppelschichten und Multilagenschichten hoher struktureller Qualität wurden

experimentell erforscht, um die Wechselwirkung zwischen ferromagnetisch geordneten

LCMO hoher Spin-Polarisierung und dem Hochtemperatur-Supraleiter YBCO zu unter-

suchen.

Die Hauptergebnisse dieser Arbeit können in drei Teile gegliedert werden:

Untersuchung der Diffusion Spinpolarisierung Quasiteilchen in den Supraleiter bei

Doppelschichten aus 50 nm LCMO und variierender YBCO-Schichtdicke:

• Mittels SQUID Magnetometrie wurde herausgefunden, dass alle LCMO/YBCO

Doppelschichten ferromagnetische und supraleitende Ordnung bei tiefen Tempera-

turen zeigen.

• Die kritische TemperaturTc von YBCO in LCMO/YBCO Doppelschichten wird

für DickendYBCO < 30 nm stark herabgesetzt.

• Es wurde ein theoretisches Modell entwickelt, welches auf dem Parker-Modell für

Nichtgleichgewichts-Supraleitung basierend in der Lage ist, die experimentell für

verschiedene Schichtdicken gefundenen Übergangstemperaturen vorherzusagen.

• Mit diesem Modell war es möglich, die Spin-Diffusionslängeξfm in YBCO zuξfm

≈ 10 nm bei tiefen Temperaturen zu bestimmen.

Es wurde eine ausgefallene Geometrie für eine LCMO/YBCO Heterostruktur en-

twickelt, welche die Injektion spinpolarisierter Quasiteilchen in die YBCO-Schicht er-

laubt:

• Die Injektion von Strömen durch spin-polarisiertes LCMO in YBCO führt zu einem

deutlichen Abfall vonTc , viermal stärker im Vergleich mit einem Injektionsstrom

durch nicht-spin-polarisiertes Material. Dieses wird als Nachweis Spin-Injektion in

YBCO angesehen.

• Es wurde herausgefunden, dass die Injektion spinpolarisierter Quasiteilchen zu

einem Abfall des normalleitenden Widerstandes,ρab(T) von YBCO bei Temper-

aturen naheTd = 200 K führt.
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• Dieser Widerstandsabfall kann durch ein Öffnen des Pseudogaps im YBCO-Film

erklärt werden. Das Spin-Charge-Seperations-Modell von P.W. Anderson läßt eine

Wechselwirkung der injizierten spinpolarisierten Quasiteilchen mit der Lücke ver-

muten, was zu einer erhöhten Leitfähigkeit führt.

• Ein Abfall des Widerstandes wird nicht gefunden, falls die spin-polarisierten Elek-

troden entweder durch nicht polarisiertes Material ersetzt werden, oder falls ein

dünner isolierender STO-Film LCMO und YBCO entkoppelt.

Die kritische Stromdichtejc von YBCO in Doppelschichten wurde ortsaufgelöst mit-

tels einer quantitativen magneto-optischen Technik bestimmt:

• Die kritische Stromdichtejc in ferromagnetischen/supraleitenden Doppelschichten

wird im Vergleich zu einer isolierten YBCO-Schicht stark reduziert.

• Eine Änderung des Magnetisierungszustandes der LCMO-Schicht beeinflusst di-

rekt die kritische Stromdichte des Supraleiters. Dieser Effekt kann zu einer Än-

derung vonjc von bis zu 50% führen.

• Die elektronische Entkopplung von LCMO und YBCO durch einen STO-Film

ändert dieses Verhalten nicht wesentlich. Dieses identifiziert eine magnetische

Wechselwirkung zwischen dem Flußliniengitter im YBCO-Film und dem Domä-

nenmuster im LCMO-Film als Ursache des Effekts.

Die dargestellte Arbeit kann nicht als vollständige Abhandlung der Wechselwirkung

zwischen Ferromagneten und Hochtemperatur-Supraleitern betrachtet werden, auch nicht

für den speziellen Fall von LCMO und YBCO.

Im folgenden werden einige noch offene Fragen angeführt, welche zu weiteren Be-

mühungen auf diesem Gebiet motivieren sollen:

• Der Abfall des Widerstands im normalleitenden Zustand erscheint bei Quasi-

Teilchen-Injektion nahe der Pseudogap-TemperaturT ∗. Bei Verwendung von stark

unterdotierten YBCO verändert sichT ∗ erheblich und der Widerstand sollte dies

auch.

• Es wird diskutiert, dass eine antiferromagnetische-Phase an der LCMO/YBCO-

Grenzschicht existiert. Eine Bestätigung dieser Phase mittels systematischer Aus-

tausch wechselwirkung Untersuchungen wäre interessant.

• Eine durch das Substrat hervorgerufene veränderung der Domänenstruktur des Fer-

romagneten sollte direkt die magnetische Veranherung der Flußlinien-Pinning bee-

influssen. Dieses könnte durch Verwendung strukturierter oder “vizinal” geschnit-

tener Substrate für die Heterostrukturen erreicht werden.
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Es wurde gezeigt, dass Doppelschichten, welche aus spin-polarisiertem LCMO und

Supraleitendem YBCO bestehen, eine Vielfalt neuer physikalischer Phänomene zeigen.

Die ÜbergangstemperaturenTc undTCurie, die kritische Stromdichtejc des Supraleiters

und sogar der Normalleitende-Widerstand können durch externe Parameter und/oder die

Probengeometrie beeinflusst werden. Diese Doppelschichten sind gute Kandidaten für

technische Anwendungen in der Zukunft.



Contents

Zusammenfassung iii

1 Introduction and Motivation 1
1.1 History . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Theoretical background 9
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 What is a superconductor? . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 Normal metal vs. superconductor . . . . . . . . . . . . . . . 11

2.2.1.1 Description of the normal state . . . . . . . . . . 11

2.2.2 The superconducting state . . . . . . . . . . . . . . . . . . 13

2.2.3 Superconducting state and wave function . . . . . . . . . . 14

2.2.4 The Meissner-Ochsenfeld Effect . . . . . . . . . . . . . . . 14

2.2.5 London theory . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 The Ginzburg-Landau theory . . . . . . . . . . . . . . . . . . . . . 17

2.3.1 Ginzburg-Landau free energy . . . . . . . . . . . . . . . . . 17

2.3.2 Ginzburg-Landau equations . . . . . . . . . . . . . . . . . 19

2.3.2.1 Magnetic penetration depth λ . . . . . . . . . . . 19

2.3.2.2 Coherence length ξ . . . . . . . . . . . . . . . . . 19

2.3.2.3 Ginzburg-Landau parameter . . . . . . . . . . . . 20

2.4 Types of superconducting materials . . . . . . . . . . . . . . . . . 20

2.4.1 Type-I superconductors . . . . . . . . . . . . . . . . . . . . 21

2.4.2 Type-II superconductors . . . . . . . . . . . . . . . . . . . . 21

2.5 Bardeen-Cooper-Schrieffer theory . . . . . . . . . . . . . . . . . . 22

2.5.1 Cooper–pairs and Tc . . . . . . . . . . . . . . . . . . . . . . 26

2.6 An isolated vortex . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.6.1 Pinning of vortices . . . . . . . . . . . . . . . . . . . . . . . 27

2.7 High-Tc superconductors . . . . . . . . . . . . . . . . . . . . . . . 30

2.7.1 YBa2Cu3O7−δ . . . . . . . . . . . . . . . . . . . . . . . . . 32

vii



viii CONTENTS

2.7.1.1 The phase diagram of YBa2Cu3O7−δ . . . . . . . 33

2.7.2 The pseudogap temperature T ∗ . . . . . . . . . . . . . . . . 35

2.7.3 Theories of the pseudogap . . . . . . . . . . . . . . . . . . 36

3 Colossal magnetoresistance 39

3.1 Ferromagnetism . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.1 Magnetic Order . . . . . . . . . . . . . . . . . . . . . . . . . 39

3.1.2 Ferromagnetism . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Colossal magnetoresistance . . . . . . . . . . . . . . . . . . . . . 41

3.2.1 The early days of manganites . . . . . . . . . . . . . . . . . 42

3.2.2 Doped lanthanum manganite:La2/3Ca1/3MnO3 . . . . . . . 44

3.2.3 The early theoretical models . . . . . . . . . . . . . . . . . 44

3.2.3.1 Double–exchange (DE) . . . . . . . . . . . . . . . 45

3.2.3.2 Jahn–Teller effect . . . . . . . . . . . . . . . . . . 46

3.2.4 Transport and CMR effect . . . . . . . . . . . . . . . . . . . 47

3.2.5 More recent CMR models . . . . . . . . . . . . . . . . . . . 49

3.2.6 Spin-polarization and CMR . . . . . . . . . . . . . . . . . . 50

4 Ferromagnetism and Superconductivity 53

4.1 Normal metal/superconductor bilayer . . . . . . . . . . . . . . . . . 53

4.2 Ferromagnet/superconductor bilayer . . . . . . . . . . . . . . . . . 54

5 Experimental techniques and underlying theory 59

5.1 Pulsed laser deposition . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.1 Historical Development of Pulsed Laser Deposition . . . . . 60

5.1.2 Why is PLD useful? . . . . . . . . . . . . . . . . . . . . . . 61

5.1.3 Mechanisms of PLD . . . . . . . . . . . . . . . . . . . . . . 61

5.2 The magneto–optical technique . . . . . . . . . . . . . . . . . . . 64

5.2.1 General description and optimization . . . . . . . . . . . . . 65

5.2.1.1 Magneto-optical films . . . . . . . . . . . . . . . . 66

5.2.2 The determination of the critical current density jc . . . . . 66

5.2.2.1 Calibration of the flux density . . . . . . . . . . . . 67

5.2.2.2 Determination of supercurrents . . . . . . . . . . . 68

5.3 SQUID magnetometery . . . . . . . . . . . . . . . . . . . . . . . . 70

5.4 Photolithography and transport measurements . . . . . . . . . . . 73

5.4.1 Photolithography process . . . . . . . . . . . . . . . . . . . 73

5.4.2 Transport measurements . . . . . . . . . . . . . . . . . . . 74



CONTENTS ix

6 Structural analysis of FM/HTSC heterostructure 77
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.2 Structural analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.1 X-ray diffraction . . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2.2 θ − 2θ scan of bilayers . . . . . . . . . . . . . . . . . . . . . 82

6.2.3 Oxygen content of YBCO7−δ in bilayers . . . . . . . . . . . 86

6.3 Microscopic analysis using HR-TEM and AFM . . . . . . . . . . . 89

6.3.1 HR-TEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

6.3.2 AFM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7 Results 95
7.1 Spin diffusion length determination . . . . . . . . . . . . . . . . . . 96

7.1.1 Magnetization and Transport measurements . . . . . . . . 97

7.1.2 Theoretical calculation of ξfm . . . . . . . . . . . . . . . . . 100

7.1.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

7.2 Spin–polarized quasiparticle injection effects in YBCO thin films . . 104

7.2.1 Samples geometry . . . . . . . . . . . . . . . . . . . . . . . 104

7.2.2 SPQ injection effects in normal state of YBCO . . . . . . . 104

7.2.2.1 Spin dependent shift of Tc of YBCO . . . . . . . . 109

7.2.2.2 The role of Td and normal state of YBCO . . . . . 112

7.2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

7.3 Critical currents in bilayers of ferromagnets and YBCO . . . . . . . 115

7.3.1 Sample geometry . . . . . . . . . . . . . . . . . . . . . . . 115

7.3.2 LCMO/YBCO bilayers . . . . . . . . . . . . . . . . . . . . . 115

7.3.3 SrRuO3 /YBCO bilayer . . . . . . . . . . . . . . . . . . . . . 119

7.3.4 LaNiO3 / YBCO bilayer . . . . . . . . . . . . . . . . . . . . . 121

7.3.5 Electronic decoupling and temperature dependence . . . . 122

7.3.5.1 Sample geometry . . . . . . . . . . . . . . . . . . 123

7.3.5.2 Decoupling of FM and HTSC layers . . . . . . . . 124

7.3.6 Magnetic domain structures of the ferromagnetic layer in

FM/HTSC bilayers . . . . . . . . . . . . . . . . . . . . . . . 129

7.3.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

8 Summary 133

Bibliography 136

Acknowledgements 149

List of publications 153



x CONTENTS

Curriculum Vitæ 154



Chapter 1

Introduction and Motivation

1.1 History

Superconductivity was discovered byHEIKE KAMERLINGH ONNES 1 in Holland

in 1911 as a result of his investigations leading to the liquefaction of helium gas. Two

years later he got the Nobel prize 1913. In Onnes‘ time superconductors were simple

metals like mercury, lead, bismuth etc. [1]. These elements become superconductors only

at the very low temperatures of liquid helium. During the 75 years that followed, great

studies were made in the understanding of how superconductors work. Over that time,

various alloys were found that show superconductivity at somewhat higher temperatures.

Unfortunately, none of these alloy superconductors worked at temperatures much more

than 23 K. Thus, liquid helium remained the only convenient refrigerant that could be

employed with these superconductors.

The transition of a normal metal into the superconducting state is revealed by the total

disappearance of the electrical resistance at low temperatures. Indeed, the current in a

closed superconducting circuit can circulate forever without damping.

Another fundamental property of the superconducting state was discovered in 1933

when Walther Meissner and his Ph.D. student Robert Ochsenfeld demonstrated that su-

perconductors expel any residual magnetic field [3]. Similarly, superconductivity can be

destroyed by applying a magnetic field that exceeds the critical valueBc. Superconduc-

tivity and magnetism usually try to avoid each other this feature can be exploited to, for

example, levitate a magnet above a superconductor.

The recent discovery of compounds that are both ferromagnetic and superconducting

at the same time came as a surprise to experimental and theoretical, condensed matter

physicists.

The microscopic theory of superconductivity was created by JOHN BARDEEN,

1From now on, the names of researchers that were awarded the Nobel Prize will be displayed with

capital letters.

1



2 Chapter 1: Introduction and Motivation

LEON COOPER and ROBERT SCHRIEFFER1 in 1957 [2]. According to this so-called

BCS–theory, the electrons form pairs, known as Cooper-pairs , due to interactions with

the crystal lattice at low temperatures. Electrons in these Cooper-pairs have opposite

values of momentum, meaning that the pairs themselves generally have zero orbital

angular momentum. Additionally, the angular momenta add up to zero. The formation of

Cooper-pairs leads to a superconducting energy gap, which means that single electrons

cannot occupy states near the Fermi surface. Such energy gaps which are essentially

equal to the energy needed to break up the Cooper-pairs show up clearly as jumps in the

specific heat and thermal conductivity at what is known as the critical temperatureTc.

Another significant theoretical advancement came in 1962 when BRIAN JOSEPH-

SON2, a graduate student at Cambridge University, predicted that electrical current would

flow between two superconducting materials, even when they are separated by a non-

superconductor or an insulator. His prediction was later confirmed and won him a shared

of the 1973 Nobel Prize in Physics with LEO ESAKI and IVAR GIAEVER. This tun-

nelling phenomenon is today known as the “Josephson effect” and has been applied to

electronic devices such as the Superconducting Quantum Interference Device (SQUID),

an instrument capabable of detecting even the weakest magnetic fields.

Then, in 1986, a truly breakthrough discovery was made in the field of supercon-

ductivity. GEORG BEDNORZ and ALEXANDER MÜLLER3 researchers at the IBM

Research Laboratory in Rüschlikon, Switzerland, created a brittle ceramic compound that

showed superconductivity at the highest then temperature known 30 K. What made this

discovery so remarkable was that ceramics are normally insulators. They do not con-

duct electricity well at all. So, researchers had not considered them as possible high-

temperature superconductor candidates. The Lanthanum, Barium, Copper and Oxygen

(La1.85Ba0.15CuO4 ) compound thatMÜLLER andBEDNORZsynthesized, behaved in

a not-as-yet-understood way. The discovery of this first of the superconducting copper-

oxides (cuprates) won the 2 men a Nobel Prize the following year. It was later found

that tiny amounts of this material were actually superconducting at 58 K, due to a small

amount of lead having been added as a calibration standard making the discovery even

more noteworthy.

The BCS theory is quite successful at explaining the properties of most classical su-

perconducting materials. But the discovery in 1986 of a new class of materials that are

superconducting at high temperatures remains a challenge to the theoreticians, and there

is still no unambiguous theoretical explanation for this phenomenon.

The observation of superconductivity in organic conductors, heavy-fermion systems,

the ruthenates and, most recently, the new ferromagnetic superconductors provides strong

1Nobel prize 1972
2Nobel prize 1973
3Nobel prize 1987
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arguments for the existence of more exotic types of superconductivity. Indeed, pairing

in ferromagnets must result from a different type of electron-pairing. In these materials,

electrons with spins of the same direction are paired up with each other to form Cooper-

pairs with one unit of spin, resulting in so-calledtriplet superconductivity. In contrast,

conventional superconductivity, also known ass–wavesinglet superconductivity, occurs

when electrons with opposite spins bind together to form Cooper-pairs with zero momen-

tum and spin.

A magnetic field can destroy singlet superconductivity in two ways. The first of those

effects is known as theorbital effectand is simply a manifestation of the Lorentz force.

Since the electrons in the Cooper-pair have opposite momenta, the Lorentz force acts

in opposite directions and the pairs break up. The second phenomenon, known as the

paramagnetic effect, occurs when a strong magnetic field attempts to align the spins of

both the electrons along the field direction. Such fields, however, do not wreck triplet

superconductivity because the spins of both electrons may point in the same direction as

the field. This means that triplet superconductivity can only be destroyed by the orbital

effect.

Ferromagnetism arises when a large number of atoms or electrons align their spins

in the same direction. There are actually two sources of magnetism in metals, localized

magnetic moments and the “sea” of conduction electrons. Local magnetism occurs in

rare-earth metals (such as gadolinium) due to the incomplete filling of electrons in the in-

ner atomic shells. This leads to a well defined magnetic moment at every fixed atomic site,

which in turn produces long-range magnetic coupling due to the exchange of conduction

electrons.

The second type of magnetism known as band magnetism, (such as ruthenium) arises

from the magnetic moments of the conduction electrons themselves. In a metal, the elec-

trons are “itinerant”, that is they are free to move from one atomic site to another, and

they tend to align their magnetic moments in the direction of an applied field.

Ferromagnets only have a net magnetic moment at low temperatures; the internal mag-

netic field spontaneously appears at the so calledCurie temperature, which is typically

in the range 10–1000 K. At higher temperatures, however, the magnetic moments of the

atoms continually change their direction so that the net moment is zero. A similar mag-

netic transition occurs in antiferromagnetic materials in which the spins of neighboring

atoms point in opposite directions. This transition takes place at theNéel temperatureand

leads to the disappearance of the internal magnetic field.

Although superconductivity and magnetism seem to be antagonistic phenomena,

could they co-exist in the same compound? This question was first posed by the Rus-

sian theorist VITALY GINZBURG4 in 1957, but early experiments in 1959 by Bernd

Matthias, demonstrated that a very small concentration of magnetic rare-earth impu-

4Nobel prize 2003
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rities, even a few percent, was enough to completely destroy superconductivity when

ferromagnetic ordering was present.

The origin of this destructive phenomenon is a quantum mechanical interaction be-

tween the spins of the electrons and the atomic magnetic moments. Below the supercon-

ducting transition temperature, this “exchange interaction” attempts to align the Cooper-

pairs . Exchange interactions therefore place stringent limits on the existence of super-

conductivity.

• But can superconductivity and ferromagnetism co-exist?

The answer to this question is much more fascinating. Finally, the discovery of fer-

romagnetism (TCurie ≈ 135 K) and superconductivity (Tc ≈ 40 K) in the RuSr2GdCu2O8

(Ru1212) compound opens a lot of questions. Such as the coupling of the ferromagnetic

layers between the superconducting layers without killing the superconductivity. Also, the

existence of superconductivity and ferromagnetism in the same unit cell. It was demon-

strated that, superconductivity in these ferromagnet materials, could be explained by the

Larkin-Ovchinnikov-Fulde-Farrell–(LOFF) theory.

When a superconductor is in contact to a normal metal , a number of phenomena

occurs such as theproximity effect. The two materials influence each other on a spatial

scale of the order of the coherence length (ξsc ) in the vicinity of the interface. In particular,

the correlations between quasiparticles of the superconducting state are induced into the

normal metal, Cooper-pairs penetrate into the normal metal with a finite life time. Until

they decay into two independent electrons, they preserve the superconducting properties.

Alternatively, the proximity effect can be viewed as resulting from a fundamental process

known as Andreev-reflection. Imagine a low energy electron propagating from the normal

metal onto the interface with the superconductor. A single electron can penetrate the

superconductor only if its energy is larger than the superconducting energy gap (Eel−nm >

∆sc). Below this energy only Cooper-pairs can exist. Thus low energy electrons can not

penetrate into the superconductor and are reflected back as holes, while Cooper-pairs are

transferred into the superconductor.

When a superconductor is in contact to a ferromagnet another important phenomenon

occurs, theinverse–proximity effect (or the so called spin diffusion lengthξfm ). The

exchange energy (Jspin) of the ferromagnet quenches the Andreev-reflections, due to the

absence of available states for the reflected holes with different spin. This prevents the

Cooper-pairs to diffuse deeply into the ferromagnet layer. In addition, the quasiparticles

using the exchange energy as a driving force to break the Cooper-pairs in the supercon-

ductor within the inverse proximity effect scale (ξfm ). ξfm can strongly depend on the type

of the ferromagnet , it is rather small for classical ferromagnets, much larger in materials

that show the colossal magnetoresistance (CMR) effect.
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1.2 Motivation

After the more fundamental aspects of superconductivity now the particular issues are

discussed that became subject of the thesis.

Although the investigation of the proximity effect in superconductor /normal metal

(SN) systems was started about 40 years ago, the technology allowing to produce and

measure experimental samples of mesoscopic dimensions was achieved much more re-

cently. In particular, it became possible to study superconductor /normal metal structures

consisting of thin layers (having thicknesses smaller than the coherence length). Such

structures behave as a single superconductor with nontrivial properties. Many of them

have already been studied for the case of ideally transparent interfaces. At the same time,

the experimental progress requires the corresponding advances in theory, especially tak-

ing into account arbitrary interface transparency. This crucial parameter determines the

strength of the proximity effect and at the same time is not directly measurable. From

the practical point of view, the superconductor /normal metal proximity structures can

be used as superconductors with relatively easily adjustable parameters, in particular, the

energy gap and the critical temperature. The parameters of the proximity structures can

be tuned, e.g., by varying the thicknesses of the layers. This method has already found

its application in superconducting transition edge bolometers and photon detectors for

astrophysics.

The physics of superconductor /ferromagnet systems is even richer. In contrast to the

superconductor /normal metal case, the superconducting order parameter does not simply

decay into thenon–superconducting metal but it can also oscillate. This behavior is due to

the exchange energyJspin of the conduction quasiparticles . In the classical ferromagnet

(Jspin ≈1 eV) it acts as a potential of different signs for two electrons in Cooper-pairs

and leads to a finite momentum of the pair. These oscillations reveal themselves in a

non–monotonic dependence of the critical temperatureTc of superconductor /ferromagnet

systems as a function of the thickness of the ferromagnet layers, both in the cases of

superconductor /ferromagnet superlattices and bilayers. At the same time, in most of the

papers investigating this effect, the methods to calculateTc were approximate.

So far, the oscillation ofTc in the superconductor /colossal magnetoresistance bilayers

or superlattices was not found. This can be explained due to the high-exchange energy

of colossal magnetoresistance materials (Jspin ≈3 eV). This high exchange energyJspin

not only quenches the oscillation ofTc but also the Andreev-reflection as mentioned be-

fore. This high exchange energy can also act as driving force for the quasiparticles to

tunnel into the superconducting layer, calledspin-polarizedquasiparticles self injection.

Although such effects have been studied before, it was often done in the simplest models

and simplest assumptions about the system parameters. To achieve a better understand-

ing of these phenomena, one should study them at various conditions and determine the
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physical mechanisms behind the effect.

A possible practical application of ferromagnet /superconductor /ferromagnet het-

erostructures uses spin-dependent properties of high-Tc superconductors that can lead to

the design of new superconducting devices such as “spintronic devices”, like transistors

with high gain current and high speed. “Spintronics” means the exploitation of the spins

of the electrons rather than their charge. Spin controlled solid state devices based on the

giant magnetoresistance (GMR) effect are already realized in read-out heads of hard disks.

Further challenges in the field of spintronics that are addressed by experiments and theory

include the optimization of electron–spin life times and the detection of the spin coher-

ence length in nanoscale structures. Although the superconducting spintronics are not yet

experimentally realized, the work in this direction has already started. Using the classical

ferromagnet as source for spin–polarized quasiparticle injection intos-wave superconduc-

tors in the superconducting state was started more than 30 years ago. To achieve better

understanding of this phenomenon, colossal magnetoresistance electrodes with full spin

polarization are used to inject spin-polarized quasiparticles injection intod-wave super-

conductor . This experiment is now done under various conditions to study the physical

mechanisms both in the superconducting and in the normal state of the superconductor.

For a complete description of these heterostructures also the physics of the flux line

lattice in the superconductor has to be considered. High-temperature superconductors

are extreme type-II superconductors containing Abrikosov flux lines in a large range of

applied fields betweenBc1= 0.01 T andBc2 > 100 T. Apart from their high-transition

temperatures ofTc = 90 K to 133 K, HTSC differ from conventional superconductors

by their short coherence lengthξsc, a large magnetic penetration depthλ, a pronounced

material anisotropy and a layered structure. These four properties drastically enhance the

thermally activated depinning of flux lines. Smallξsc reduces the pinning energy. Large

λ softens the flux-line lattice. The layered structure of HTSC causes fascinating novel

phenomena, a flux line is now a string of 2D “pancake vortices” in the superconducting

CuO2 layers. In case of heterostructures of HTSC and ferromagnets now an additional

interaction between the flux line lattice and the domain structure of the ferromagnet has

to be taken into account. This will lead to new effects that are also discussed in this thesis.

1.3 Outline of the thesis

In Chapter (2) a comprehensive presentation of the theoretical background used in the

work will be given. This addresses topics such as Ginzburg-Landau theory (GL-theory)

and BCS–theory for classical superconductors , also the theoretical approximations that

can be used to deal with high–Tc materials. Especially the role of flux line pinning in

presence of ferromagnetic layer is discussed.

In Chapter (3) a comprehensive presentation of the theoretical background for colossal



1.3. Outline of the thesis 7

magnetoresistance is given.

A brief summary of the fundamentals of proximity–effect and spin–diffusion length

estimation in normal-metal/superconductor and ferromanet/superconductor bilayers will

also be included in Chapter (4).

• As already mentioned, several experimental techniques are applied in this work.

Their underlying theory and the experimental apparatuses will be described in

Chapter (5). More specifically, the instrumentation and theory of magneto–optical

(MOP) Faraday effect will be explained.

• The structural analysis of all of the heterostructures is the main part of Chapter (6).

The roughness of layers after the growth is analyzed by atomic–force–microscopy

(AFM). The results allow statements of the growth mechanisms. Detailed infor-

mations about the lattice parameters and oxygen stoichiometry are found in x-ray

diffraction investigation. One important issue is the morphology of the interface.

This addressed by high–resolution transmission electron microscopy.

• Spin–diffusion length determination will be one of the topics of Chapter (7), Section

(7.1), where two series of experimental data on CMR/HTSC bilayers grown on

two different single crystalline substrates STO and LSGO will be presented and

analyzed with the help of the theory described in Chapter (2). The role of the

diffusion of the spin–polarized quasiparticles will allow to extract some interesting

relations between the temperature dependence of the quasiparticle densitynqp(T)

and the order parameter band gap in the cuprates. Additionally, the spin diffusion

lengthξfm is derived from the results.

• Section (7.2) concerns injection of spin–polarized quasiparticles (SPQI) in the nor-

mal and superconducting state of YBCO. As mentioned in the previous section,

the spin–polarized quasiparticles of the magnetic layer can be self–injected into a

superconducting layer. In case of an injection the quasiparticles have additional

energy to penetrate into the YBCO layer. This method can be used to measure the

effect of a polarization enhancement in the CuO2–plane around the so called pseu-

dogap temperatureT ∗ in the normal state of the superconducting layer. Also, the

effects of SPQI in the superconducting state will be shown. As counter experiment

several junctions will be shown using different sources for quasiparticle injection.

Non–polarized and lower–polarized quasiparticles will be injected into the YBCO

in the normal and superconducting states.

• In Section (7.3) the critical current densityjc in superconductor /ferromagnet het-

erostructures is investigated. From quantitative magneto–optical measurements and

SQUID magnetization data it is found that the critical current density in a super-

conducting film is strongly affected by the presence of the ferromagnet . First,
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a substantial reduction ofjc is found, second a strong dependence ofjc on the

magnetization state of the ferromagnet . This result can be explained in terms of

additional pinning of the flux lines by the domain structure of the ferromagnet .

• Last but not least, in Chapter (8) the summary of the work of this thesis is presented

and an outlook of possible extensions of this work is given.



Chapter 2

Theoretical background

2.1 Introduction

Conventional superconductors are metals in their normal states, and their transport prop-

erties are well described by Fermi liquid theory.

The cuprate high temperature superconductors (HTSC) [4] are “bad metals” with

strong electron correlation with a normal state that can not be described by Fermi liq-

uid theory. There is compelling evidence that they are better thought of as doped Mott-

insulators, rather than as high temperature strongly interacting versions of conventional

metals. The cuprate superconductors exhibit numerous types of low temperature ordering

which interact strongly with the superconductivity, the most prominent being antiferro-

magnetism and the unidirectional charge and spin density wave “stripe” order. These

orders can compete or coexist with superconductivity. Furthermore, whereas phase fluc-

tuations of the superconducting order parameter are negligibly small in conventional su-

perconductors, fluctuation effects exist in the high-Tc superconductors because of their

much smaller superfluid stiffness.

Apparently, this does not influence the fundamental character of the superconducting

order parameter. It is still a charge2e scalar field, although it transforms according to a

nontrivial representation of the point group or symmetry of the crystal. It is a “d-wave

superconductor”. At low temperature and energy there is every reason to expect that

the physics is dominated by nodal quasiparticles that are similar to those that one might

find in BCS-superconductors of the same symmetry. Indeed, there is considerable direct

experimental evidence that this expectation is realized. However, the Fermi liquid theory

fails to describe the normal state. Especially around the so-calledpseudogaptemperature

T ∗ competing orders are present. This fact requires an entirely different approach to

understand most of the physics. It is the purpose of this Chapter to address the basic

physics of classical and high-temperature superconductivity.

9
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Figure 2.1: Temperature dependence of the resistivity of a thin film of the high-Tc super-

conductor YBa2Cu3O7−δ .

2.2 What is a superconductor?

Superconducting materials have two fundamental properties:

• No dc-resistivity (ρ = 0 for all T ≤ Tc): Zero resistivityρ = 0, i.e. infinite conduc-

tivity, is observed in a superconductor at all temperatures below the critical temper-

atureTc , as depicted in Fig. 2.1. However, if the passing current is higher than

the critical currentjc , superconductivity disappears.Why is the resistivity of a su-

perconductor zero?If a superconducting metal like Al or Hg is cooled below the

critical temperatureTc , the gas of repulsive individual electrons that characterizes

the normal state transform itself into a different type of fluid, a quantum fluid of

highly correlated pairs of electrons. A conduction electron of a given momentum

and spin gets weakly coupled with another electron of the opposite momentum and

spin. These pairs are calledCooper pairs. The coupling energy is provided by

lattice elastic waves, calledphonons. The behavior of such a fluid of correlated

Cooper pairs is different from the normal electron gas. They all move in a single

coherent motion. A local perturbation, like an impurity, which in the normal state

would scatter conduction electrons (and cause resistivity), cannot do so in the su-

perconducting state without immediately affecting the Cooper pairs that participate

in the collective superconducting state. Once this collective, highly coordinated,

state of coherent “super-electrons” (Cooper pairs) is set into motion (like the super-

current induced around the loop), its flow is without any dissipation. There is no

scattering of ’individual’ pairs of the coherent fluid, and therefore no resistivity.

• No magnetic induction (B = 0 inside the superconductor ): In magnetic fields
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lower the critical fieldBc the magnetic inductance becomes zero inside the super-

conductor when it is cooled belowTc . The magnetic flux is expelled from the

interior of the superconductor (see Fig. 2.2). This effect is called the Meissner-

Ochsenfeld effect after its discoverers [3]. To test whatever a material is supercon-

ducting both propertiesρ = 0 andB = 0 must be present simultaneously.

Figure 2.2: Expulsion of a weak external magnetic field from the interior of the supercon-

ducting material.

2.2.1 Normal metal vs. superconductor

In this section a discussion is presented about the origin of electrical resistivity in the

normal metal and contrast it with the absence of resistivity in the superconductor. An

introduction to the basic concept of the superconducting wave function is given which

will be used throughout the whole Chapter. Then showing that the Meissner effect can

be described by the London model and is another distinct characteristic property of the

superconducting state.

2.2.1.1 Description of the normal state

A normal metal consists of a regular crystalline lattice of positively charged ions and a

gas of free, non-interacting conduction electrons that fill the space between the ions. If

there is typically one electron per ion, this means1023 electrons/cm3. As the electrons are

of opposite charge as the ions, the total charge is balanced and at equilibrium, the model-

metal is electrically neutral. If we apply an electric field as an external perturbation to

the gas of free electrons within the metal, the external force will accelerate the electrons

and create a current flow of “free” electrons. As the ions are arranged in perfectly regular
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array, they do not scatter conduction electrons at T = 01. The scattering of electrons at

T = 0 is actually caused by deviations from the ideal periodic potential of the lattice,

i.e., by impurities, imperfections in periodicity like dislocations. Since every real metal

contains some imperfections and impurities, one observes some finite resistivity at very

low temperatures. This resistivity, extrapolated to T = 0, is called residual resistivity,ρi.

As we increase the temperature, the electrons also get scattered by thermal vibrations of

the lattice (called phonons) so the resistivity rises with temperature. This contribution is

called phonon resistivity,ρph. Therefore the temperature dependance of resistivity of a

good metal can be described as :ρ(T) = ρi + ρph. This is empirical Matthiessen’s rule and

provides a basis for understanding the resistivity of metal at low temperature.

In order to derive a simple expression for the residual resistivity of the metal, first some

characteristic quantities of the normal state should be considered. At T = 0 the maximum

kinetic energy of an electron inside the metal is called Fermi energy (EF). It is related to

the number of carriers per unit volume,n, by the simple relation:EF = ~
2m

(2π2n), where

~ is the Planck constant andm is the mass of the electron. The Fermi energy of a typical

metal is of the order of electron volts (see Table 2.1).

Table 2.1: Some characteristic quantities of the normal state of classical and high-Tc

superconductor materials.

Material n νF ` ρ(100 K)

[1023 cm−3] [106 ms−1] [nm] [µΩcm]

Al 180 2 130 0.3

Nb 56 1.4 29 3

La1.85Sr0.15CuO4 5 0.1 ∼5 ∼100

YBa2Cu3O7−δ 7 0.1 ∼10 ∼60

Conduction electrons of maximum energy,EF, propagate with the Fermi velocityυF

related to the Fermi momentumPF by PF = mυF. We haveEF = 1
2
PFυF. We also define

the Fermi wave vector,kF; as in quantum mechanics a wave is always associated with a

particle by de-Broglie relationPF = ~kF. The conduction electrons that propagate through

the crystal with a characteristic Fermi velocityυF are scattered by impurities or lattice

imperfections. This gives rise to resistivity. Between two scattering events an electron

covers on average a characteristic distance`e, called the electron mean free path. The

resistivityρi of a metal, according to the Drude model, is given by

ρi =
mυF

ne2`e

(2.1)

1If the crystal was perfect, at T = 0, the electron waves would propagate without scattering and there

would be no resistivity, i.e., conductivity of an ideal crystal at T = 0 should be infinite.



2.2. What is a superconductor? 13

wheree andm represent the charge and mass of the electron. In isotropic metals, the

conductivity is equal to the inverse of the resistivity; both quantities are tensors in the

anisotropic case. Equation (4.1) shows that in the normal state of a given metal the re-

sistivity is inversely proportional to the electron mean free path. The shorter the average

distance between the scattering events the higher is the resistivity. The introduction of

impurities into a metal obviously reduces`e and increasesρi. This can be clearly seen in

Table (2.1), in which typical values forρ and`e for several superconducting materials are

presented.

2.2.2 The superconducting state

The electrical dc-resistivity in superconductors is zero for temperatures below the critical

temperatureTc . So, one can apply a dc electrical current (supercurrent) without energy

dissipation. Let us see what happens in a supercondcting state and what are its charac-

teristic properties compared with the normal state taken Al as an example for classical

superconductor material. In the normal state above the critical temperature (Tc = 1.1 K)

Al is a good conductor and behaves just like an ideal metal or like copper which exhibits

no superconducting behavior down to the lowest temperature. Its conduction electrons

behave like a gas of nearly free electrons that are scattered by lattice vibrations, lattice

imperfections, etc..which contributes to the resistivity. However, when Al is cooled be-

low Tc , its dc-resistance abruptly vanishes, the resistivity is zero. One natural question is,

what happens to the scattering of conduction electrons which contributed to the resistivity

in the normal state? Why does it disappear? A satisfactory explanation to these ques-

tions can be given only within the rather involved quantum mechanical description of the

microscopic BCS-theory, which shall be briefly discussed in next section.

When Al is cooled below the critical temperatureTc , the gas of the “repulsive” indi-

vidual electrons that characterizes the normal state transforms itself into a different type

of fluid. A quantum fluid of highly correlated pairs of electrons (in the reciprocal, momen-

tum space, not in a real space). BelowTc a conduction electron of a given momentum and

spin gets weakly coupled with another electron of exactly the opposite momentum and

spin. These pairs are calledCooper pairs. The glue is provided by the elastic waves of

the lattice, calledphonons. One can visualize this attraction by a real-space picture. As

the lattice consists of positive ions, the moving electron creates a lattice distortion. Due

to the heavy mass of lattice ions, this positively charged distortion relaxes slowly and is

therefore able to attract another electron. The ’distance’ between the two electrons of the

Cooper pair, called thecoherence length, ξ, is large in classical superconductor materials.

It has a valueξ = 1600 nm in pure Al,ξ = 38 nm in pure Nb, for example. The coherence

lengthξ is very small in high-Tc superconductors, it has a value ofξab ≈ 16 nm, andξc

≈ 0.3 nm in La1.85Sr0.15CuO4 and YBa2Cu3O7−δ . So while the “partners” in the Cooper
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pair are far apart, the other nearest electrons (belonging to other Cooper pairs of the col-

lective state) are only a few nanometer away. The behavior of such a fluid of correlated

Cooper pairs is different from the normal electron “gas”. The electrons which form the

pair have opposite momenta (and opposite spins), so the net momentum of the pair is zero.

2.2.3 Superconducting state and wave function

The Cooper pair has twice the charge of a free electron,q = 2e. The electrons are

fermions and obey the Fermi-Dirac statistics and the Pauli exclusion principle which al-

lows only one electron in a given quantum state. Cooper pairs are quasi-bosons, obey

the Bose-Einstein statistics and are allowed to beall in the same state. In contrast to the

normal metal in which each electron has its own wave function, in a superconductor, all

Cooper pairs are described by the single wavefunction

Ψ(r) =
√

ns(r) exp iϕ(r) (2.2)

wherens(r) can be considered as the number of “superconducting electrons” (Cooper

pairs),Ψ(r)Ψ∗(r) = ns(r) andϕ(r) is a spatially varying phase.

In optics, a beam of photons, being all in the same state, i.e., traveling with the same

velocity, can be described by a plane wave,exp(ikr − iwt) and the gradient of the phase

is related to the momentum of the particle by the de-Broglie relation,P = ~k, or v =
~
m
∇ϕ. As all Cooper pairs are in the same state, we have an analogous situation and

the gradient of the phase becomes a macroscopic quantity, a quantity proportional to the

current flowing in the superconductor.

2.2.4 The Meissner-Ochsenfeld Effect

In addition to zero resistivity (i.e., infinite conductivity), the superconductor exhibits an-

other striking property: it expels the magnetic field from its interior. This is not a con-

sequence of infinite conductivity, it is another intrinsic characteristic property of the su-

perconducting state which shall now be discussed in some detail. As already illustrated

in Fig. 2.2, in the normal state at temperatures aboveTc the field lines pass through the

metallic specimen. Upon cooling belowTc , a phase transition into the superconducting

state takes place and the magnetic flux gets expelled out of the interior of the metallic

sample. The Meissner-Ochsenfeld effect [3] cannot be deduced from the infinite con-

ductivity of a superconductor. The exclusion of the magnetic field from the interior of a

superconducting specimen is a direct evidence that the superconducting state is not sim-

ply one of zero resistance. If it were so, then a superconductor cooled in the magnetic

field throughTc would have trapped the field in its interior. When the external field is re-

moved, the induced persistent eddy currents would nevertheless preserve the trapped field
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in the interior of the specimen. The expulsion of the flux therefore implies that this new

superconducting state is a true thermodynamic equilibrium state. The above argument

can be proved by a few elementary formulae of electrodynamics. Consider Ohm’s law,

V = RI, written asE = ρj , whereE represents the electric field,ρ the resistivity and

j the electrical current density in the sample. Zero resistivity implies zero electric field.

So, if we take the Maxwell equation

curlE = −∂B

∂t
, (2.3)

we have

∂B

∂t
= 0. (2.4)

We see that the magnetic induction in the interior of the sample has to be constant as a

function of time. The final state of the sample would have been different if it were cooled

under an applied external field or if the field were applied after the sample has been cooled

belowTc . In the former case the field would have remained within the sample, while in

the latter it would have been zero. For the specimen to be in the same thermodynamic

state, independent of the precise sequence that one uses in cooling or in applying the

field, the superconducting metal always expels the field from its interior, and hasB = 0 in

its interior. So the expulsion of the magnetic field ensures that the superconducting state

is a true thermodynamic state.

2.2.5 London theory

F. and H. London [5] started with the idea that one has to modify the usual electrodynamic

equations in order to describe the Meissner effect; of course Maxwell equations always

remain valid. Thus, it is Ohm’s law that has to be modified. In order to do that, they used

a two-fluid model. Of the total densityn of electrons, there is a fractionns that behaves

in an abnormal way and represents superconducting electrons. These are not scattered

by either impurities or phonons, thus they do not contribute to the resistivity. They are

freely accelerated by an electric field. If~vs is their velocity, the equation of motion can be

written as

m
∂~vs

∂t
= e ~E. (2.5)

We can now define a superconducting current density

~J = nse~vs. (2.6)
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which obeys the following equation:

∂ ~J

∂t
=

nse
2

m
~E. (2.7)

Using the Maxwell equation,curl ~E = −µ◦ ~H, in which we replaced the magnetic induc-

tion ~B, which varies on the macroscopic scale, by the local microscopic field~H ( ~B is an

average of microscopicµ◦ ~H) we obtain:

∂

∂t
(curl ~J +

µ◦nse
2

m
~H) = 0. (2.8)

F. and H. London noticed that with Ohm’s law and an infinite conductivity, equation

(2.8) leads to∂ ~H/∂t = 0. An infinite conductivity only implies that the magnetic field

cannot change, which is contrary to the experimental evidence. Thus they integrated

equation (2.8) and took the following particular solution:

curl ~J +
µ◦nse

2

m
~H = 0. (2.9)

This is the London equation which describes the electrodynamics of a superconductor.

We now show that it leads to the flux expulsion, the definition of the penetration depth

(λL), and a relation between the supercurrent (~Js) and the vector potential (~A). In order

to show how it leads to the Meissner effect, we take the Maxwell equation

~J = curl ~H (2.10)

By applying thecurl-operator to both sides and combining with equation (2.9), we

obtain

curl curl ~H + µ◦
nse

2

m
~H = 0 (2.11)

or

−∆ ~H + µ◦
nse

2

m
~H = 0 (2.12)

This equation enables one to calculate the local field inside the superconductor and it is

another expression of the London equation. Below we show a simple example of the

Meissner effect.

Planar superconductor/vacuum interface:

Writing equation (2.12) for a one-dimensional problem, we get
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d2H

dx2
=

H

λ2
where λ2 =

m

µ◦nse2
(2.13)

If we consider a uniform, infinite superconductor in the regionx > 0 and apply the

magnetic fieldH◦ parallel to the surface, the field inside the superconductor is given by

the solution of this equation:

H = H◦ exp(
−x

λL

) (2.14)

The field vanishes in the interior of the superconductor (Fig. 2.2).λL is the London

penetration depth that measures the extension of the penetration of the magnetic field

inside the superconductor.

It shows that, in order to have zero field within the bulk of the material, one must have

a sheet of superconducting current which flows close to the surface and which creates an

opposite field inside the superconductor that cancels the externally applied magnetic field.

Therefore equation (2.12) describes well the Meissner effect.

2.3 The Ginzburg-Landau theory

The London theory is not applicable to situations in which the number of superelectrons,

ns, varies; it does not linkns with the applied field or current. Therefore we need a more

general framework which relatesns to the external parameters. This is the approach of

the Ginzburg-Landau theory [6] which uses the general (Landau) theory of second order

phase transitions by introducing the corresponding an order parameter.

2.3.1 Ginzburg-Landau free energy

The basis of this description is the intuitive idea that a superconductor contains supercon-

ducting electrons with densityns and non-superconducting electrons with densityn−ns,

wheren is the total density of electrons in the metal. Ginzburg and Landau have chosen

to use a kind of a wave function, to describe the superconducting electrons. This function

is a complex scalar, equation (4.2):

ψ(r) =| ψ(r) | exp iϕ(r) (2.15)

and is called the order parameter. It has the following properties:

• Its modulus| ψ∗ψ | can be interpreted as the number of superconducting electrons

ns at a pointr.
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• As in quantum mechanics, the phaseϕ(r) is related to the supercurrent that flows

through the material belowTc .

• ψ 6= 0 in the superconducting state, butψ = 0 in the normal state.

Furthermore, Ginzburg and Landau have used the following form of the Helmholtz func-

tion:

Fs(r, T ) = Fn(r, T ) + α | ψ(r) |2 +
β

2
| ψ(r) |4 +

1

2m
| (−i~∇− 2e ~A)ψ |2 +

µ◦ ~H2

2
(2.16)

Fs(T ) =

∫

V

Fs(r, T )d3r (2.17)

wheres andn denote the superconducting and normal state, while~ is Planck’s con-

stant andV is the volume of the sample.

In order to see the advantage of using complex functions in describing superconduc-

tivity we rewrite equation (2.17) using the modulus and phase of the order parameter;

hence we get

Fs(r, T ) = Fn(r, T )+α | ψ(r) |2 +
β

2
| ψ(r) |4 +

~2

2m
(∇ | ψ |)2+

1

2
| ψ |2 m~V 2

s +
µ◦ ~H2(r)

2
(2.18)

where

~Vs =
1

m
(~∇φ− 2e ~A) (2.19)

One can see that we have obtained the Landau expansion plus the free energy of the

field and the current. If the order parameter does not vary in space, one gets back exactly

to the London free energy and London equation by carrying out the minimization. If there

is no magnetic field and the order parameter has no phase, one obtains the usual Landau

equation. The Ginzburg-Landau free energy is thus the way to introduce the London idea

in the usual second order phase transition.

Equation (2.16) introduces two phenomenological parameters,α andβ, in the free

energy. The fourth term in equation (2.16) is the energy associated with variations ofψ

in space. It is written as if representing a true quantum mechanical wave function;~A(r)

is the vector potential at a pointr and ~H is the microscopic field at the same point. As

it is known from electromagnetism:µ◦ ~H = curl~A. The Helmholtz energy is the integral
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over the total volume of the sample of the energy density that depends on the point of

consideration. As in the Landau theory one takes

α = a(T − Tc), β = positive constant, independent of T. (2.20)

2.3.2 Ginzburg-Landau equations

In order to determine the order parameterψ(r) and the vector-potential~A(r) we minimize

the Helmholtz free energy with respect toψ(r) and ~A. By this double minimization one

gets two equations named after their authors, Ginzburg-Landau (GL) equations:

αψ + β | ψ |2 ψ +
1

2m
(i~∇− 2e ~A)2ψ = 0 (2.21)

~J = curl ~H =
e

m
[ψ(i~∇− 2e ~A)ψ + c.c.] (2.22)

These two equations are coupled and should therefore be solved simultaneously. The

first one gives the order parameterψ(r) while the second enables one to describe the

supercurrent that flows in the superconductor.

2.3.2.1 Magnetic penetration depthλ

If we now apply a small magnetic field and assume that we can neglect the variations of

ψ(r) , the second Ginzburg-Landau equation (2.22) gives:

~J = curl ~H = −4e2

m
~A | ψ |2 (2.23)

Taking

1

λ2
= 4e2 | ψ |2

m
µ◦ (2.24)

one obtains the London equation.λ is the London penetration depth which is already

defined within the London model, if we putns = 4| ψ |2.

2.3.2.2 Coherence lengthξ

Considering the first Ginzburg-Landau equation (2.21) in one-dimensional case without

external magnetic field:

− ~
2m

∂2ψ

∂x2
+ αψ + β | ψ |2 ψ = 0 (2.25)



20 Chapter 2: Theoretical background

this equation defins the length scale

ξ2(T ) =
~2

2m | α | (2.26)

The solution of this equation depends only onx/ξ(T). This length is called the coher-

ence length and represents the length over which the order parameterψ(r) varies, when

one introduces a perturbation at some point. This length also diverges when T→Tc ,

because ofα →0.

2.3.2.3 Ginzburg-Landau parameter

If both characteristic lengthsλ andξ diverge at T in the same manner as| α |−1/2, their

ratioκ, which is called the Ginzburg-Landau parameter, does not depend on temperature:

κ =
λ

ξ
(2.27)

Actually κ is the only parameter that really appears in Ginzburg-Landau equation.

One can distinguish two different situations forκ:

• If κ < 1√
2

the superconducting material is atype-I superconductor.

• If κ > 1√
2

the superconducting material istype-II superconductor. A detailed

concern of this issue is presented in next the section.

2.4 Types of superconducting materials

BelowTc , the superconducting state has a lower free energy than in the normal state but

it requires the expulsion of the flux. This costs some magnetic energy which has to be

smaller than the condensation energy gained in undergoing the phase transition into the

superconducting state (i.e., by forming the coherent ensemble of Cooper pairs from the

“random” electron gas). Obviously, if we begin to increase the external magnetic field

it will reach the point where the cost in magnetic energy will outweigh the gain in con-

densation energy and the superconductor will become partially (in a particular sample

geometry) or totally normal. Superconductivity disappears and the material returns to

the normal state if one applies an external magnetic field of strength greater than some

critical valueBc, called the critical thermodynamic field. The superconducting state can

also be destroyed by passing an excessive current through the material, which creates a

magnetic field at the surface of strength equal to or greater thanBc. This limits the maxi-

mum current that the material can sustain and is an important problem for applications of

superconducting materials.
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Figure 2.3: Flux penetration in the mixed state.

2.4.1 Type-I superconductors

Superconducting materials that completely expel magnetic flux until they become com-

pletely normal are calledtype-I superconductors. With the exception of V and Nb, all

superconducting elements and most of their alloys in the “dilute limit”, are type-I super-

conductors. The strength of the applied magnetic field required to completely destroy the

state of perfect diamagnetism in the interior of the superconducting specimen is called the

thermodynamic critical fieldBc. As schematically shown in Fig. 2.4, the variation of the

critical fieldBc with temperature for type-I superconductor is approximately parabolic:

Bc = B◦(1− T

Tc

) (2.28)

whereB◦ is the extrapolated value ofBc at T = 0.B = µ◦(H + M), whereM is the

magnetization andµ◦ = 4π×10−7. The Meissner effect,B = 0, corresponds toM = −H.

Above the critical fieldBc, the material becomes normal, soM = 0. The negative sign

shows that the sample becomes a perfect diamagnet that excludes the flux from its interior

by means of surface currents.

2.4.2 Type-II superconductors

For a type-II superconductor there are two critical fields. The lowerBc1 and the upper

Bc2. The flux is completely expelled only up to the fieldBc1. So, in applied fields smaller

thanBc1, the type-Il superconductor behaves just like a type-I superconductor belowBc.

AboveBc1 the flux partially penetrates into the material until the upper critical field,Bc2,

is reached. AboveBc2 the material returns to the normal state (see Fig. 2.5). BetweenBc1

andBc2 the superconductor is said to be in the mixed state. The Meissner effect is only
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Figure 2.4: Variation of critical fields,Bc1 andBc2 as a function of temperature. The

upper critical fieldBc2 can be very high above 100 T in case of high-Tc superconducting

material.

partial. For all applied fieldsBc1 < B < Bc2, magnetic flux partially penetrates the super-

conducting specimen in the form of tiny microscopic filaments called vortices Fig. 2.3.

The diameter of a vortex in conventional superconductors is typically 100 nm. It consists

of a normal core, in which the magnetic field is large, surrounded by a superconducting

region in which flows a persistent supercurrent which maintains the field within the core

(see Fig.2.7). Each vortex carries a magnetic fluxΦ◦ = h
2e

= 2.067×10−15 Tm2 whereh is

Planck constant ande is the electron charge. The magnetic inductionB is directly related

to n, the number of vortices perB = nΦ◦.

Superconductivity can and does persist in the mixed state up to the upper critical fields

of Bc2 which is sometimes higher than 60 Tesla or even 150 Tesla in high-Tc supercon-

ductors .

2.5 Bardeen-Cooper-Schrieffer theory

In 1957, BARDEEN, COOPER, and SCHRIEFFER (BCS) proposed a general micro-

scopic theory of superconductivity that quantitatively predicts many properties of super-

conductors and is now widely accepted as providing a satisfactory explanation of the

phenomenon [2]. There are various levels of approximation in which the BCS-theory

has been applied. The mathematical underpinning of the BCS-theory is so complex that

it will not be of much benefit to summarize its general formulation, so this section will

emphasize predictions that are often compared with experiments. These predictions arise

mainly from the homogeneous, isotropic, phonon-mediated, square well,s-wave coupling

simplification of the BCS-theory, and many superconductors, to a greater or lesser extent,
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Figure 2.5: Variation of magnetization as a function of the magnetic field for type-I and

type-II superconductor .

have been found to satisfy these predictions. Some of them are as follows: The isotope ef-

fect involves the claim that for a particular element the transition temperatureTc depends

on the massM of the isotope as follows:

MαTc = const. (2.29)

The weak coupling BCS limit gives the valueα = 1/2, which has been observed in

some superconducting elements, but not in all of them.

A superconductor has an energy gapEg = 2∆(k), which is assumed to be independent

of wave vectork, and for this assumption the energies in the normal and superconducting

states are

E(ε) = ε normal state and E(ε) = (ε2+∆2)1/2 superconducting state (2.30)

whereε is the energy in the absence of a gap measured relative to the chemical poten-

tial µ:

ε =
~2k2

2m
− µ (2.31)

The density of statesD(E) given by (withE = 0 in the center of the gap)
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=
Dn(E)

(E2 −∆2)1/2
, E > ∆ (2.32)

Ds(E) = 0 −∆ < E < ∆ (2.33)

=
−Dn(E)

(E2 −∆2)1/2
, E < ∆ (2.34)

Figure 2.6: Energy dependence of the density of statesD(E) in the presence of an energy

gap.

is shown plotted in Fig. 2.6, where the normal electron density of statesDn(E) is

assumed to have the constant valueDn(0) in the neighborhood of the gap.

Consider a square-well electron-electron potentialV◦ and an energy gap∆(k) that is

equal to∆◦ in the neighborhood of the Fermi surface,

∆(k) = ∆◦, −~ωD ≤ ε(k) ≤ ~ωD, (2.35)

and is zero elsewhere. The Debye frequencyωD determines the range ofε because it

is assumed that Cooper pair formation is mediated by phonons. The energy gap∆◦ in this

approximation is given by

∆◦ =
~ωD

sinh[ 1
V◦Dn(0)

]
(2.36)

In the weak coupling (smallV◦) limit,

V◦Dn(0) ¿ 1, kBTc ¿ ~ωD. (2.37)

we obtain the dimensionless ratios
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Eg

kBTc

=
2∆◦
kBTc

=
2π

exp γ
= 3.52, (2.38)

whereγ = 0.5772 is the Euler-Mascheroni constant. This ratio approximates experi-

mental measurements that have been made on many superconductors. The dimensionless

electron-phonon coupling constantλ is related to the phonon density of statesDph(ω)

through the Eliashberg expression [7]:

λ = 2

∫ ∞

0

α(ω)Dph(ω)

ω
dω. (2.39)

Superconductors are characterized as having weak (λ ¿1), intermediate (λ ≈1), and

strong (λ À1) coupling. The electron-electron interaction potentialV◦ for Cooper pair

bonding has an attractive electron-phonon part measured byλ and a repulsive screened

Coulomb partµ∗c to giveV◦Dn(0) = λ−µ∗c and this provides the well known formula for

the critical temperatureTc :

Tc = 1.13θD exp[
−1

λ− µ∗c
] (2.40)

whereθD is the Debye temperature related toωD by ~ωD = kBθD. θD ranges from 100 K

to 500 K. This range ofθD (andλ − µ∗c ≈ 0.3) implies a maximum BCS value ofTc ∼
25 K.

A number of related formulae for the dependence ofTc onλ andµ∗c have appeared in

the literature, e.g., the McMillan equation [8].

Tc =
θD

1.45
exp[

−1.04(1 + λ)

λ− µ∗c(1 + 0.62λ)
] (2.41)

The BCS theory predicts that atTc there is a jump in the electronic specific heat from

its normal state valueCe = γT to its superconducting state valueCs given by

Cs − γTc

γTc

= 1.43 (2.42)

In the free electron approximation the electronic specific heat coefficientγ depends on

the Fermi temperatureTF and the gas constantR through the expressionγ = π2R
2TF

.

BelowTc , the BCS-theory predicts that the specific heatCs(T) depends exponentially

on the inverse temperature,

Cs(T ) = a exp[
−∆

kBT
] (2.43)

where∆ = 1.76kBTc, anda is a constant.
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2.5.1 Cooper–pairs andTc

There are three levels of explanation of the nature of superconductivity that are commonly

called BCS. One is the general formulation that does not specify particular interactions.

The second is the phonon-mediated version of the theory, in which phonons play the

role of bringing about the coupling together of two electrons to form Cooper pairs. The

third level, which was described in the original formulation of the theory and provided

the results summarized previously. Further it assumes the simplification of an isotropic,

homogeneous material with a square-well electron-electron interaction potential involv-

ing a phonon coupling mechanism ands-wave singlet-state pairing. The superconducting

elements, which are almost all type-I, as well as many classical type-II superconduc-

tors, are looked upon as phonon-mediateds-state types. Pairing mechanisms involving

the exchange of particles other than phonons, such as excitons or antiferromagnetic spin

fluctuations, have been proposed for non-classical superconductors. In particular, no con-

sensus exists yet about the pairing mechanism of the cuprates, althoughd-wave pairing

seems to be favored, another very recently results appears to support the phonon mediated

in high-Tc superconductivity [9].

2.6 An isolated vortex

Each vortex carries one quantum of flux,Φ◦ = h
2e

. Therefore the number of vortices

gradually increases as the field is raised fromBc1 to Bc2. Qualitatively, the upper critical

field, Bc2, corresponds to the case where the distance between vortices is equal to the

radius of the normal core of the vortex. NearBc1, the distance between the vortices is

a◦ =
√

2Φ◦√
3B

. The vortices repel each other and it is this magnetic pressure that determines

the vortex density. As the field increases, the magnetic pressure and the number of vortices

increase. The density of vortices per unit surfacen is related toB by the important relation

B = nΦ◦.

This enables one to calculate the distance between the vortices as a function ofB. In

order to study the flux penetration we start with a description of an isolated vortex (see

Fig.2.7). We consider the most interesting practical limit whereξ ¿ λ, which is the case

for high-Tc superconductors . In that limit,κ À1, the second Ginzburg-Landau equation

takes the simple form (2.22) when the order parameter is constant, e.g.r > ξ , namely

over all except a small core region of radius. In order to describe the fact that the vortex

has a central core of radiusξ (see Fig.2.7) and carries a fluxΦ◦ we transform equation

(2.22) into

H + λ2 curl curlH =
Φ◦
µ◦

δ(r) (2.44)
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Figure 2.7: The cross section of an isolated vortex in type-II superconductor .

whereδ(r) describes a singularity in the plane perpendicular to the field direction atr = 0

and imposes a flux ofΦ◦ per vortex. By solving equation (2.44) one finds how the field

decreases from the center of the vortex:

H(r) =
Φ◦

2πµ◦
(

r

λL

) exp(
−r

λL

) (2.45)

Note, that in case of HTSC the magnetic size of a vortex is much bigger than the

vortex core, due to the fact thatλ À ξ.

2.6.1 Pinning of vortices

Normally, one would think that the critical currents create the fieldBc2 at the surface of

the sample. Actually the critical currents correspond rather to those that generate the field

Bc1, and notBc2. Why doesBc1 play a role? Because aboveBc1, there are vortices in the

material as we have seen before.

The current displaces the vortices and this creates a non-desirable energy dissipation.

The vortex in motion creates an electric fieldE = dΦ◦
dt

. In presence of this field, the

currentj dissipates energyε = E.j. This energy dissipation is equivalent to resistivity.
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Theoretically, critical currents of type-II superconductors are weak; still weaker for small

values ofBc1 compared withBc1 which is rather large. So, how does one pass intense

currents without dissipation aboveBc1?

The answer is that one has to prevent the motion of vortices so that the critical current

would not be limited byBc1. This is achieved by the so-calledvortex pinning (or flux

pinning). How does one pin the vortex? Simply by creating sites out of which the vortex

cannot leave without large energy increase. For example, in conventional type-II materi-

als one can find small inclusions of normal metal imbedded in the superconductor. The

vortex will be pinned to such an inclusion as it does not have to spend energy to destroy

superconductivity in that inclusion. What is the typical size of efficient inclusions? Evi-

dently the coherence lengthξ, the diameter of the tube which is in the normal state within

the vortex, see Fig 2.7. Inhomogeneities over distances of the order of the coherence

length are therefore responsible for the attainment of very high currents in some materials

like Nb-Ti.

In high-Tc superconductor where the coherence length is very shortξ ≈ 1.5 nm, it

is not obvious how to control the vortex pinning sites. Practically all technologically

interesting materials like Nb compounds, or high-Tc superconductor are type-II super-

conductors. The reason for this is that the creation of vortices keeps the magnetic energy

smaller than the condensation energy, so the overall free energy of the mixed supercon-

ducting state remains (thermodynamically) more favorable than the normal state even up

to high magnetic fields. Since the supercurrent can flow in the mixed state through the

superconducting regions between vortices, type-II superconductors allow one to construct

wires needed for high field magnets.

The pinning force per unit volumeFp, is related to the measured critical current by

Fp = jcB.

It does not say anything about the mechanism of pinning nor how to increase the value

of the critical current. Evenj is not related to the pinning force of an individual vortexfp.

Thus if we want to increaseFp, we have first to make the link with the pinning force on

an individual vortexfp, and then study the mechanism which can pin an individual vortex

line.

We assume random inhomogeneities in the bulk of the sample, which we call pinning

points. These objects will be described by an interaction potential with a vortex line. The

pinning points are inhomogeneities which can either favor or inhibit the pair condensation

responsible for superconductivity, i.e., which repel or attract flux lines.

The first problem that we will deal with is the way these point interactions between

flux lines and pinning points add to determine the pinning force densityFp. So, one at-

tempt is to writeFp = Nfp, whereN is the number of interactions between pinning

points and vortices. This is not correct in general. Indeed, consider that we have a rigid

lattice of vortices and random inhomogeneities. We would have no pinning at all. The
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reason stems from the fact that the pinning forces are randomly oriented and statistically

canceled. One can also understand this result by considering the fact that the interaction

energy in an infinite medium would be independent of the relative position of the rigid

lattice of flux lines and the random array of pinning centers. As pinning effectively oc-

curs an explication is needed. It is essential to pinning processes that the lattice can be

deformed. In this case the total energy of the system is lowered by deformation of the

lattice and pinning may occur if an energy increase is required to move the lattice with

respect to the pinning array. It should be also mentioned the opposite limit, i.e., if we have

no lattice but a liquid of vortices. In that case we have alsojc = 0 because we would need

to pin each vortex in order to prevent it from moving. Thus the lattice stiffness is central

to the pinning problem. It is necessary to be able to describe the rigidity of the lattice. In

order to understand the effects of the pinning centers.

Figure 2.8: Schematic diagram of the mixed state. The vortices form a hexagonal lattice.

The Lorentz forceF on the flux line in the presence of the currentj, is shown below.

εL =

∫
[α(| ψ |2 − | ψ◦ |2) +

β

2
(| ψ |4 − | ψ◦ |4)

︸ ︷︷ ︸
+

1

2m∗ | p̂ψ |2︸ ︷︷ ︸
+

1

2µ2◦
B2

︸ ︷︷ ︸
]∂2r (2.46)

The local variation of the flux line energy creates potential landscape, see Fig. 2.8,

has the form in equation (2.46). It consists of three terms:

• First: condensation energy : varying onξ.

• Second: kinetic energy: varying onλ andξ.

• Third: magnetic energy: varying onλ.
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Table 2.2: Year of discovery and critical temperatureTc of some oxide superconductors.

Year Materials Tc (K)

1964 NbO 1

1964 TiO 2

1964 doped SrTiO3−x 0.7

1965 bronzes KxWO3 6

1966 bronzes KxMoO3 4

1969 bronzes KxReO3 4

1974 LiTi2O4 13

1975 Ba(Pb,Bi)O3 13

1986 La1.85Sr0.15CuO4 38

1987 YBa2Cu3O7−δ 93

1988 Tl2Ba2Ca2Cu3O10 125

1994 HgBa2Ca2Cu3O8+δ 133

Usually the enhancement in the pinning force due to the magnetic pinning plying a

minor role. Especially in the high-Tc superconductor materials. Nevertheless in this work

it will be shown that it can also play a role in the enhancement of the pinning force.

2.7 High-Tc superconductors

In this section an introduction to the field of high-Tc superconducting (HTSC) oxides

is given. This will be followed by the phase diagram and the crystal structure of

YBa2Cu3O7−δ as an example for HTSC materials. More details about the normal state of

HTSC will be presented, especially, around the so-called pseudogap temperatureT ∗ in

the generic phase diagram of the cuprates.

Most of the superconducting compounds that were discussed so far were metals. It

was reasonable to look for superconductivity in that kind of materials and most research

has been done on intermetallic compounds. Some oxide superconductors were known for

decades (see Table 2.2), but their transition temperatures were rather small.

Two known exceptions were LiTi2O4 and Ba(Pb,Bi)O3 with critical temperatures of

Tc = 13 K. This was unusual as their densities of carriers were also very small. The

breakthrough came in 1986 when GEORG BEDNORZ and ALEX MÜLLER (IBM-

Zurich) [4], in their systematic search for new superconductors in metallic Ni and Cu-

oxides, observed an evidence for a resistive superconducting transition (with an onset at

Tc−onset = 30 K) in a fraction of their La1.85Ba0.15CuO4 sample. This led to the discovery

of La1.85Sr0.15CuO4 withTc = 38 K and subsequently to YBa2Cu3O7−δ with Tc = 93 K.
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Table 2.3: Critical temperatures of some HTSC compound.

Compound Tc (K)

La2−xMxCuO4−y 38

M = Ba, Sr, Ca

x ∼ 0.15, y small

Nd2−xCexCuO4−y (electron doped) 30

Ba1−xKxBiO3 (isotropic, cubic 30

Pb2Sr2Y1−xCaxCu3O8 70

R1Ba2Cu2+mO6+m

R: Y, La, Nd, Sm, Eu, Ho, Er, Tm, Lu

m = 1 (123) 93

m = 1.5 (247) 95

m = 2 (124) 82

Bi2Sr2Can−1CunO2n+4

n = 1 (2201) 10

n = 2 (2212) 85

n = 3 (2223) 110

Tl2Ba2Can−1CunO2n+4

n = 1 (2201) 85

n = 2 (2212) 105

n = 3 (2223) 125

HgBa2Can−1CunO2n+2+δ

n = 1 (1201) 95

n = 2 (1212) 125

n = 3 (1223) 133

n = 4 (1234) 127

n = 5 (1245) 110

n = 6 (1256) 91

n = 7 (1267) 85
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Figure 2.9: Schematic diagrams of YBa2Cu3O6 (left) an insulator and YBa2Cu3O7 (right)

a superconducting oxide.

2.7.1 YBa2Cu3O7−δ

In this section first the most important properties of the YBa2Cu3O7−δ superconductor

will be discussed, initially from a materials and subsequently from a physics point of

view.

• i)High-Tc oxides are highly anisotropic, layered structures:Except for some ma-

terials (like Ba1−xKxBiO3), most high-Tc superconducting oxides are cuprate com-

pounds. One of their characteristics is the presence of CuO2 layers which dominate

most of the properties. A look at the schematic structure of YBa2Cu3O7−δ pre-

sented in Fig. 2.9, shows that it is highly anisotropic. The unit cell is developed

from that of a tetragonal perovskite tripled along thec-axis and it consists of a se-

quence of copper-oxygen layers. The dimensions of the unit cell are approximately

1.2 nm and 0.4 nm in thec anda or b-axis directions respectively. The fact that

the unit cell consists of layers of copper oxides will be one of great importance for

understanding the physical properties.

• ii) Metallic oxides: The second important characteristic of these oxides is their

metallic behavior, as shown in Fig. 2.1. While most oxides are insulating materials,

HTSC oxides exhibit a metal-like conductivity. The room temperature conductivi-
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ties ina- or b-axis direction of the cuprate crystal are of the same order of magnitude

as the conductivities of some disordered metallic alloys. Only the conductivity per-

pendicular to CuO2-planes is much smaller.

• iii) Ceramic materials:The original materials, La1.85Sr0.15CuO4 and YBa2Cu3O7−δ

, were synthesized as ceramic pellets. One mixes the correct ratio of constituent

oxides, grinds and sinters them, makes a pellet, and following a calcining procedure

at annealing temperature ofTa ≈ 950◦C and cools it down in oxygen.

As typical ceramics, high-Tc superconducting oxides also contain grains, grain

boundaries, twins, and other imperfections. Even some of the best thin films may

consist of grains a few microns in diameter; all these are mostly detrimental to

high critical current densities that are required for applications. It is important to

emphasize that even the best single crystals of HTSC oxides often contain various

defects and imperfections like oxygen vacancies, twins and impurities. These im-

perfections are not only very relevant to their physical properties but possibly even

essential for their basic thermodynamic stability. It may well turn out that various

imperfections found in HTSC crystals are intrinsic to these materials. In general, it

is important to understand that the materials science of HTSC oxides is a non-trivial

pursuit and that the understanding of phase diagrams (especially around the pseu-

dogap temperatureT ∗), crystal chemistry, preparation and stability of these oxides

is still not completely understood.

2.7.1.1 The phase diagram of YBa2Cu3O7−δ

The schematic structure of YBa2Cu3O6, given in Fig. 2.9, represents an insulator. It has

to be doped to gradually become a hole-doped metallic conductor and a superconductor

below some critical temperature, as shown in Fig. 2.1. The doping is achieved by adding

additional oxygen which forms CuO chains. These oxygen ions attract electrons from

the CuO2-planes which therefore become metallic (see Fig. 2.10). Note, that the correct

formula for YBCO material is YBa2Cu3O6+x, wherex corresponds to partial oxygen

content:

• for 0.0 <x < 0.4, YBa2Cu3O6+x is an insulator.

• for 0.4 <x < 1.0, YBa2Cu3O6+x is a superconductor.

The schematic phase diagram of a cuprate high-Tc superconductor is given in Fig.

2.10, as a function of temperature and x the density of doped holes per CuO2-plane. The

solid lines represent phase transitions into the antiferromagnetic (AFM) and supercon-

ducting (SC) states. The dashed line marks the opening of a pseudogap (PG) around the

temperatureT ∗. The latter crossover is not sharply defined and there is still a debate on

its position and the physics behind.
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Figure 2.10: Schematic phase diagram of YBCO as a function of temperature and x the

density of doped holes per CuO2-plane. The solid lines represent phase transitions into

the antiferromagnetic (AFM) and superconducting (SC) states. The dashed line marks the

opening of a pseudogap (PG) around the temperatureT ∗.

The parent state of each family of HTSC is an antiferromagnetic Mott-insulator with

one hole (and spin 1/2) per CuO2-plane. These insulators are transformed into supercon-

ductors by introducing a concentration, x, of doped holes into the CuO2-planes. As a func-

tion of increasing x, the antiferromagnetic transition temperature is rapidly suppressed to

zero, then the superconducting transition temperature rises from zero to a maximum and

then drops down again (see Fig. 2.10). WhereTc is an increasing function of x, the ma-

terials are underdoped (U.D.). They are optimally doped whereTc reaches its maximum,

and they are overdoped (O.D.) for larger x. In the underdoped regime there are a variety

of crossover phenomena observed at temperatures aboveTc . These phenomena are asso-

ciated with the opening of apseudogap. There are various families of high temperature

superconductors, all of them have the same nearly square shaped copper-oxide planes,

but different structures in the regions between the planes. One characteristic that seems to

have a fairly direct connection withTc is the number of copper-oxide planes that are close

enough to each other that interplane coupling may be significant;Tc seems generally to

increase with the number of planes within a homologous series, at least as one progresses

from single layer to bilayers, to trilayers materials, see Table 2.3.

The following comments concerning the phase diagram of YBCO hold in a similar

way also for the all HTSC families listed in Table (2.3):

• Oxygen content: The oxygen content can be changed reversibly from 6.0 to 7.0

simply by pumping oxygen in/out of the parallel chains of CuO running along the

b-axis of Fig. 2.9. YBa2Cu3O6 is an insulating antiferromagnet (I-AFM). Increas-
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ing the oxygen from YBCO6.4 makes the crystal metallic, nonmagnetic and super-

conducting,Tc = 0+ for YBCO6.64.

• Higher Tc : The order of magnitude ofTc of YBCO or all HTSC oxides [listed in

Table (2.3)] are much higher compared toTc of the classical superconductor materi-

als .Tc for Nb3Ge isonly 23 K, the critical temperature corresponds to the binding

energykBTc needed to hold Cooper pairs together in the superconducting state.

The fact thatTc ∼ 100 K, i.e.2∆ = 60 meV, as compared with < 1 meV in conven-

tional superconductors, surprise theorists interested in the microscopic mechanism

of high-Tc superconductivity. The critical temperatures of the most extensively

studied high-Tc oxide superconductors (HTSC) are shown in Table (2.3).

• Short coherence lengthξ: Very short coherence length,ξ ≈ 1.0 nm. If we recall

the BCS-derived formula,ξ ∼ υF

kBTc
, we can immediately expect somewhat shorter

coherence lengths in HTSC oxides due to their higherTc ’s. However, due to the

low density of carriers in HTSC oxides? The Fermi velocity in these ionic metals

is also lower than in normal metals. This results in a very short coherence length,

ξ ≈ 1.0 nm, which is comparable to the size of the unit cell, and it has profound

consequences for the physics of HTSC oxides. Actually, the coherence length is

different for different crystallographic directions and it was experimentally found in

YBa2Cu3O7−δ thatξab andξc are 1.5 nm and 0.4 nm, respectively. Theξc is roughly

equal to the interlayer distance and shorter than the corresponding unit cell length,

which clearly poses some conceptual problems. As we shall see, these remarkably

short coherence lengths dominate all material-related properties and cause a rather

complex mixed state. Short coherence length also implies that HTSC oxides are

type-II superconductors with very high upper critical fieldsBc2.

2.7.2 The pseudogap temperatureT ∗

the pseudogap is one of the most prominent, and most discussed features of the cuprate

superconductors. It is widely observed in underdoped cuprates and, to various extents,

in optimally and even slightly overdoped materials or belowTc in case of electron doped

cuprates [10]. Among the experimental probes which are used to locate the pseudogap

temperature in different materials are:

1) Angle-resolved photoelectron spectroscopy (ARPES) andc-axis tunneling: There

is a suppression of the low energy single particle spectral weight at temperatures aboveTc

as detected, primarily, inc-axis tunneling [11] and ARPES [12] experiments. The scale of

energies and the momentum dependence of this suppression are very reminiscent of the

d-wave superconducting gap observed in the same materials at temperatures well below

Tc . This is highly suggestive of an identification between the pseudogap and some form
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of local superconducting pairing.

2) Cu-NMR: There is a suppression of low energy spin fluctuations as detected primar-

ily in Cu-NMR [13]. In some cases, two rather different temperature scales are deduced

from these experiments. An upper crossover temperature, at which a peak occurs in the

real part of the uniform spin susceptibility (i.e. the Knight shift), and a lower crossover

temperature.

3) Resistivity: There is a significant deviation [14,15] of the resistivity in theab-plane

from the linear temperature dependence which is universally observed at high tempera-

tures. A pseudogap temperature is then identified as the point below which dρ/dT deviates

significantly from its high temperature value. In some cases, a similar temperature scale

can be inferred from a scaling analysis of the Hall resistance, as well. The pseudogap also

appears inc-axis resistivity, although in a somewhat different manner [16, 17]. In this

direction, the pseudogap results in a strong increase in resistivity, reminiscent of the be-

havior of a narrow gap semiconductor. If we imagine that thec-axis transport is dominated

by tunneling events between neighboring planes, it is reasonable that a bulk measurement

of ρc will identify the pseudogap in the same way as thec-axis tunneling does.

4) Specific heat: There is a suppression of the expected electronic specific heat [18].

Above the pseudogap scale, the specific heat is generally found to be linear in temperature,

CV = γT , but below the pseudogap temperature,CV /T begins to decrease with decreasing

temperature. Interestingly, since the value of above the pseudogap temperature appears to

be roughly doping independent.

5) Infrared conductivity: There is an anomalous motion of infrared spectral weight

to low energies [19, 20]. The pseudogap is most clearly identified by plotting [20] the

frequency dependent scattering rate, defined either as

1

τ(ω)
=

ω2
P

4π
Re

1

σ(ω)
(2.47)

whereωP is the plasma frequency; the pseudogap is rather harder to pick out from the

in-plane conductivityσab itself. At largeωP , one generally sees1
τ(ω)

≈ Aω, whereA ≥
1 in underdoped materials and≈ 1 in optimally doped ones. And it then drops to much

smaller values,1
τ
¿ ω, below a characteristic pseudogap frequency. While in optimally

doped materials, this manifestation of a pseudogap is only observed at temperatures less

thanTc , in underdoped materials persist well aboveTc , and indeed to be not strongly

temperature dependent.

2.7.3 Theories of the pseudogap

The experimental evidence of the pseudogap does not yet provide a single view, neither

do the available theoretical models. A few selected models are described below. Several

of the models described below involve preformed pairs atT ∗ without phase coherence
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[21–29]. The theoretical models seem to explain the pseudogap are summarized in the

following:

• Spin–charge separation:One scenario which has received considerable attention

involves spin–charge separation. This idea was first proposed by Anderson in his as

the resonating valence bond (RVB) theory [30]. Nagaosa and Lee [31,32] produced

a Ginzburg–Landau theory of the spin–charge separated system calculating various

transport properties in the pseudogap state. Spin–charge separation createsholons

with zero spin andspinonswhich are zero charge, spin–1/2 fermions. The spinons

pair to form a gap in the spin excitations, identified as the pseudogap. The holons

Bose–condense atTc to form the superconducting state. At present it is believed that

even though it is the holons which Bose–condense, gauge field fluctuations lead to

a strong coupling between the spinons and holons. A gauge theory of the normal

state, including the pseudogap, has been developed by Lee and Nagaosa [31, 32].

Experimental results suggest thatT ∗ is related to the occurrence of a spin–gap in

the high-Tc materials [33–35].

• Phase–fluctuations:It is proposed that superconductors with a low carrier density

are characterized by a relatively small phase stiffness and thus, the poor screening

implies a significant role of phase–fluctuations [36–45]. Emery and Kivelson [36]

have developed a preformed pair model of the pseudogap based on microstripes.

Phase separation takes place on a microscopic scale generating dynamical charged

stripes separated by insulating antiferromagnetic (AFM) stripes. These microstripes

form at the upper crossover temperature TÀ T ∗. Above this temperature the charge

is uniformly distributed. BelowT ∗ charge is confined to the metallic stripes form-

ing a 1D electron gas (1DEG). Spin and charge are separated as spin resides in the

AFM stripes. As the temperature is lowered, AFM correlations build up. At the

lower crossover temperatureT ∗ pairing behavior emerges. Pairing is a result of a

spin gap in the AFM stripes. This is manifested in the 1DEG via pair hopping be-

tween the 1DEG and AFM stripes. Emery and Kivelson [36, 37] describe this as a

magnetic proximity effect. At this point there are only 1D superconducting corre-

lations. The pseudogap is associated with this spin gap. AtTc Josephson coupling

between the metallic stripes becomes large enough to yield global phase coherence.

Note that the pairing correlations belowT ∗ are not giving rise to real space pairing;

the pairing correlations are dynamical. The phase–fluctuation scenario explains

quite natural the strongly enhanced Nernst signal [21] above the critical transition

temperatureTc in the underdoped HTSC materials.

• Interlayer exchange coupling:Millis and Monien [46] proposed that the pseu-

dogap in bilayer compounds was due to interlayer exchange coupling. Further

work [47] have produced a model with interlayer pairing of holons producing a
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spin pseudogap. The authors claim that the pseudogap crossover temperatureT ∗

for single layer materials, namely La1.85Sr0.15CuO4 , is just slightly aboveTc . In-

terlayer coupling enhancesT ∗ to temperatures well aboveTc . Recent data on other

single layer compounds throws this scenario into to be uncertain. The single layer

mercury compound shows a crossover temperature well aboveTc [48].

Spin-polarized quasiparticle injection (SPQI) is a sensitive tool for detecting the open-

ing of a spin-gap, as proposed by Si [49]. A major point of this thesis is the influence of

SPQI on the normal state resistivity of YBCO around the pseudogap temperatureT ∗. It

is proposed that the experimental data allow to distinguish between the suggested models

of spin-charge separation and phase fluctuations.
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Colossal magnetoresistance

Shortly after the discovery of a colossal magnetoresistance in doped rare-earth manganites

the physics involved in magnetic oxides gained an increasing interest.

In section 3.1, only an introduction and an overview of the theory of magnetism is

presented in addition to the phenomenological concepts in ferromagnetism.

Section 3.2 focuses on the colossal magnetoresistance (CMR) effect. In a general part

the state of the art of the theoretical description will be briefly presented, the subsequent

part considers La2/3Ca1/3MnO3 (LCMO) as the member of this class of material that is

important of this work.

3.1 Ferromagnetism

In this section, the fundamentals of magnetism are briefly shown. An introduction to the

major classes of magnetic behavior is presented via the concept of long-range magnetic

order, with a special focus upon the phenomenology of ferromagnetic materials.

3.1.1 Magnetic Order

In a solid the band electrons and sometimes also the ions in the crystalline lattice, carry

a microscopic magnetic moment. In case of electrons, this is due to the spin angular

momentum; atomic moments result from the orbital motion of the shell electrons, or

incompletely filled inner shells. There is a significant difference in character between

these moment-carriers. The atoms, and therefore also their moments, are localized at the

crystal lattice points. The band electrons, however, propagate through the crystal as Bloch

waves, and are regarded as delocalized. Consequently, it is necessary to consider a density

of their spins, which is a continuously varying function of position.

In a non-magnetic material there is no long-range ordering of the microscopic mag-

netic moments over sufficiently large distances, the orientation of the localized moments

on the atoms varies randomly, and the departures from the band-electron’s average spin

39
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density of zero are uncorrelated. Thus, in both cases, the magnetizationM (the average

moment per unit volume) is zero.

The application of an external magnetic fieldH has two effects: (a) to align the micro-

scopic magnetic moments in direction of the field, and (b) to induce anti-aligned moments

due to the orbital response of the electrons. When the former process is dominant, the ma-

terial isparamagnetic; dominance by the latter leads todiamagnetism. In both cases, the

external field induces a magnetization,M = χH; whereχ is the magnetic susceptibility

of the material and is positive for paramagnets, negative for diamagnets. For both mate-

rials, the magnetization vanishes when the external field is removed, the system returning

to its original disordered state.

In a magnetic material there exists a spontaneous long-range ordering of the micro-

scopic moments. This is due to so-calledexchange interactionsbetween the moment-

carriers. There are two major classes of magnetic materials exhibiting spontaneous order

ferromagnets and antiferromagnets.

In ferromagnetic materials, the exchange interactions tend to align the moments in

one direction, giving the material a non-zero magnetization. The preferred direction of

alignment (the so-called easy axis) is determined by secondary coupling to the crystal

field (e.g. spin-orbit effects) [50]. In contrast to ferromagnets, the exchange interactions

in antiferromagnetic materials tend to periodically order the moments in such a way that

there is no overall magnetization of the system. In both ferromagnets and antiferromag-

nets the tendency of the exchange interactions to order the moments is counteracted by

thermal fluctuations; in the limit of zero temperature, the thermal agitations which destroy

the ordering vanish, and the degree of order is limited only by quantum effects.

3.1.2 Ferromagnetism

The characteristic property of a ferromagnet is the spontaneous magnetization produced

by the exchange interactions. This magnetization is not necessarily uniform across the

specimen. A ferromagnet may be divided into macroscopic volumes called domains,

each possessing one oriented magnetic moment.

The application of an external magnetic field results in anexpansionof the domains

with moments aligned with the field at the expense of those with anti-aligned moments.

This process is irreversible and leads to a permanent increase in the magnetization of the

sample (hysteresis effect). The magnitude of the spontaneous magnetization of a domain

obtains a maximum in the limit of zero temperature. This maximum magnetization is

referred to as the saturation magnetization (Ms) of the material. Due to the dominance of

thermal fluctuations, the spontaneous magnetization of a ferromagnet disappears above

a certain critical temperature, the Curie temperature (TCurie). Generally, a ferromagnetic

material becomes paramagnetic aboveTCurie, but certain rare-earth elements exhibit anti-
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ferromagnetic ordering at temperatures higher thanTCurie [50].

The phase transition from the ferromagnetic to the paramagnetic phase (thenormal

phase) is the classic example of a second order phase transition [51].

Theoretical attempts of a microscopic theory of ferromagnetism generally regard ei-

ther the magnetic ordering of the lattice atoms or the band electrons as of primary impor-

tance. Such models are classified as “localized” and “itinerant”, respectively. Although

in any real system, both localized and itinerant effects are likely to be present to differ-

ing degrees, it is usually possible to expect one to dominate the other. For example, the

rare-earth ferromagnets and their ionic compounds (such as EuO and GdC12) are regarded

as good examples of localized systems, whereas the ferromagnetism of the3d transition

metals (iron, nickel, and cobalt) and a number of alloys of non-magnetic elements (e.g.

ZrZn2 and Sc3In) are best explained by the itinerant scheme [50,52].

Theoretical studies of itinerant electron models began in 1929 with the pioneering ef-

forts of Bloch. His work indicated that ferromagnetism was only likely to appear in the

homogeneous electron gas at very low densities,rs; more detailed studies have proved

that the homogeneous electron gas is not ferromagnetic at typical metallic densities [52].

This has been confirmed by computational studies which predict the onset of ferromag-

netic ordering only at extremely low densitiesrs. There is, however, much disagreement

about the precise density range, and the physics of these low density regimes should

be regarded with caution [53]. More detailed models of itinerant electron systems have

met with considerably better success than the homogeneous electron gas approximation.

These models have demonstrated the main important role played by the band structure in

determining whether or not itinerant electron ferromagnetism will appear in a material.

Of particular note is the so-called Slater and Stoner models [54, 55], which gives a crite-

rion for the appearance of ferromagnetism in terms of the DOS at the Fermi energy. The

Stoner model gives a very basic phenomenological description of an itinerant system, and

considerable improvement has been made upon it [51, 56]. Nevertheless, it has provided

a useful starting point for the study of itinerant electron ferromagnetism.

3.2 Colossal magnetoresistance

In this section a brief introduction about the history of origin of the colossal magnetore-

sistive (CMR) materials will be given. In the following subsections the early theoretical

models to explain the CMR effect will briefly be presented. More recent theoretical mod-

els will be mentioned afterwards.
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3.2.1 The early days of manganites

It is widely recognized that the first paper reporting results for manganites was presented

in 1950 by Jonker and Van Santen [57]. In that first publication, La was replaced either

by Ca, Sr, or Ba, and results for polycrystalline samples of (La,Ca)MnO3, (La,Sr)MnO3,

and (La,Ba)MnO3 were reported. The main result was the appearance of ferromagnetism

in these compounds, as described below. Jonker and Van Santen clarified in their first

publication that the term “manganites” is not rigorous, and only compounds containing

tetravalent Mn should actually be called manganites. However, they write“For the sake

of simplicity the compounds containing trivalent, as well as those containing tetravalent,

manganese will be designated as manganites”, a convention that it is still followed today.

Jonker and Van Santen found that the manganites they studied crystallize in a ABO3

perovskite structure, is shown in Fig. 3.1.

Figure 3.1: Schematic view of the cubic perovskite structure.

The A-site of the perovskite contains a large ion, such as Ca2+, Sr2+, La3+, etc., while

the B-sites have a small ion, such as Mn3+, Mn4+, or others. The oxygens surround the

B-sites forming an octahedral cage. Typical ionic sizes, directly quoted from [57], are:

Ca2+ = 0.106 nm, Sr2+ = 0.127 nm, Ba2+ = 0.143 nm, La3+ = 0.122 nm for the A-site ion;

Mn3+ = 0.07 nm and Mn4+ = 0.052 nm for the B-site ion; and O2− = 0.132 nm for oxygen.

Manganese is the smallest of the ions involved in the manganites. The Curie temperature

was obtained by Jonker and Van Santen [57] using magnetization measurements, and the

early samples of manganites contained an excess of oxygen, and the results they obtained

are not accurate compared with the modern versions of the (La,Ca)MnO3 phase diagram,

as will be shown later.

In those early studies, the ferromagnetic phase was attributed to a positiveindirect–

exchangeinteraction. This view was soon replaced by the currently more widely accepted

double–exchange(DE) picture, discussed later.

In the early studies of manganese oxides, it was also noticed that (La,Sr)MnO3 can

only admit up to 70% Sr. Otherwise, a two-phase compound is obtained for geometrical

reasons related to the so-called tolerance factorΓ. This factor plays an important role in

Mn oxides, whereΓ = (rA + rO)/
√

2(rB + rO). The perovskite structure is stable for
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0.89 < Γ < 1.02, Γ = 1 corresponding to the perfect cubic closely packed structure. Gen-

erally,Γ differs appreciably from 1 and the manganites have, at least at low temperature,

a lower rhombohedral symmetry or orthorhombic structure.

Figure 3.2: The phase diagram of La1−xCaxMnO3, after Cheong and Hwang [61]. There

exist well-defind anomalies at x =n
8

(n = 1, 3, 5, and 7). FM : Ferromagnetic Metal, FI:

Ferromagnetic Insulator, AF: Antiferromagnetism, CAF: Canted Ferromagnetism, and

CO: Charge/orbital Ordering.

In a subsequent paper by Van Santen and Jonker [58] a few months after the original

publication, the conductivity of manganites was reported. Anomalies in the conductivity

were found at the Curie temperatures. The study of the lattice parameters as a function

of hole doping was reported in those early days by Jonker [59], observing that near the

composition of 100% La the crystal is distorted, while at higher Sr or Ca densities, it is

not. These distortions are associated with the Jahn–Teller effect, which is very important

in manganites, as will be shown later. A few years after the original work of Jonker and

Van Santen [59], the magnetoresistance data on manganites was reported by Volger [60].

The author wrote“Manganites, when in the ferromagnetic state, show a notable decrease

of resistivity in magnetic fields”.

It was already noticed in those early studies that standard explanations for the effect
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did not work, and that the effect was likely related to the favoring of the ferromagnetic

state by a magnetic field. However, one should note that the truly enormous magnetore-

sistance, the now famous“colossal” effect, was discovered much later, in the 1990s.

Among the key efforts widely cited from the early investigations of manganites is the

paper by Wollan and Koehler [62] using neutron diffraction techniques to characterize

the magnetic structures of La1−xCaxMnO3 in the entire range of compositions. Wollan

and Koehler were among the first to use the technique of neutron scattering to study

magnetism in materials. Those authors found that, in addition to the ferromagnetic phase

reported by Jonker and van Santen, many other interesting antiferromagnetic phases were

present in manganites. In some cases, they also reported evidence of charge ordering

(CO) coexisting with the antiferromagnetic (AFM) phases.

3.2.2 Doped lanthanum manganite:La2/3Ca1/3MnO 3

The phase diagram of La2/3Ca1/3MnO3 was measured by Cheong and Hwang [61], and

is given in Fig. 3.2. The undoped parent compound LaMnO3 has an antiferromagnetic

insulating ground state. LaMnO3 and CaMnO3 are both antiferromagnetic insulators.

At first sight a mixture of LaMnO3 and CaMnO3 is expected to show no spectacular

effect. But, in their phase diagram a ferromagnetism is found, metallicity and several

regions with spin and charge orderings. An important aspect in the unexpected rich phase

diagram is the small but relevant distinction in crystal structure, although both compounds

are perovskites. LaMnO3 consists of deformed MnO6 octahedra, whereas the octahedra

are perfect in CaMnO3 . The origin of the deformation is the crystal field splitting of the

3d orbitals.

Above 10% Ca doping the ferromagnetic interactions suppress the antiferromagnetic

coupling and a ferromagnetic ground state is obtained. In the region of 20% to 50% Ca

substitution the ground state is a ferromagnetic metal, dominated by double exchange

that will be introduced in next section. According to Cheong’s phase diagram, Fig. 3.2,

the ferromagnetic metallic phase emerges instantly above a critical concentration, at all

temperatures belowTCurie.

3.2.3 The early theoretical models

The theoretical studies of manganites in the 1950s focused on the origin of the ferromag-

netic phase. It was decades after that initial work, when thecolossalmagnetoresistance

effects were found, and the excitement around Mn–oxides mainly shifted toward under-

standing the origin of such huge magnetotransport properties, with potential technological

applications. In the following the basic theoretical description for the manganites namely

double–exchange and Jahn–Teller effect will be presented.
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Figure 3.3: (a) Schematic representation of the ideas of Zener to explain ferromagnetism.

Zener envisioned a system with both localized and mobile electrons, which in the man-

ganite language are thet2g andeg electrons, as indicated. (b) Schematic view of the DE

mechanism. (c) The effective hoppingteff mechanism is drown schematically.

3.2.3.1 Double–exchange (DE)

The basis for understanding origin of the ferromagnetic phase in CMR type materials or

spin polarizationwas presented by Zener in 1951, in a couple of papers [63–65], where

mainly qualitative statements and analyses of experiments were presented. Zener’s work

is widely regarded as providing a proper explanation of manganite ferromagnetism.

Zener interpreted ferromagnetism as arising from an indirect coupling between in-

complete d-shells, via conducting electrons. In the first paper of Zener [63], the man-

ganites were not addressed explicitly, but in Mn-oxide language one should think of the

incomplete d-shells as the so-calledt2g localized spins of manganites, and the conduction

electrons are theeg electrons. It is sufficient to consider a qualitative description of the

splitting of the five d-levels in the presence of a crystal environment, as shown in Fig.

3.3(a).

The Hund’s rule in each individual ion or atom is enforced by a ferromagnetic Hund

couplingJH, as in Fig. 3.3(a). This effect was argued by Zener to play a key role in his

mechanism, enforcing the configuration where the unpaired spins are aligned to lower the

energy. Since the conduction electrons do not change their spin as they move from ion to

ion, the electron hopping maintains the z-projection of the spin, Zener reasoned that those

electrons are able to move in the crystal in the optimal manner when the net spin of the

incomplete d-shells are all parallel. Otherwise, an up electron can land on a down spin
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ion, and pay an energy proportional to the Hund coupling. In other words, the conduction

electrons lower their kinetic energy if the background of d-shell spins, or thet2g spins of

manganites, is fully polarized, details will be shown in the next subsection.

The kinetic energy is regulated by a hopping amplitude denoted byt. The d-shell

spins are then indirectly coupled via an interaction mediated by the conduction electrons.

Zener remarked clearly in his papers that a direct coupling between d-shells (not mediated

by conduction electrons, but by the direct virtual hopping of d-electrons) is of opposite

sign leading to antiferromagnetism, rather than to ferromagnetism. The coupling involved

in this direct exchange process is calledJAF, and it will be shown to be important in the

physics of manganites. The ideas of Zener are known today as“double exchange”.

This mechanism is sketched in Fig. 3.3(b). It can be explained to asimultaneoustrans-

fer of an electron from the oxygen to the right Mn, and from the left Mn to the oxygen,

such that the net transfer is of an electron from left Mn to right Mn. This mechanism lead-

ing to ferromagnetism that Zener found should not be confused with thesuperexchange

ideas, which also use an oxygen as a bridge between ions. Zener remarked that the su-

perexchange interaction leads to an antiferromagnetic alignment of spins. The original

double-exchange idea in [64] was discussed not as a procedure to explain ferromagnetism

but as a mechanism for electron transfer, that was built in the context of the original idea

of ferromagnetism mediated by conduction electrons.

Zener’s work was continued by ANDERSON1 and Hasegawa [66] and De GENNES2

[67], who studied the proposed mechanism in detail. They explained that a better way

to describe the motion of electrons from Mn-to-Mn is to transfer electronsone-by-one,

still using the oxygen as a bridge between ions, rather than simultaneously as believed

by Zener. Any perturbation approach in the hopping amplitudet will naturally lead to a

one-by-one transfer of electrons. Perhaps the most often-quoted portion of the work of

Anderson and Hasegawa [66] is the effective hoppingteff of an electron jumping between

two nearest-neighbor Mn ions. In fact, the calculation shows thatteff = t cos θ
2

, whereθ

is the angle betweent2g spins located at the two sites involved in the electron transfer, as

shown in Fig. 3.3(c).

3.2.3.2 Jahn–Teller effect

For an isolated 3d ion, five degenerated orbital states are available to the 3d electrons with

` = 2. In a crystal, the degeneracy is partly lifted by the crystal field splitting. The fived-

orbitals are split by a cubic crystal field into threet2g orbitals and twoeg orbitals. For the

MnO6 octahedron, the splitting between the lowestt2g level and the highesteg level is∆=

1.5 eV (Fig. 3.4). For the Mn3+ and Mn4+ ions, the interatomic correlations ensure paral-

1Nobel prize 1977
2Nobel prize 1991
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lel alignment of the electron spins (first Hund’s rule); the corresponding exchange energy3

of about 3 eV [114]. In a crystal field of symmetry lower than cubic, the degeneracy of

theeg and levels is lifted, as shown in the Fig. 3.4(b) for an axial elongation of the oxygen

octahedron. Although the energy of Mn4+ remains unchanged by such a distortion, the

energy of Mn3+ is lowered. Thus, Mn3+ has a marked tendency to distort its octahedral

environment in contrast to Mn4+. This effect is known asJahn-Tellerdistortion and it is

rather effective in the lightly doped manganites, i.e. with a large concentration, (1 - x), of

Mn3+ ions. The Jahn-Teller distortions are not independent from one Mn3+ site to another

(cooperative Jahn-Teller effect). This is illustrated by the structure of LaMnO3 (Fig.3.1)

in which the MnO6 octahedra are strongly elongated within the ab-plane in a regular way

leading to a doubling of the unit cell. On increasing the Mn3+ content, the Jahn-Teller

distortions are reduced and the stabilization of the (3z2 - r2) eg–orbital becomes less ef-

fective. Nevertheless, in a large number of manganites, theeg–orbitals of two types, (3z2

- r2) and (x2 - y2) are not occupied by theeg electrons of Mn3+ at random and an orbital

order is achieved.

Figure 3.4: Energy level diagram and orbital eigenstates of Mn3+ in a crystal field of

cubic and tetragonal symmetry.

3.2.4 Transport and CMR effect

Figure 3.5 shows the typical behavior of Ca-doped CMR materials. The temperature de-

pendence of the resistance for a thin film of 1/3-Ca doped La1−xCaxMnO3 with thickness

3This energy what will be called later asJspin.
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of t = 200 nm under several magnetic fields applied‖ to the electric current is shown. One

of the most remarkable properties of the manganites is the influence of a magnetic transi-

tion on the electronic conduction. The resistance below the magnetic ordering, the Curie

temperatureTCurie, exhibits a positive thermal coefficient, indicating metallic-like behav-

ior. AboveTCurie a negative thermal coefficient is found. This brings about a maximum

in the resistivity curve nearTCurie. The implications of this behavior were first explored

in 1993, when a reduction of the resistance was observed in thin films under application

of an external magnetic field by Von Helmoltet al. [68] and Chaharaet al. [69]. This re-

duction was only 50% of the zero field resistance. One year later it proved to be possible

to reduce the resistivity by several orders of magnitude [70].

Figure 3.5: Resistance versus temperature for a thin film of 1/3-Ca doped La1−xCaxMnO3

with thickness of t = 200 nm under several magnetic fields applied‖ to the electric current.

A defining moment for the field of manganites was the publication by Jinet al. [70]

of results with truly colossal MR ratios. Those authors studied films of La2/3Ca1/3MnO3

and defining the magnetoresistance (MR) ratio as∆R/R = (RH − R0)/RH, whereR0

is the resistance without a magnetic field, andRH is the resistance in a magnetic field of

6 T, Jinet al. reported MR ratio values much higher than previously observed by other

authors [68,69].

The term Colossal Magnetoresistance (CMR) was born. The new term is a su-

perlative of Giant Magnetoresistance, which is observed in the resistance of ferromag-

netic/nonmagnetic superlatices by switching an external field. Giant magnetoresistance

is caused by introducing interfaces in spin polarized conductors and is restricted below

TCurie, whereas CMR is a bulk property which originates from magnetic ordering and

is usually confined to the vicinity ofTCurie. The electronic transport properties of the

transition metal oxides strongly interact with the magnetic properties and with the crystal

lattice. A similar change can occur due to external effects, such as a magnetic field or
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a hydrostatic pressure. The behavior of the manganites is a beautiful example to show

the interaction between chemical composition, experimental conditions and physical

properties.

3.2.5 More recent CMR models

After the early studies of manganites described above, Tokura [71] proposed that the

charge-ordering (CO) states observed by Wollan and Koehler [62], and Jiráket al. [73]

are very important for the explanation of the CMR effect, see the phase diagram in Fig.3.2.

They presented results indicating an abrupt collapse of the charge-ordered state into a fer-

romagnetic state (FM) under the influence of a magnetic field. The competition between

CO and FM is indeed a key component of the current theories of manganites aiming to

explain the CMR phenomenon. It is clear from the experiments and the theory that the

CO/FM transition should be first-order unless disordering effects smear it into a rapid but

continuous transition. The huge CMR effect in some compounds at very low tempera-

tures, such as shown in Fig.3.5, appears to be caused by the CO/FM first-order transition

induced by magnetic fields. This physics is not contained at all in the early theoreti-

cal studies of manganites in the 1950s and 1960s, which were based on the so-called

double-exchange effects and one-orbital models. Only in the late 1990s and early 2000s

Tokura [71] suggested the CO/FM competition model and the phase separation model

proposed by Dagotto [72] has been identified as the key of the CMR phenomenon.

Figure 3.6: (a) Schematic density of states of a strong ferromagnet and (b) half-metallic

ferromagnet.
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3.2.6 Spin-polarization and CMR

A fundamental interest for both basic physics and device applications is the degree of

spin-polarizationP at the Fermi level. The band-structure of ferromagnets is spin depen-

dent and two subbands are found for majority (carrier spin directed parallel to the magne-

tization) and minority (spin antiparallel to the magnetization) carriers, respectively [74].

The schematic density of states of a strong and a half-metallic ferromagnet (e.g. CMR) is

shown in Fig. 3.6(a) and (b); respectively. The majorityd bands are completely filled in

case of the strong ferromagnet. In the case of an itinerant ferromagnet (La2/3Sr1/3MnO3

or La2/3Ca1/3MnO3 as an example), the spin-polarization is often defined as the normal-

ized difference of the majority (n ↑) and minority (n ↓) density of states at the Fermi

level, thus

Pn =
n ↑ − n ↓
n ↑ + n ↓ (3.1)

This definition is related to the definition of the magnetization as the difference be-

tween the integrated majority and minority carrier density,M = µB

∫
(n ↑ − n ↓)dE, and

often a scalingP (T)∝ M (T) is expected. The spin-polarization defined in this way might

be probed by spin-polarized photoemission. However, as pointed out by Mazin [75],

the definition of spin-polarization is by no means unique. Often transport properties

are of interest, especially for applications. In a ferromagnet the majority and minority

carriers can be regarded as two parallel transport channels as proposed theoretically by

MOTT4 [76], Campbell and Fert [78], and experimentally by Meservey and Tedrow [77].

The definition of the spin-polarization in terms of the majority (J ↑) and minority (J ↓)
current densities seems more appropriate. Within classical Boltzmann transport theory,

J↑↓ ∝ 〈nυ〉↑(↓)τ↑(↓), where〈....〉 denotes a Fermi surface average andτ↑(↓) the relaxation

times for majority and minority carriers, respectively. Assuming a spin-independent re-

laxation time, one finds

PJ =
J ↑ − J ↓
J ↑ + J ↓ =

〈nυ2〉↑ − 〈nυ2〉↓
〈nυ2〉↑ + 〈nυ2〉↓ (3.2)

Within the two-current model, the spin-polarization defined by the majority and mi-

nority currents can be simply related to the majority (ρ ↑) and minority (ρ ↓) resistivities:

Pρ =
ρ ↑ − ρ ↓
ρ ↑ + ρ ↓ (3.3)

The channel resistivities can be determined at low temperature from deviations of

Matthiessen’s rule. These depend on the impurities present in the metal and consequently

the spin-polarization can be tuned by alloying.
4Nobel prize 1977
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The experiments capable of determining the transport spin-polarization are spin-

polarized tunnelling between ferromagnetic contacts and the dynamic conductance

of superconductor/ferromagnet (SC/FM) contacts. Mazin [75] analyzed the transport

through a SC/FM contact. In the case of ballistic transport without a barrier, the current

through the contact is proportional to〈nυ〉 ; thus, the ballistic spin-polarization is defined

by

Pυ =
〈nυ〉↑ − 〈nυ〉↓
〈nυ〉↑ + 〈nυ〉↓ (3.4)

and does not agree with the spin-polarization equation (3.2) defined via currents. If

a specular barrier is present, the tunnelling current depends in a more complex way on

both the Fermi velocity and the barrier transparency, and the measured spin-polarization

does not agree with any of the definitions introduced so far. This analysis shows that

experimental values obtained with different techniques relate to different definitions of

the spin-polarization that need not necessarily agree.

Some data on the spin-polarization of elemental as well as oxide magnets are

summarized in Table (3.1). The spin-polarization was determined by ferromag-

net/insulator/ferromagnet (FIF) tunnelling, ferromagnet/insulator/superconductor (FIS)

tunnelling, Andreev reflection (AR) [79] at superconductor/ferromagnet interfaces

spin-polarized photoemission spectroscopy (SPES) and 2D angular correlation of elec-

tron–positron radiation (2D-ACAR). Here, only spin-polarization measurements using

AR will be discussed in detail.

Electron transport through a normal-metal/superconductor interface for energies be-

low the superconducting gap∆ is possible through AR. An electron incident from the

normal metal forms a pair with another electron of opposite momentum and spin and

enters the superconductor as a Cooper pair, while a hole is reflected. This leads to a

conductivity enhancement by a factor of two at small voltages. At large bias voltages,

transport is dominated by quasiparticle injection and the conductance approaches the nor-

mal state conductanceGn. In case of a FM/SC interface, AR is suppressed, since not

every majority electron finds a minority electron with appropriate momentum to form a

Cooper pair. It is evident that the zero-bias conductance should vanish in the case of a

half-metallic ferromagnet. It was shown [80] that the conductance of a FM/SC interface

at zero temperature is given by

1

Gn

dI

dV
= 2(1− | Pυ |) eV ¿ ∆ (3.5)

with the spin-polarizationPυ as defined above. Thus, from the suppression of the

conductance at zero bias the spin-polarizationPυ can be determined. This method is not

sensitive to the sign of the spin-polarization.
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Table 3.1: Spin-polarization as determined from FIF, FIS tunnelling, AR and SPES for

elemental ferromagnets and oxide magnets. The AR technique is not sensitive to the sign

of the spin-polarization. All values were measured at temperatures of T = 4.2 K or below,

except for the SPES value of Ni, that was measured at T = 300 K.

Compound FIS FIF AR SPES

Fe +0.451 +0.352 – +0.403

Co +0.421 +0.344 0.375 -0.406

Ni +0.311 – 0.325 -0.307

Gd +0.138 – – +0.059

CrO 2 – – +0.9010 +1.011

Fe3O4 – -0.5012 – -0.4013

SrRuO3 -0.09514 – – –

La2/3Sr1/3MnO 3 +0.7015 +0.8316 +.8010 +0.9011

1Ref. [81],2Ref. [82],3Ref. [83],4Ref. [84],5Ref. [85],6Ref. [86],7Ref. [87],8Ref. [88],
9Ref. [89],10Ref. [80],11Ref. [90],12Ref. [91],13Ref. [92],14Ref. [93],15Ref. [94],16Ref.

[95].

Results of spin-polarization measurements from FIF and FIS measurements, AR

and spin polarized photoemission are summarized in Table (3.1) for the elemental

magnets Fe, Co, Ni, and Gd, as well as for the oxide magnets, CrO2, Fe3O4,SrRuO3 ,

and La2/3Sr1/3MnO3 . Although the data show some scatter, it is clear that CrO2 and

La2/3Sr1/3MnO3 have a spin-polarization much larger than that of elemental ferromag-

nets.



Chapter 4

Ferromagnetism and Superconductivity

In the previous two Chapters 2 and 3 the basic theory of both superconductors and colos-

sal magnetoresistance materials was presented. In this Chapter some peculiarities are

described when superconductors and ferromagnets are brought to an intimate contact,

e.g. bilayers.

The first section describes the proximity effect of normal metals and superconductors

(NM/SC) electronically in contact. This will be followed by a section where the normal

metal is replaced by a (weak or stronger) ferromagnetic. Here the model of spin-polarized

quasiparticleself diffusion will be addressed to explain the breaking the Cooper-pairs in

the superconductor .

Figure 4.1: Schematic diagram of the order parameter at the interface between a normal

metal and superconductor atT ¿ Tc.

4.1 Normal metal/superconductor bilayer

In ideal normal metal/superconductor structure is of a high interface transparency there

is a distance dependent probability (proximity effect) for the existence of Cooper-pairs in

53



54 Chapter 4: Ferromagnetism and Superconductivity

the normal metal (see Fig. 4.1). In the Ginzburg-Landau approach, this effect is described

by a boundary condition; the appropriate boundary condition is a direct generalization of

∂ψ

∂n
− 2ie

~
Aψ =

1

ξprox

ψ (4.1)

ξprox is the proximity length that describes the decay of Cooper-pairs density inside

the normal metal.

There are several physical effects related to the existence ofξprox, like, for example,

the decrease of the critical temperature of thin superconducting films deposited on the

normal metal.

The microscopic theory gives for a superconductor/insulator interface:

ξprox =
ξ2
◦

a◦
(4.2)

whereξ◦ is the coherence length of the superconductor anda◦ is the interatomic distance.

At a NM/SC interface in the clean limitξ◦ ¿ `e; where`e is the mean free path we have:

ξprox =
~υF

kBT
(4.3)

while for the dirty limit ξ◦ À `e we get:

ξprox =

√
~υF `e

6πkBT
(4.4)

Equation (4.4) shows thatξprox ∝ 1
T 1/2 . This relationship will be later important for the

comparison between NM/SC and FM/SC proximity effect.

In conventional superconductors the coherence length is much larger than the atomic

distance (ξ◦ À a◦). For superconductors in contact to an insulator,ξprox is very small

so superconductivity is not affected. When the coherence length is short,(ξ◦ ≈ a◦), one

can expect some important effects. A typical example are the high-Tc superconductors.

In case of a NM/SC interface, superconductivity is induced in the normal metal within a

sheet of thicknessξn. This length is called thenormal coherence lengthwhere Cooper

pairs enter the normal metal.

4.2 Ferromagnet/superconductor bilayer

As shown in the previous sections superconductor is characterized by Cooper-pairs whose

participating charge carriers have opposite spin and momentum. Whereas ferromagnets

is characterized by parallel alignment of magnetic moments. Both ordering phenomena

are antagonistic by nature [96–98].
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Figure 4.2: Schematic diagram of the order parameter at the interface between a fer-

romagnet and a superconductor atT ¿ Tc. The spin-polarized quasiparticle not only

quenches the order parameter to penetrate into FM but also diffuses into the SC side with

the diffusion lengthξfm.

The basic mechanism behind this antagonism is two-fold: the electromagnetic behav-

ior of the superconductor, and the effect of exchange correlations in breaking Cooper-

pairs. In the presence of sufficiently weak magnetic fields, superconductors exhibit per-

fect diamagnetism (Meissner effect). For most ferromagnets, the surface currents required

to screen the bulk from the spontaneous magnetization exceed the superconductor criti-

cal currents; the possibility of coexistence with superconductivity is therefore limited to

very weak ferromagnets. In itinerant-electron systems, the spin-splitting of the electronic

spectrum due to the presence of exchange interactions between the band-electrons also

has a deleterious effect upon superconductivity [99, 100]. This may be understood with

reference to the Stoner model.

In the Stoner ferromagnet, the interaction of the electrons with the internal fieldHint

lowers/raises the energy of the spin↑ (spin↓) electrons byµ◦Hint thus, the spin↑ electrons

at the Fermi surface have a kinetic energy ofEF + µ◦Hint whereas the spin↓ electrons

have the kinetic energyEF − µ◦Hint . In order to form a Cooper-pair, two electrons must

have a kinetic energy within the Debye frequencyωD of EF. Although assumed to be

small the exchange potentialµ◦Hint À ωD. This essentially forbids the Cooper-pairing

of electrons in the standard spin-singlet configuration.

In spite of these objections, the coexistence of ferromagnetism and superconductiv-

ity has been observed since the late 1960s. In the majority of these systems, however,

the ferromagnetism is localized in nature, or the system is divided into non-overlapping

ferromagnetic and superconducting regions of mesoscopic dimensions [101,102].

More recently the discovery of ferromagnetism (TCurie ≈ 135 K) and superconduc-

tivity (Tc ≈ 40 K) in the RuSr2GdCu2O8 (Ru1212) compound opens a lot of ques-

tions [103–105]. The mechanism responsible for superconductivity in these systems is

generally regarded as exotic, the possibility of spin-triplet Cooper-pairing has been raised
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to describe the apparently cooperative coexistence between superconductivity and ferro-

magnetism [104,105].

In case of FM/SC the proximity effect is drastically reduced, due to the destructive

action of the exchange energyJspin on the Cooper pairs, this schematically shown in Fig.

4.2. In that case the condensate penetrates into the FM region over a distance of the order

of:

ξprox =
~υF

∆Jspin

. (4.5)

One important property in equation (4.5) forξprox into the ferromagnet is the exchange

energyJspin, i.e. ξprox ∝ 1
Jspin

. Each electron of a pair is in a different spin band. These

bands are shifted by an energyJspin. Therefore, ifJspin is very large the Cooper pair

breaks up. In order to have a stronger proximity effect, i.e., weaker exchange fields, ex-

perimentalists are using dilute magnetic alloys. For example Cu-Ni alloys have been used

in order to observe the change of sign of the Josephson critical current in a superconduc-

tor/ferromagnet/superconductor (SC/FM/SC) heterostructure.

Theoretical works on bilayers of metallic ferromagnets and low-temperature super-

conductors [106,107] predicted oscillations of the critical temperatureTc. This was con-

firmed by experimental results [108,109]. The oscillating behavior of the superconducting

temperature is due to tunnelling of Cooper-pairs into the FM layer [110]. A review on this

topic is given by Izyumov et al. [111].

So far, oscillations of the superconducting transition temperatureTc in the colossal

magnetoresistance CMR /d-wave–HTSC superlattices have not been found experimen-

tally [112, 113]. This can be understood from equation (4.5) due to the higher exchange

energyJspin ≈ 3 eV [114] of the half metal CMR as has been mentioned in previous

Chapter 3.

Another interesting effect is the spin-polarized quasiparticleself diffusion into the SC

layer (the inverse proximity effect) using the exchange energyJspin as driving force. Here,

the Cooper pairs share the electrons between the superconductor and the ferromagnet

at the interface, see Fig. 4.2. It is discussed that while the spin of the electron in the

FM prefers to be parallel to the magnetic moment of the FM the spin of the electron

in the SC is automatically antiparallel to the magnetization [115]. In SC a (screening)

magnetic moment is induced which penetrates over the characteristic superconducting

lengthξfm and this appears as reduction in the saturation magnetizationMs of the FM

layer. This will be shown experimentally in Chapter 7. For a non-itinerant ferromagnet

the effect will be zero or negligible. The reason is that according to the physical picture

the electrons involved in this effect are only those of the condensate which, as it is well

known, are around the Fermi level. Therefore the screening in the superconductor cannot

be determined by the magnetization of the ferromagnet, which involves the integral over

all the electrons, but rather by the polarization of the electrons at the Fermi level, see Fig.
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Figure 4.3: Schematic energy band structure of a FM/HTSC bilayer. The FM has a large

exchange energyJspin ≈ 3 eV. The two electrons connected by a dashed line represent a

Cooper pair which contributes to the inverse proximity effect.

4.3.

The pair breaking in CMR/HTSC bilayer due to the self injection of quasiparticles

(QPI) into the superconducting layer has also been taken into account [116]. This phe-

nomenon has been very early investigated by Parker [117] and can be written as:

∆(nqp)

∆(0)
≈ 1− 2nqp

4N(0)∆(0)
(4.6)

where∆(nqp) is the energy required to suppress the order parameter of the supercon-

ductor due to the density of spin polarized quasiparticlesnqp. N(0) and∆(0) give the

density of states and the order parameter atT = 0 K, respectively.nqp is generated by

self-injection along thec-axis across the highly transparent interface and is governed by

the high exchange spin splitting energy of the CMR magnetic layer.

Based on equation (7.3) a theoretical model in addition to the experimental results

concerning the (self diffusion) of spin-polarized quasiparticles (SPQ) into the supercon-

ductor YBCO at T¿Tc will be shown in section 7.1. In this section it is shown that the

spin diffusion lengthξfm from LCMO into YBCO can be determine in the order of 10 nm

at low temperatures.





Chapter 5

Experimental techniques and

underlying theory

The scope of this chapter is to introduce the techniques exploited in the experimental part

of the thesis, namely pulsed laser deposition (PLD) for thin films preparation, magneto–

optics, SQUID magnetometery and transport for critical current, magnetization, resistivity

measurements.

In section 5.1 a summary of the main aspects of the theory of pulsed laser deposition

is given, paying special attention to the ablation mechanism. In section 5.2 the main

aspects of the theory of the magneto–optical technique is presented. It is one of the

main techniques employed in this thesis, especially the acquisition of the experimental

data discussed in section. 7.3. A description of the determination of the critical current

densityjc of HTSC is given, whereas for the full description only the main ideas are

drawn. In section 5.3 the SQUID magnetometery which is also one of the main technique

employed in the thesis work, will briefly be introduced. The photolithography process and

the transport technique was employed for resistivity measurements for HTSC this will be

shown in Sec. 5.4.

5.1 Pulsed laser deposition

Pulsed laser deposition is a technique for creating thin films. The PLD method of epitaxial

thin film growth involves evaporation of a solid target in an Ultra High Vacuum chamber

by means of short and high-energy laser pulses [118–120]. In a typical PLD process,

ceramic target is placed in a vacuum chamber. A pulsed laser beam vaporizes the surface

of the target, and the vapor condenses on a substrate. The main components are a laser,

optics, and a vacuum system. Figure 5.1 shows sketch of the PLD setup for in-situ pulsed

laser deposition.
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Figure 5.1: Sketch of the experimental setup for in-situ pulsed laser deposition. Small

amount of material is ablated from the target by a pulsed laser beam. A plasma is formed,

which expands into the vacuum and sublimates onto the heated substrate.

5.1.1 Historical Development of Pulsed Laser Deposition

Using a laser to ablate material has to be traced back to 1962 when Breech and Cross

[121], used ruby laser to vaporize and excite atoms from a solid surface. Three years

later, Smith and Turner [122] used a similar laser to deposit thin films. This marked the

very beginning of the pulsed laser deposition technique. However, the development and

investigations of pulsed laser deposition did not gather the expected momentum. In fact,

the laser technology was immature at that time. The availability of the types of laser was

limited; the stability output was poor and the laser repetition rate was too low for any

realistic film growth processes. Thus the development of PLD in thin film fabrication

was slow comparing with other techniques such as MBE, which can produce thin film

of much higher quality. The rapid progress of the laser technology [123, 124], however,

enhanced the competitiveness of PLD in the following decade. The lasers having a higher

repetition rate than the early ruby lasers made the thin film growth possible. Subsequently,

reliable electronic Q-switches lasers became available for generation of very short optical

pulses. For this reason PLD can be used to achieve congruent evaporation of the target and

to deposit stoichiometric thin films. The absorption depth is shallower for UV radiation.

Subsequent development led to lasers with high efficient harmonic generators and excimer

lasers delivering powerful UV radiation. From then on, non-thermal laser ablation of the

target material became highly efficient. Pulsed laser deposition as a film growth technique
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has attained its reputed fame and has attracted wide spread interest after it has been used

successfully to grow high-temperature superconducting films in 1987.

5.1.2 Why is PLD useful?

During the last decade, pulsed laser deposition has been employed to fabricate crys-

talline thin films with epitaxial quality. Ceramic oxide, nitride films, metallic multilayers,

and various oxide superlattices grown by PLD have been demonstrated. Recently, PLD

was used to synthesize nanotubes [125], nanopowders [126] and quantum dots [127].

Production-related issues concerning reproducibility [128] and large-area upscaling [129]

have begun to be addressed. It may start up another area of thin film fabrication in indus-

try. The advantage of the PLD can be summarized as following:

• Cost: PLD is cost-effective: one laser can serve many vacuum systems.

• Targets: The targets used in PLD are small compared with the large size required

for sputtering techniques. It is quite easy to produce multi-layered films of different

materials by sequential ablation of assorted targets. Besides, by controlling the

number of pulses, a fine control of film thickness down to atomic monolayers can

be achieved.

• Materials: Many materials can be deposited in a wide variety of gases over a broad

range of gas pressures.

• Film stoichiometry:The most important feature of PLD is that the stoichiometry of

the target can be retained in the deposited films. This is the result of the extremely

high heating rate of the target surface (108 K/s) due to pulsed laser irradiation. It

leads to the congruent evaporation of the target irrespective of the evaporating point

of the constituent elements or compounds of the target.

• Fast: PLD is fast, high quality samples can be grown reliably in 10 or 15 minutes.

5.1.3 Mechanisms of PLD

The principle of pulsed laser deposition, in contrast to the simplicity of the system set-up,

is a very complex physical phenomenon. It not only involves the physical process of the

laser-material interaction of the impact of high-power pulsed radiation on solid target, but

also the formation of the plasma plume with high energetic species and even the transfer

of the ablated material through the plasma plume onto the heated substrate surface.

In general, a pulsed laser beam is focused onto the surface of a solid target. The strong

absorption of the electromagnetic radiation by the solid surface leads to rapid evaporation
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of the target materials. The evaporated materials are highly exited and ionized, as shown

schematicly in Fig. 5.1.

Thus, the thin film formation in PLD generally can be divided into the following steps,

illustrated in Fig. 5.2. (a) Initial absorption, (b) Target surface heating, (c) Evaporation

and plasma heating (1D expansion), and (d) 3D expansion of the gas cloud. After that,

Deposition of the ablation materials on the substrate, and nucleation and growth of a thin

film on the substrate surface.

Figure 5.2: Schematic sequence of the laser ablation process in vacuum: (a) Initial ab-

sorption, (b) Target surface heating, (c) Evaporation and plasma heating (1D expansion),

and (d) 3D expansion of the gas cloud.

Each step in PLD is critical for the formation of high-quality, epitaxial, crystalline,

stoichiometric, uniform thin film with small surface roughness.

In the first step, Fig. 5.2a, the laser beam is focused onto the surface of the target.

At sufficiently high flux densities and short pulse duration, all elements in the target are

rapidly heated up to their evaporation temperature, Fig. 5.2b. Materials are dissociated

from the target surface and ablated out with the same stoichiometry as in the target, Fig.

5.2c-d. The instantaneous ablation rate is highly dependent on the fluences of the laser

shining on the target. The ablation mechanisms involve many complex physical phenom-

ena such as collisional, thermal, and electronic excitation, exfoliation and hydrodynamics.

During the second step, shown in Fig. 5.3, the emitted materials tend to move towards

the substrate according to the laws of gas-dynamic and show the forward peaking phe-
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nomenon. The spot size of the laser and the plasma temperature have significant effects

on the deposited film uniformity. The target-to-substrate distance is another parameter

that governs the angular spread of the ablated materials.

Figure 5.3: Schematic sequence of the nucleation and growth process of the thin film.

The third step is important to determine the quality of the thin film. The ejected high-

energy species impinge onto the substrate surface and may induce various type of damage

to the substrate.

These energetic species sputter some of the surface atoms and a collision region is

formed between the incident flow and the sputtered atoms. The film grows after a ther-

malized region is formed. The region serves as a source for condensation of particles.

When the condensation rate is higher than the rate of particles supplied by the sputtering,

thermal equilibrium conditions can be reached quickly and the film grows on the sub-

strate surface at the expenses of the direct flow of the ablation particles and the thermal

equilibrium obtained.

Nucleation and growth of crystalline films depends on many factors such as the den-

sity, energy, ionization degree, and the type of the condensing material, as well as the

temperature and the physico-chemical properties of the substrate. The two main thermo-

dynamic parameters for the growth mechanism are the substrate temperatureTs and the

supersaturationDm. They can be related by the following equationDm = kBT ln(R/Re);

wherekB is the Boltzmann constant,R is the actual deposition rate, andRe is the equi-

librium value at the temperatureT .
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The nucleation process depends on the interfacial energies between the three phases

present, the substrate, the condensing material and the vapor. The minimum-energy shape

of a nucleus is like a cap. The critical size of the nucleus is depending on the driving force,

i.e. the deposition rate and the substrate temperatureTs. For large nuclei, characteristic

of small supersaturation, they create isolated patches (islands) of the film on the substrate

which subsequently grow and coalesce together. As the supersaturation increases, the

critical nucleus shrinks until its height reaches one atomic diameter and its shape is that

of a two-dimensional layer. For large supersaturation, the layer-by-layer nucleation will

happen for incompletely wetted foreign substrates.

The crystalline film growth depends on the surface mobility of the adatom (vapour

atoms). Normally, the adatom will diffuse through several atomic distances before stick-

ing to a stable position within the newly formed film. The surface temperature of the sub-

strate determines the adatom’s surface diffusion ability. High temperature favours rapid

and defect free crystal growth, whereas low temperature or large supersaturation crystal

growth may be overwhelmed by energetic particle impingement, resulting in disordered

or even amorphous structures.

Metev and Veiko [132] suggested thatt, the mean thickness at which the grow-

ing, thin and discontinuous film reaches continuity is given by the formulat =

A(1/R)1/3 exp(−1/Ts), where R is the deposition rate (supersaturation related),Ts

is the temperature of the substrate andA is a constant related to the materials.

In the PLD process, due to the short laser pulsed duration (≈ 10 ns) and hence the

small temporal spread (≤10 ms) of the ablated materials, the deposition rate can be enor-

mous ( 10µm/s). Consequently, a layer-by-layer nucleation is favoured and ultra-thin

and smooth films can be produced. In addition the rapid deposition of the energetic abla-

tion species helps to raise the substrate surface temperature. In this respect PLD tends to

demand a lower substrate temperature for crystalline film growth.

Table 5.1 shows an overview of typical deposition parameters using the PLD technique

for all of the used materials throughout the thesis.

5.2 The magneto–optical technique

Most of the magnetic measurements on superconductors are carried out using integral

techniques like SQUID magnetometery, AC susceptibility etc. However, to obtain infor-

mation like critical current densities or pinning forces from the measurements, assump-

tions about the local flux distribution must be made; usually this is done by means of

critical state models. To verify these models the direct observation of flux distributions is

of great interest. Among local techniques, the magneto-optical observation technique of-

fers the unique possibility to observe dynamic processes combined with a relatively high

spatial resolution.
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Table 5.1: Overview of typical deposition parameters of the all used materials through the

thesis. The laser energy 1.6 J/cm2 was fixed through the preparation.

Material Ts O2–deposition Ta Deposition–rate

[◦C] [mbar] [◦C] [Å]

YBa2Cu3O7−δ 780 0.4 535 0.9

La2/3Ca1/3MnO3
1 800 0.6 535 0.25

La2/3Sr1/3MnO3
1 800 0.6 535 0.25

SrRuO3 780 0.4 535 0.35

LaNiO3 780 0.4 535 0.35

SrTiO3 780 0.4 535 0.35

1 In case of heterostructure the second layer is deposited atTs = 780◦C.

Figure 5.4: The basic principle of the measurement of the magnetic flux distribution of

superconductors by the magneto-optical technique.

5.2.1 General description and optimization

The magneto-optical techniques for flux visualization are based on the Faraday effect:

in the presence of an external magnetic fieldµ◦Hext the propagation velocity of light

passing through a medium is different for right and left handed circularly polarized light.

For incident linearly polarized light propagating parallel toHext, as shown in Fig. 5.4,

this results in a rotation of the polarization vector over an angleα given by:

α = V · l ·Hext (5.1)
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wherel denotes the length of the medium traversed by the light andV is a medium-

specific constant, called the Verdet constant. This effect was discovered by Faraday in

1846.

5.2.1.1 Magneto-optical films

A number of different materials have been applied as indicators in MO imaging: cerous

nitrate-glycerol, various europium compounds [133] and bismuth-substituted iron gar-

nets [134]. Today, the most popular indicator is the ferri-magnetic bismuth-doped iron

garnet film film with in-plane spontaneous magnetization. Application of a perpendicular

magnetic field creates an out-of-plane component of the magnetization responsible for the

Faraday rotation. A single-crystalline film with a typical thickness of a few microns can

be grown by liquid-phase epitaxy on a gadolinium-gallium-garnet (GGG) substrate.

In magneto-optical experiments a thin layer of a material with a large Verdet constant

is placed directly above the superconductor. By looking with a polarization microscope at

this layer, the spatial variation of the perpendicular component of the local magnetization

Hz just above the sample is made visible as an intensity pattern. This is depicted in Fig.

5.5.

Figure 5.5 shows three magneto-optical images of a square–shaped YBa2Cu3O7−δ

thin film with thickness ofd = 200 nm, a lateral size ofa = 1.5 mm at T = 7 K with

different external magnetic fields alongz-axis after zero-field cooling:µ◦Hz = 30, 50,

100 mT (a), (b), and (c) respectively. Bright gray color represents high local fields and

black represents small local fields. The images show that an increasing external field leads

to the penetration of magnetic flux into the superconductor.

5.2.2 The determination of the critical current densityjc

For a quantitative exploitation of the magneto-optical technique it is necessary to use films

with in–plane easy magnetization direction. If a magnetic fieldHz is applied normally to

the film plane, the in–plane magnetization vectorM is rotated out of the film plane by an

angle of

φ = arctan
Hz

Hk

(5.2)

Hk represents the anisotropy field of the film. Similar to the paramagnetic MOLs, a

linearly polarized light beam propagating normal to the film plane is rotated by an angle

α which is proportional toMz. The presence of a spontaneous magnetization vector,

however, causes a non-linear relation between the normal componentMz and the external

magnetic fieldHext which gives a Faraday rotation of
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Figure 5.5: Magneto-optical images of a square–shaped YBa2Cu3O7−δ thin film (d =

200 nm,a = 1.5 mm) at T = 7 K. The images are obtained by applying different external

magnetic field along z–axisµ◦Hz = 30, 50, 100 mT (a), (b), and (c), respectively. Bright

grey represents high local fields and black represents small local fields.

α = cMz = cMs sin φ = cMs sin[arctan
Hz

Hk

] (5.3)

Ms indicates the spontaneous magnetization of the ferrimagnetic film andc is a ma-

terialspecific constant similar to the Verdet constant. Note that equation (5.3) is only

applicable if the magnetic hysteresis is completely negligible. In order to obtain a high

magnetic resolution and a reasonable field range without saturation, the anisotropy field

Hk of the iron garnet should be larger than the measured field strengths. Typical values

areµ◦Hk = 100–300 mT.

5.2.2.1 Calibration of the flux density

The calibration of the measured light intensity distributionI(x,y) into a magnetic flux

density distributionBz(x,y) requires a quantitative description of the polarization effects

of the MOLs as well as the transfer of a polarized light beam through a polarization

microscope. Additional disturbing effects on the polarization vector in a non ideal optical

system, such as inhomogeneous illumination of the MOL or polarization effects of optical

lenses and mirrors, have to be corrected.

The light intensityI ′, reflected out of a MOL with thicknessd and absorption coeffi-

cientγ, is I ′ = I◦ exp(−2γd), whereI◦ represents the intensity of the incident polarized

light beam. For an ideal polarization microscope, the light intensityI of a light beam

traversing the polarizer, MOL and analyzer is given by the Malus law:
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I = I◦ exp(−2γd) sin2(α + ∆α) = I ′ sin2(α + ∆α) (5.4)

where∆α denotes the deviation of the polarizer and analyzer from the crossed orienta-

tion (90o). The Faraday rotationα is determined by equations (5.1) and (5.3) respectively,

depending on the MOL used. In principle, equation (5.4) allows a calibration of the

magneto-optically measured light intensity distributionI(x,y) to a magnetic flux density

distributionBz(x,y) at a plane z = constant above the superconductor. A feasible relation

is given by equation (5.5) which is directly derived from (5.4). However, for the applica-

tion of equation (5.5) the deviations due to the non-ideal optical set-up have to be taken

into account.

Bz(x, y) = Bk tan[arcsin(
1

cMs

arcsin

√
I(x, y)− I1(x, y)

I ′(x, y)
) + ∆α)] (5.5)

Practically, the determination of calibration curves at each images position (x,y) is

impossible. One determines a calibration curve at one position (x = a, y = b) within the

image by measuringI(Hext) for an external fieldHext ‖ z. Afterwards, the function (5.5)

is fitted to the measuredI(Hext) curves with the fit parametersI ′ and∆α. I1(x,y) is a

background image, which has to be subtracted from theI(x,y) data and the spatial distri-

bution of the light reflected from the MOLI ′(x,y) may be determined by normalization

of the background imageI1(x,y) to I ′(x,y) = I1(x,y)I ′(a,b)/I1(a,b). Here (x = a, y = b)

indicates the position within the image, where the calibration curve has been recorded.

Having determined all parameters and the distributionsI1(x,y) andI ′(x,y), a spatially

dependent calibration according to equation (5.5) is applied to the measured MO contrast

I(x,y), in order to obtain the flux density distributionBz(x,y). This now shown in Fig.

5.6.

Figure 5.6 shows the measured flux distribution (after calibration) of a square-shaped

YBa2Cu3O7−δ film (d = 200 nm, a = 1.5 mm) with application of an external field after

zero–field–cooling ofµ◦Hext = 50 mT at T = 7 K.

5.2.2.2 Determination of supercurrents

Imaging of the magnetic flux density distribution at the surface of superconductors pro-

vides qualitative insights into flux pinning and supercurrent distributions. In many cases,

however, it is desirable to obtain quantitatively the magnitude and the directions of the

flowing shielding and critical current densities. The general relation between the mea-

sured flux density distribution and the flowing supercurrent densityj is given by Ampère’s

law
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Figure 5.6: The measured flux distribution (after calibration) along the horizontal line for

a square-shaped YBa2Cu3O7−δ film (d = 200 nm, a = 1.5 mm) after application of an

external field ofµ◦Hext = 50 mT at T = 7 K.

µ◦j = ∇× (B − µ◦Hext). (5.6)

In most flux imaging experiments, one has flat samples with finite sizes and the flow-

ing supercurrent generates magnetic self-fields with strongly curved field lines. Conse-

quently, the application of the original Bean model which is valid for long samples in

parallel fields is not possible. It relates the current density to gradients in the parallel

component ofB and completely neglects the gradients of the other (curved) field compo-

nents according to equation (5.6). However, for the application of Ampère’s law one has

to measure the spatial distribution of all three components ofB = (Bx, By, Bz). Even if

it is in principle possible to measure in-plane components ofB by applying the transverse

Faraday effect, it is in practice difficult to measure their gradients by means of magneto-

optics.

But it is sufficient for most practical situations to measure the normal componentBz

at the sample surface if one proceeds from the local relation (5.6) to the integral relation

betweenj andB.
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The Biot–Savart law, representing the reversed Ampère’s law, gives the integral rela-

tion between the current density and the magnetic field. For the measuredBz-component

of the magnetic flux density one has

Bz(r) = µ◦Hext +
µ◦
4π

∫

v

jx(r′)(y − y′)− jy(r′)(x− x′)
| r − r′ |3 d3r′ (5.7)

The measurement of the perpendicular flux density distributionBz(x,y,z) above the

superconductor surface enables the determination of the planar current densityj(x,y,z)

= exjx(x,y,z) + eyjy(x,y,z). Equation (5.7) may be used in two different ways for the

quantitative analysis of the current distribution: either one uses models for the current

distributionj(x,y) and compares the calculatedBz(x,y) distributions with the measured

ones; or one directly inverts equation (5.7) by numerical methods. The latter provides a

model independent method for the determination ofj(x,y). In order to obtain an unam-

biguous mapping of the measuredBz(x,y) to j(x,y), the following additional restriction

has to be considered: The determination of two current density componentsjx and jy

from one measured field componentBz requires an additional relation betweenjx andjy,

notably,

∇ · j = 0 (5.8)

For an isolated superconductor where the supercurrents are created in a magnetization

experiment in external magnetic fields, this is directly evident: the current streamlines are

closed and one has no sources and drains for the current. Equation (5.8) is, however, also

valid for transport currents which are transmitted through a superconductor. Due to the

limited measurement area forBz(x,y) in the x–y plane equation (5.8) cannot be applied at

the image borders of the magneto-optical images.

Figure 5.7 shows the numerically calculated current density using Biot–Savart inver-

sion. The left part (a) shows again a gray scale representation of the flux density with su-

perimposeed current stream lines. It can clearly be seen that the direction of the currents is

governed by the geometry of the film. The right image (b) shows a gray scale representa-

tion of the modulus of the current density. The two profiles below give the current density

valuesjy and | j | along the solid black lines, respectively. This YBa2Cu3O7−δ sample

showjc = 3×1011 A/m2, this value is regarded as a standard for high quality YBCO thin

films in literature.

5.3 SQUID magnetometery

The Superconducting QUantum Interference Device (SQUID) magnetometery may be

the most sensitive measurement device known. It can measure magnetic flux of three
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Figure 5.7: Numerical calculation of the current density distribution for the sample shown

in Fig. 5.6. The current streamlines are shown in (a) and the current density profiles ofjc

(b) are given at the positions of the black, horizontal lines.

orders of magnitude smaller than one flux quantumφ◦ = h
2e

= 2.0678×10−15 Tm2. A flux

quantum can be visualized as the magnetic flux of the Earth’s magnetic field (0.5 Gauss

= 0.5× 10−4 Tesla) through a single human red blood cell (diameter about 7 microns).

It can measure extremely tiny magnetic fields. The energy associated with the smallest

detectable change in a second, about 10−32 Joules, is about equivalent to the work required

to raise a single electron 1 millimeter in the Earth’s gravitational field.

The sensitivity of the basic SQUID can be increased by attaching it to a flat coil of

superconducting wire, such as niobium. Called a “flux transformer”, this increases the

current induced in the junction and permits the detection of magnetic fields as small as

10−15 Tesla or one femto-Tesla. This is a resolution of some 10−11 times the Earth’s mag-

netic field. By comparison, the auroral displays in Earth’s polar region produce magnetic

field fluctuations on the order of 1% of the Earth’s field.

Taking 1 fT as the nominal resolution of the SQUID, it is capable of detecting changes

in magnetic fields in the human body: Threshold for a SQUID: 1 fT, magnetic field of the

heart: 50,000 fT, magnetic field of the brain: a few fT.

In Fig. 5.8 a sketch of a SQUID is shown. It consists of two superconductors separated

by thin insulating layers to form two parallel Josephson junctions. The SQUID has as its

active element one or more Joesphson junctions. A Josephson junction is a weak link

between two superconductors that can support a supercurrent below a critical valueIc.

The special properties of the Josephson junction cause the impedance of the SQUID loop
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Figure 5.8: The superconducting quantum interference device (SQUID) consists of two

superconductors separated by thin insulating layers to form two parallel Josephson junc-

tions.

to be a periodic function of the magnetic flux threading the SQUID so that a modulation

signal supplied to the bias current is used with a lock-in detector to measure the impedance

and to linearize the voltage-to-flux relationship. The net result is that a SQUID functions

as a flux-to-voltage converter with unrivaled energy sensitivity.

In most practical systems in use today, the SQUID is located inside a small cylindrical,

superconducting magnetic shield in the middle of a liquid helium dewar. Superconduct-

ing pickup coils, typically configured as gradiometers that detect the difference in one

component of the field between two points, are located at the bottom of the dewar, and

the subject is placed beneath the magnetometer.

Resolutions on the order of 30 fT have been achieved with the YBa2Cu3O7−δ type

high-temperature superconductors with which the SQUID can be operated at liquid nitro-

gen temperature.
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5.4 Photolithography and transport measurements

In this section the experimental methods used to obtain the photolithography process and

transport measurements will be briefly discussed.

5.4.1 Photolithography process

Photolithography, literally meaning light-stone-writing in Greek, is the process by which

patterns on a semiconductor or other material can be defined using light. It is the means

by which the small-scale features of integrated circuits are created.

Before the resist is applied to the substrate (film + substrate), the surface is cleaned

to remove any traces of contamination from the surface such as dust, organic, ionic and

metallic compounds. The cleaned film is subject to priming, to aid the adhesion of the

resist to the surface of the substrate material. Figure 5.9, shows the process schematically.

A resist is applied to the surface using a spin-coating machine. This device holds the

substrate, using a vacuum, and spins it at high-speed (3000–6000 rpm) for a period of

15-30 seconds. A small quantity resist is dispensed in the center of the spinning substrate.

The rotation causes the resist to be spread across the surface of the substrate with excess

being thrown off. Close to the center of the substrate, the variation in the thickness of

resist is around 30 nm. Preparation of the resist is concluded by a pre-bake, where the

substrate is heated in a convection oven and then on a hotplate to evaporate the resist

solvent and to partially solidify the resist.

The photomask is created by a photographic process and developed onto a glass sub-

strate. The cheapest masks use ordinary photographic emulsion on soda lime glass, while

Chrome on quartz glass is used for the high-resolution deep UV lithography.

The alignment of the mask is critical and must be achieved in for x-y as well as

rotationally. Industrial photolithography machines use automatic pattern recognition to

achieve the registration alignment.

Depending on the design of the photolithography machine, the mask may be in contact

with the surface, very close to the surface or used to project the mask onto the surface of

the substrate. These methods are called, contact, proximity and projection, respectively.

Figure 5.9, shows a schematic diagram of the proximity method. The limit of the feature

size is limited by the diffraction limit and depends on the size of the wavelength of light

used to illuminate the mask. Systems using UV light are limited to feature sizes of 1µm.

During the exposure process, the resist undergoes a chemical reaction. Depending on

the chemical composition of resist, it can react in two ways when the light strikes the

surface. The action of light on a positive resist causes it to become polymerized where it

has been exposed to the light. A negative resist has the reverse property. Exposure to UV-

light causes the resist to decompose. After the developing process, a negative of the mask

remains as a pattern of resist. Although not necessary for all processing, to further harden
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Figure 5.9: The main processes in the photolithography using the proximity method.

and remove any residue of the developer, the substrate undergoes a post-bake process.

During this process, the resist temperature can be controlled to cause a plastic flow of the

resist which can be desirable for tailoring sidewall angles. After either, deposition of gold

layers or metal or etching down to selectively remove parts of the film, the resist can be

removed. For positive photoresists, acetone, trichloroethylene and phenol-based strippers

may be used. While negative resists are generally removed using, Methyl Ethyl Ketone

(MEK) or Methyl Isobutyl Ketone (MIBK).

5.4.2 Transport measurements

A four–probe resistance measurement is a technique for determining the resistance of

low resistance material. Unlike two probe resistance measurements where the voltage

drop is measured by the same probe that does the current excitation, the four probe tech-

nique separates the voltage drop measurement probes from the current excitation probes.

This separates the probe resistance from the actual sample resistance measurement. For

low resistance measurements, such as for highly conductive metals and especially for su-

perconductors, it is necessary to perform the resistance measurement using a four probe

technique.
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Figure 5.10: Sketch of the chosen sample geometry for four–probe measurements. The

film is grown by pulsed laser deposition onto 5×5 mm2 SrTiO3 (100) single crystalline

substrates. By means of chemical lithography the 5×5 mm2 film area is etched down to

3×3 mm2. Afterwards, 15 nm/200 nm Cr/Au are evaporated on top of the film as contacts

for the attachment of Au wires.

Transport measurements since measuring the current-voltage characteristics by a

four–probe method is a forward experimental technique, only some comments concern-

ing the measurements on high–Tc superconductors materials will be made.

Probing the resistivity or the critical current density of YBa2Cu3O7−δ thin films can

be difficult because of high critical current densities that are exhibited at low temperatures

and fields (jc = 3×1011 A/m2). As a result, low–ohmic current contact areas are necessary

to prevent heating of the sample. This is accomplished by the thermal evaporation of

Cr/Au (15 nm/200 nm) after the classical lithography method shown before. The contacts

can then be realized by applying Ag-paint for the Au wire of 100µm in diameter followed

by a treatment at 150◦C for one hour. This way leads to a contact resistance ofR < 1Ω.

Nevertheless, at low temperatures some heating of sample is observed< 0.5 K. To prevent

a possible heating of the sample, an intermittent measuring technique was employed. The

current provided by a programmableKeithley–220 current source was reversed +/- with a

time delay of 10 s. Close to the end of this interval the voltage was recorded by ahp–8440

nano–voltmeter, typically 2 times. After switching off the current, the background voltage

was recorded and subtracted from the measured value. With this method +/- voltage are

identical; close to noise level (≤ 1 µV/cm). For the measured value the average between

the +/- voltagesVm = (V + − V −)/2 is taken. Knowing the real voltage values the

resistivity of the filmρ can determined;ρ = R·A
L

; where the film areaA = d×W ; d is the
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film thickness, W is the film width, and L is the distance between the voltage contacts, as

shown in Fig. 5.10.



Chapter 6

Structural analysis of FM/HTSC

heterostructure

In the first part of this chapter a structural data–base of all of the materials used in the

thesis will be given. Afterwards, detailed results obtained by x-ray diffraction (XRD),

atomic force microscopy (AFM), and high resolution transmission electron microscopy

(HRTEM) are presented for bilayers and heterostructures. The crystalline and morpho-

logical properties of YBa2Cu3O7−δ films deposited on La2/3Ca1/3MnO3 , SrRuO3 , and

LaNiO3 buffered SrTiO3 , LaSrAlO4 and LaSrGaO4 substrates are studied for various

YBa2Cu3O7−δ thicknesses and a fixed buffer layer thickness ofd = 50 nm. Films de-

posited atTs = 780oC show the best superconducting properties. AFM on these films

revealed uniform and well-connected grains.

6.1 Introduction

Selecting a substrate to grow a film on top there are a number of factors that are important.

The selection of substrates for high temperature superconductors, which applies to the

case of manganites as well, has to obey a several of conditions. Ideally the substrate

should provide only mechanical support but not interact with the film except for sufficient

adhesion, and in many cases the provision of a template for atomic ordering [135]. A list

of important factors for general film growth and for epitaxial growth include.

• Chemical stability and/or interdiffusion. It is important, that there is no chemical

reaction between film and substrate. Also, there should not be any reaction be-

tween the substrate and the oxygen atmosphere that is necessary to grow high–Tc

superconducting or colossal magnetoresistive materials.

• Match of thermal expansion coefficients: If substrate and film have different thermal

expansion coefficients they causes interfacial strain with the possibility of cracking

77
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of the film. A mismatch causes larger problems for films made out of brittle ma-

terial. Also, a thinner film might conform to the substrate in situations where a

thicker film will crack.

• Surface quality: A uniform surface is necessary in order to get a homogeneous film.

Defects on the film surface can have a significant impact on the nucleation of the

film and can influence the film morphology and structure [136].

• Substrate cleanliness: A clean surface is a requirement for reproducible results.

Usually the cleaning procedure is a consequence of an empirical process. A good

way is to put the substrate in acetone in an ultrasonic bath and dry it in argon flow.

Any organic remains will be dissociated during the pre-deposition heating.

• Substrate homogeneity: If the substrate consists of a small amount of another phase

than the predominant one, this might affect the surface and the film may not grow

well on the whole substrate. Twin boundaries that propagate throughout the sub-

strate are potential nucleation sites for competing crystalline directions.

• Substrate thermodynamic stability: It is important that the substrate does not un-

dergo any phase transitions in the temperature range that is spanned during the

preparation and growth process.

In order to grow epitaxial films there are more factors to be considered. Epitaxial

means that there is a definite relation between the orientations of film and substrate.

• Lattice match: The difference of the in-plane lattice parameters should be mini-

mized to get epitaxial films. Differences in lattice parameters generate strain and

misfit dislocations and thus modify the properties of the film.

• Coincidence sites. Not only the lattice constants should be matched but the atoms

that coincide should preferably have the same atomic size and valency. This means

that a good substrate should have a similar structure to the film material.

• Surface quality: For epitaxial films this factor is even more important. Mis-oriented

grains frequently nucleate on irregularities on the surface.

• Structural quality: Generally, one can say that the crystalline quality of the film

will not be better than that of the substrate. Impurity phase inclusions and twins

will likely effect the epitaxial quality.

The lattice parameters of cuprates or manganites depend on the dopant and the de-

gree of doping. The YBa2Cu3O7−δ structure depends on the oxygen content and in the

La2/3Ca1/3MnO3 manganite the Ca-content plays a crucial role. The composition that

will be discussed mostly is listed in Table (6.1).
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Table 6.1: The crystal structure data-base for all of the used materials.

Material Lattice Parameter (nm) Structure Space Group ID

a b c

YBa2Cu3O7−δ 0.3817 0.3883 1.1682 orthorhombic Pmmm(47) 88-2463

La2/3Ca1/3MnO3 0.3868 0.3858 0.5453 orthorhombic Pbnm(62) 87-1084

La2/3Sr1/3MnO3 0.3882 1.3324 rhombohedral R3c(167) 51-0409

SrRuO3 0.394 cubic 28-1250

LaNiO3 0.3861 cubic Pm3m(221) 33-0710

We have mainly used three types of substrates, SrTiO3 , LaSrGaO4 and LaSrAlO4 . All

of these substrates have structures that can be classified as pseudocubic or tetragonal and

they have similar structures to high–Tc superconducting and colossal magnetoresistive

materials, so the coincidence is good. In Table (6.2) some basic information about the

substrates is presented.

Table 6.2: The crystal structure data-base for all of the used substrates and their thermal

expansionα.

Material Lattice Parameter (nm) Structure Space Group IDα (10−6K−1)

a b c

SrTiO3 0.3905 cubic Pm3m(221) 86-0178 7.4

LaSrGaO4 0.3843 1.268 tetragonal I4/mmm(139) 24-1208 10

LaSrAlO4 0.3755 1.262 tetragonal I4/mmm(139) 24-1125 7.5

An epitaxially grown YBa2Cu3O7−δ thin film on top of a La2/3Ca1/3MnO3 layer grows

under tensile strain ofε ≈ 0.4 %, whereε can be written as:

ε =
(asub. × bsub.)

1/2 − (afilm × bfilm)1/2

(afilm × bfilm)1/2
(6.1)

Figure 6.1 shows the calculatedε values using equation (6.1) for all of the used ma-

terials on all used substrates. This is also shown in Table (6.3). All of the used materials

grow under tensile strain on SrTiO3 substrates except the SrRuO3 layer. The films on all

other substrates are grown under compressive strain as shown in Fig. 6.1. This can give

rise to the fact that films grown undertensilestrain show a reduction of the c-axis lat-

tice parameter. In the other case films growing undercompressivestrain, should show an

elongation in the c-axis lattice parameter. The calculation of theε ratio for YBCO grown

on other buffer layers is shown in Table (6.4).
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Figure 6.1: The calculatedε using equation (6.1) and the data-base for all of the used

materials Table (6.1).

Table 6.3: The strain effect ratioε calculated using equation (6.1) for all of the grown thin

films materials on different substrates that are used in this thesis.

Material ε (%)

STO LSGO LSAO

YBa2Cu3O7−δ 1.4 -0.2 -2.5

La2/3Ca1/3MnO3 1.0 -0.5 -2.8

La2/3Sr1/3MnO3 0.6 -1.0 -3.3

SrRuO3 -0.9 -2.5 -4.7

LaNiO3 1.0 -0.5 -2.8

Table 6.4: The strain effect ratioε calculated using equation (6.1) for YBa2Cu3O7−δ thin

films grown on different buffer layers.

Material ε (%)

LCMO LSMO SRO LNO

YBa2Cu3O7−δ 0.3413 0.8349 2.3414 0.2894

6.2 Structural analysis

6.2.1 X-ray diffraction

X-ray diffraction (XRD) exploites the signal that is generated when an electromagnetic

wave enters a crystal and is scattered by the electrons inside. For certain angles of inci-
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Figure 6.2:θ-2θ XRD scan for the YBCO/LCMO/STO(100) bilayer on a log scan. The

thickness is 20 nm–100 nm/50 nm/substrate, respectively.

dence there will be constructive interference between the different scatterers, but for most

angles destructive interference will cancel the diffracted beams. By measuring at which

angles the constructive interference occurs it is possible to get informations about the ge-

ometrical ordering of the atoms inside the crystal. XRD is a useful nondestructive method

of structure analysis. The most common uses of XRD in our type of work is: Check, if

the sample consists of a single phase. Check the crystallinity of the sample. Is the sample

polycrystalline or single–crystal like? Check, if the film is grown epitaxially or textured.

Measure the in-plane and out-of-plane lattice parameters to learn more about the interface

quality.

The x-ray source used emits Cu-Kα radiation with a wavelength ofλ = 0.154056 nm.

As detector a scintillation counter is used. Soller slits are used before and after the spec-

imen. They consist of closely spaced parallel metal plates that define and collimate the

beam. There is an aperture slit that limits the illuminated area of the sample (0.1×3 mm2).

On the other side of the sample there is an anti-scattering slit that makes sure only refec-

tions from the area of the specimen reach the detector. The aperture and the anti-scattering

slit should have the same size, so the area that the detector “sees” is the same area that is il-

luminated. There is also a receiving slit that defines the width of the beam that is admitted

to the detector. The size of this slit depends on the wanted resolution. A monochromator

crystal is placed in front of the detector, which will reflect radiation with wavelengths

different fromKα, mostlyKβ, away from the detector. It effectively works as aKβ filter.
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6.2.2 θ − 2θ scan of bilayers

Different modes of operation of the setup described above lead to a number of different

scans that can be performed. In this section XRD is used to characterize high–Tc super-

conducting /colossal magnetoresistive bilayers that have been prepared in the framework

of this thesis. The bilayers consist of 20 nm to 100 nm of YBa2Cu3O7−δ grown on 50 nm

La2/3Ca1/3MnO3 deposited on a single crystalline SrTiO3 (100) substrate. The crystalline

structure of all used materials is shown in Table (6.1).

The most common mode of operation of XRD is theθ − 2θ scan. Here the incidence

angleθ is varied, and the detector angle is adjusted to2θ. This scan allows to see all

reflections of all planes that are parallel to the sample surface. Aθ−2θ diffraction pattern

from the YBa2Cu3O7−δ /La2/3Ca1/3MnO3 /SrTiO3 bilayers is shown in Fig. 6.2. The

diffraction peaks observed are all due to YBCO and LCMO and are labelled according to

which layer and order of reflection they belong. From this figure it can be seen that the

sample consists of a single phase. We observe only (00`) peaks for both layers of YBCO

and LCMO, and thus, the film layers and the substrate are c-axis oriented.

For more details the zoom into both the (005)-YBCO and the (004)-LCMO peak is

shown in Fig. 6.3a and b, respectively. With thicker YBCO films the width of the (005)-

YBCO peak is getting more narrow and more intense, additionally it is shifted to larger

angles2 θ. Using Bragg’s law:nλ = 2d sin θ; where d is the interplanar distance, andθ

the detector angle divided by 2. We found the c-axis lattice parameter to be c = 1.1770 nm

and 1.1653 nm for 20 nm and 100 nm YBCO film thicknesses, respectively. The thinnest

YBCO film shows a distinct enhancement of the c-axis lattice parameter which can be ex-

plained by a compressively strained film in the ab–plane. Thicker films shows a relaxation

of the strain fields and, thus, a c-axis parameter close to the bulk value of YBCO.

Figure 6.3b shows the (004)-LCMO peaks for the 50 nm LCMO buffer layer. Here

width, intensity, and2 θ angle position are approximately the same for all bilayers, as

expected for a fixed LCMO film thickness.

Another type of scan is the so called rocking curve, orω-scan. Here the detector is

held at the position of a Bragg peak. The incidence angle is then varied around theθ angle

that gives the reflection at that plane. Theω-scan of the (005)-YBCO and (112)-LCMO

peaks for a 100 nm YBCO/50 nm LCMO bilayer are shown in Fig. 6.4. The rocking curve

gives information about the spread in orientation of the crystallites. A larger spread in the

orientation will give a wider rocking curve. The full width at half maximum (FWHM)

values for the different curves are given in each figure. The FWHM values are very small

compare to literature values for single layers for both peaks which reflects the excellent

crystal structure of the films.

So far, only planes that are parallel to the film surface are concerned, so we have no

information about the relative orientation of thea andb-axes of the layers. To measure

this, one can use aHKL-scan, where the sample is rotated around the film plane normal.
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Figure 6.3: The zoom in for (005)-YBCO (a) and (004)-LCMO (b) for the same bilayer

as shown in Fig. 6.2.

By setting theθ and 2θ angles in certain positions it is possible to see reflections from

planes that do not lie in the film plane. However, reflections will only appear for certain

angles. This is determined by the crystal symmetry and the plane that is observed from

YBCO and LCMO without overlapping to each other. By observing this kind of reflection

from film and substrate it is possible to determine the alignment of the in-plane axes

relative. The width of these reflections shows the spread inin-planeorientation between

different grains like rocking curves do for the film plane normals.

In Fig. 6.5 and 6.6 theHKL-scans of a bilayer are shown for two different planes of

YBCO and LCMO. The planes are again denoted by their Miller indices. For each of
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Figure 6.4:ω-scan for (005)-YBCO (a) and (b) for (112)-LCMO reflections. The cal-

culated FWHM values using a Gaussian function (fitting curve) are written inside each

figure.

these planes theθ and 2θ angles are set to the corresponding positions (θ, sample and

2θ, detector) then the sample is rotated by 360◦ around the film surface normal. A first

look at the (115)-YBCO peak is shown in Fig. 6.5. The positions coincide with the exact

expected reflection position forH andK in-plane scans with a very narrow FWHM of

0.0156 and 0.0096, respectively. TheK-scan shows the c-axis projection of FWHM of

0.0147. This means that the YBCO film has itsa andb–axis well aligned with thea and

b–axis of the substrate.

The (112)-LCMO plane is shown in Fig. 6.6. This plane is rotated 45◦ relative to

the (115)-YBCO planes and it can be seen thata andb–axes of the LCMO layer are also

aligned like the YBCO and the STO substrate. So, there is also a good orientation of

the lattice axes in the film plane. Because of difficulties in orienting the sample exactly
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Figure 6.5: HKL-scans for the (115)-YBCO reflection. The calculated FWHM values

using Gaussian function (fitting curve) are written inside each figure.

Figure 6.6:HKL-scans for (112)-LCMO reflection. The calculated FWHM values using

Gaussian function (fitting curve) are written inside each figure.

parallel to the sample holder there are variations in the intensity of the different reflections.

In very thin films the destructive interference will not be complete, and then there are

some interesting effects taking place. To examine this, the intensity of a Bragg peak is

considered, where we assume that the area of the film is infinite but the thickness is finite:

I ≈ sin2(kd cos θB∆θN)

sin2(kd cos θB∆θ)
(6.2)

The intensity will impose an oscillating function on top of the peak when∆θ is small.

If the film is thick,N will be large, and the oscillations will be narrow and averaged out.

But if N is small the oscillations will be wider and there will appear satellite peaks around

the main reflection, as shown in Fig. 6.7. The positions of the satellites around the main

peak can be understood: The sine function has maxima when the argument is±π
2
.

kd cos θB∆θN ≈ ±π

2
, (6.3)
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Figure 6.7:θ-2θ-long time scan (120 sec) for (004)-LCMO. The arrows indicate the satel-

lite peaks appearing due to the finite thickness of the film.

which gives

2θ =
λ

2t cos θB

(6.4)

wheret = Nd is the thickness of the film and 2θ is the distance between the two peaks

closest to the main peak.

In Fig. 6.7 the XRD pattern for a 100 nm YBCO/50 nm LCMO film grown on SrTiO3

(100) is shown. We can see the characteristic oscillations of (004)-LCMO reflection that

are discussed before. Using the distance between the two subsidiary peaks closest to the

main peak one can calculate the thickness of the film using equation (6.4). We find a

calculated thickness of the LCMO ofdLCMO = 42±5 nm which in good accordance to the

nominal thickness. More important is, that such satellite peaks appear due to the mod-

ulation of the film thickness due to thenon-perfect interface. This gives an information

about the interface quality of the bilayers.

6.2.3 Oxygen content of YBCO7−δ in bilayers

The physical properties of the cuprates in the superconducting and the normal state are

largely determined by the density of holes in the CuO2 planes. In YBa2Cu3O7−δ , the

structurally adjacent charge reservoir block contains CuO chains, altering the occupancy

of the O(1) oxygen chain sites, which affects the density of holes in the planes. Thus,

YBCO shows a direct variation of carrier doping through a change in its oxygen compo-

sition.
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As the dopingδ increases, YBCO undergoes a transition from an orthorhombic super-

conductor to a tetragonal, antiferromagnetic insulator. The variation of the lattice param-

eters with oxygen doping have been determined by Jorgensenet al. [137] who found that

the orthorhombic–tetragonal transition occurs atδ ≈ 0.65. The c-axis elongates smoothly

as a function ofδ. While it is possible that the lattice constants of thin films may be

affected by epitaxial strain, thin-film studies also show an orthorhombic–tetragonal struc-

tural transition betweenδ = 0.6 and 0.7 and an elongation in the c-axis with increasingδ

below the transition. In bulk samples the c-axis lattice parameter is more or less repro-

ducible, and can roughly be used to determine the oxygenationδ. The following empirical

formula can be used [138] for this purpose:

Figure 6.8: The lattice parameter versus dopingδ for different single crystals presented in

literature is shown. The solid line shows the empirical relation of Tranquadaet al. [138].

The filled symbols represent the measured c–axis data of different heterostructures that

are now put onto the empirical equation.

7− δ =
12.736− c

0.1501
(6.5)

Figure 6.8 shows the lattice parameter versus dopingδ for different single crystals

presented in the structure data-base of YBCO. The solid line shows the empirical relation

of Tranquadaet al.[138]. The filled symbols represent the measured c–axis data of differ-

ent heterostructures that are now put onto the empirical equation (6.5). This investigation

suggests, that the value ofδ in these YBCO/manganite heterostructures is aboutδ ≈ 0.15,

whereas the SRO heterostructure consists of optimally doped YBCO. This indicates that
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an adjacent manganite layer leads to an underdoping of YBCO. This information is later

needed when the effects of spin–polarized quasiparticles into YBCO are discussed.

Figure 6.9: (a) Evolution of the relative intensity peaks ratiosI − (005)/I − (004) for

different YBCO thicknesses grown as cap layer. (b)The relative intensity peaks ratios

I − (005)/I − (004) for different YBCO doping values extracted from the data base.

Note the saturation ofI− (005)/I− (004) in (a) which reflects the stability of the oxygen

content of YBCO in bilayers. The lines are guide for the eye.

Another method for determination the oxygenation of YBCO thin films grown as cap

layer is the peak intensity ratio of the XRD peaksI − (005)/I − (00`) [137, 139, 140].

The peak intensities changes systematically with doping. The relative intensities decrease

with doping for` = 2 and 7, whereas they increase for` = 4 and 6. Thè = 3 ratio is

almost invariant with doping. The most useful information is therefore contained in the

ratios of the (004) and (007) peaks. Note, in particular, that the change of the` = 4 and` =

7 ratios is monotonic with doping. A comparison of these results with single crystal data

are shown in Fig. 6.9. Notice, that the relative intensity ratios for bulk material is much

higher compared to thin films. The different thicknesses of YBCO in bilayers show more

or less the same relative intensity ratios. This reflects the stability of the oxygen content

of YBCO in the considered bilayers.

Figure 6.9a shows the relative intensity ratio ofI − (005)/I − (004) for different

thicknesses of a YBCO thin film grown on top of 50 nm LCMO. The same ratio also

shown in Fig. 6.9b for the bulk YBCO with different doping valuesδ for single crystals

presented in literature. Notice, the systematic enhancement in the relative intensity ratio

asδ increases, Fig. 6.9b, forI − (005)/I − (004).

The differences inI − (005)/I − (004), Fig. 6.9a, are very small for all YBCO thick-

nesses, especially for the thicker films the values are more or less constant. This reflects

an important information about the quality of YBCO as a cap layer, it indicates that the

relative peak intensities may be used as reliable estimators of oxygenation. Comparing

the saturation value of about 14% in Fig. 6.9a with the values that are found for sin-
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gle crystals in Fig. 6.9b it can be concluded again thatδ of YBCO in the considered

heterostructures is definitely smaller thanδ = 0.2.

6.3 Microscopic analysis using HR-TEM and AFM

After the XRD measurements which focused on the structural properties of heterostuc-

tures in reciprocal space, now the real space properties are investigated by High Res-

olution Transmission Electron Microscopy (HR-TEM) and Atomic Force Microscopy

(AFM).

6.3.1 HR-TEM

High Resolution Transmission Electron Microscopy (HR-TEM) can provide structural

information with a spatial resolution of better than 0.2 nm [141]. In most crystalline in-

organic materials, including ceramics, semiconductors and metals, the positions of indi-

vidual atomic columns can be resolved, at least in low-index zones [142]. When recorded

under optimum conditions, electron micrographs can be directly interpreted in terms of

the projected crystal potential. In other cases, image simulations are necessary to match

proposed structures to image features [143]. At lower resolution, amplitude contrast im-

ages can be used to observe material features in the 1µm - 0.5 nm range. Possible ap-

plications for the HR-TEM can be summarized as follows: Distribution and structure of

defects, interfaces and grain boundaries, nano-crystalline features in amorphous films,

small particle analysis in heterogeneous catalysts, sub-micron morphological and device

features, and thermodynamic decomposition, diffusion and phase transformations.

With this technique, now the interface quality of the heterostructure is investigated.

In Fig. 6.10 results for a 25×25 nm2 scan area of a superlattice with modulation length

Λ = (6 u.c. YBCO /5 u.c. LCMO)20, where the unit cell denoted by u.c. mainly is

the c-axis lattice parameter for each layer and 20 is the number of repeated bilayers.

The bottom dark area represent the pure cubic structure of the single crystalline STO

substrate. The first grown layer (YBCO) is controlled by the substrates top surface quality

as mentioned above. Here, it is seen that in the first bright area YBCO is grown as a

continuous line, in the c-axis direction and with good bonding in-plane. The second dark

area represents the first LCMO layer. It deserves notice that also continuous interface is

seen, in addition to the good in-plane bonding with the YBCO bottom layer. It can be seen

that the interdiffusion takes place overoneunit cell in both sides. The second bright area

represents the second YBCO layer. It is seen that the interdiffusion takes place over more

thantwo unit cells, but the layered structure of the c–axis oriented YBCO can clearly be

seen.

The image shows that both the LCMO and the YBCO layers are growncube-on-cube.
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Figure 6.10: HR-TEM pattern for a YBCO/LCMO superlattice (8 nm/4 nm)20 after

Habermeier et al. [112].

Note, thesharpnessof the interface between YBCO to LCMO layers in the image, which

is not found with the same quality for large image areas. Nevertheless, this results agrees

with the previous XRD results shown in Fig. 6.5.

6.3.2 AFM

The atomic force microscope (AFM) is one of about two types of scanned-proximity

probe microscopes. All of these microscopes work by measuring a local property, such

as height, optical absorption, or magnetism with a probe or “tip”placed very close to the

sample [145–149]. The small probe-sample separation (on the order of the instrument’s

resolution) makes it possible to take measurements over a small area. To acquire an

image the microscope scans the probe over the sample while measuring the local property

in question. AFM can achieve a resolution of 1 nm, and unlike electron microscopes, can

image samples in air and under liquids. In principle, AFM resembles the record player as

well as the stylus profilometer. However, AFM incorporates a number of refinements that

enable it to achieve atomic-scale resolution: Sensitive detection, flexible cantilevers, sharp

tips, high-resolution tip-sample positioning, and force feedback. The growth mechanism

and roughness of the each layer in heterostructure is now to be extracted using AFM scan.

In Fig. 6.11 and 6.12 AFM scans of single layer films of YBCO and LCMO grown on

SrTiO3 (100) single crystalline substrates with the same substrate deposition temperature

(Td = 770◦C) are shown.
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Figure 6.11: AFM image of the surface of YBCO single layer grown on SrTiO3 single

crystalline substrate (100). The 10×10µm scan shows a flat surface disturbed by several

irregularly distributed, sharp hillocks with a hight of about 100 nm and a distance of about

1 µm.

The image of the YBCO film in Fig. 6.11 shows a homogeneous and flat surface

which is interrupted by non–uniformly distributed surface perturbations with average sur-

face roughnessRa ≈ 2 nm. These perturbations look like hillocks with a hight of about

100 nm and an average distance of about 1µm. This kind of surface is typical for the

Stranshi–Krastanov growth mode, where the film grows layer–by–layer for the first few

unit cells. Afterwards the intrinsic strain fields relax and a columnar and/or island growth

establishes. This can be seen at the white structure in Fig. 6.11.

Figure 6.12 shows an AFM image of the surface of LCMO film grown on STO. Here a

different topography occurs compared to the YBCO film. The AFM scan shows a smooth

surface without perturbations with average surface roughnessRa ≈ 1 nm. This is related

to the better lattice match of LCMO and STO,ε ≈ 0.4 %, compared to YBCO,ε ≈ 1.4

%. Here the strain fields in the film during growth are much smaller. That means the

layer–by–layer growth can survive longer.

The growth mechanism of YBCO in bilayers or even heterostructures are different

compared to single layers due to the fact that the YBCO has now differentε values≈
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Figure 6.12: AFM image of the surface of LCMO single layer grown on SrTiO3 single

crystalline substrate (100). The 1×1µm scan shows a smooth surface and layer-by-layer

growth with a roughness of aboutRa ≈1 nm.

0.4 % when grown on an LCMO substrate as buffer layer. This means a different growth

mechanism is expected. Indeed, YBCO behaves differently in this case compared to the

growth of a single layer as shown in Fig. 6.13.

Figure 6.13 shows an AFM scan of a YBCO layer of 100 nm YBCO/50 nm LCMO

bilayer. This image now shows a completely different surface topography in comparison

to the single layers shown before. The surface consists of two different structures, there

are island–like areas, that can be found with round shape and diameters of 1–2µm, these

islands are strictly interrupted by slab or stick–like heightings which are oriented only in

two directions perpendicular to each other. These structures have a width of about 100 nm

and a length of several micrometers. This result shows clearly that there is no layer–by–

layer growth in these bilayers. At the moment there exists, however, no model which

explains the observed structure in detail.
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Figure 6.13: AFM image of 100 nm YBCO/50 nm LCMO bilayer grown on STO. The

10×10µm scan area shows that YBCO grows island–like interrupted by slab or stick–like

heightings.

6.4 Summary

In this part the structural analysis of bilayers structures of manganites and cuprates have

been investigated. Macroscopic (XRD) and microscopic (HR-TEM and AFM) analysis

shows that LCMO/YBCO bilayers, heterostructures, and superlattices can grown epitaxi-

ally on each other. The oxygen content of the YBCO layer in bilayer more or less constant,

with δ of about 0.2 AFM image shows for the YBCO layer in bilayer that different growth

mechanism established compared to growth of single layer.





Chapter 7

Results

This chapter consists of three major sections. In the first section the experimental and

theoretical determination of the spin diffusion lengthξfm in LCMO/YBCO bilayers will be

treated. Section 7.2 considers spin polarized quasiparticle injection effects in the normal

and superconducting state of YBCO. In section 7.3 the critical currents in LCMO/YBCO

bilayers are investigated with respect to magnetic flux pinning of the flux lines in the

superconductor.

In the beginning a few characteristically properties of all the investigated samples will

be discussed.

Samples geometry

A sketch of general geometry of the investigated samples is shown in Fig. 7.1. The

samples consist of two epitaxial layers grown on single crystalline substrates. The struc-

tural quality of the bilayers is shown in Chapter 6 where x-ray diffraction measurements

Fig. 6.2, and high resolution transmission electron microscopy (TEM) Fig. 6.10 is pre-

sented. As a result of this it is ruled out the structural imperfection dominate the physical

properties of the bilayers.

Consequently we assume that possible perturbations created due to structural varia-

tions at the interface can be neglected.

In Fig. 7.2 shows the temperature dependence of the magnetizationM (T) after zero–

field cooling (ZFC) and field–cooling (FC) in an in–plane magnetic fieldHext = 10 Oe

for a bilayer ofdLCMO = 50 nm anddYBCO= 100 nm. Both curves show the onset of

positive magnetization signal at T≈ 135 K, this temperature can be identified with the

Curie temperatureTCurie of the ferromagnet. The ZFC curve give a clear diamagnetic

signal starting at T≈ 87 K, at this temperature the superconducting transition takes place.

Below T ≈ 87 K both superconducting and ferromagnetic ordering is present in these

bilayered systems.

95
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Figure 7.1: Sketch of the chosen sample geometry. La2/3Ca1/3MnO3 (LCMO) and

YBa2Cu3O7−δ (YBCO) are grown by pulsed laser deposition onto SrTiO3 (100) single

crystalline substrates.

Figure 7.2: Temperature dependence of the magnetizationM (T) after zero–field cooling

and field–cooling in an in–plane magnetic field ofHext = 10 Oe. Shown are the results

for a bilayer ofdLCMO = 50 nm anddYBCO= 100 nm.

7.1 Spin diffusion length determination

In this section experimental results and a theoretical estimation for the spin diffusion

lengthξfm of quasiparticles in heterostructures of cuprates and manganites will be given.

This determination is able to describe properly the experimental results of bilayer struc-

tures and superlattices of CMR/HTSC.

The temperature-dependent magnetization of bilayers of LCMO and YBCO after

zero-field cooling to T = 5 K has been measured to show if a coexistence of ferromag-

netism and superconductivity at low temperatures occurs. In these experiments it is found

that the superconducting transition temperature of the YBCO film decreases strongly for

thicknesses of the superconductor ofds = 30 nm and below. This is in contrast to YBCO

single layers, where a thickness dependence ofTc occurs only for films with thicknesses
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Figure 7.3: Temperature dependence of the magnetizationM (T) after zero–field cooling

(a) and field–cooling (b) in an in–plane magnetic fieldHext = 10 Oe. Shown are the results

for bilayers ofdLCMO = 50 nm anddYBCO= 20 nm, 30 nm, and 100 nm. The 50 nm /

30 nm bilayer shows two ferromagnetic transitions in the zero–field–cooled measurement

(a). The first atTCurie = 229 K can not be seen in the figure the second one occurs atTCurie

=180 K. We attribute this behavior to a nonhomogeneous magnetic layer in that sample.

of well below 10 nm [150,151].

7.1.1 Magnetization and Transport measurements

Figure 7.3a shows the magnetizationM (T) as a function of temperature for three different

bilayers. The measurements are performed after zero–field cooling to T = 5 K. Then, the

magnetization is measured with increasing temperature in an in-plane external magnetic

field of Hext = 10 Oe. The three curves refer to three different bilayers with dimensions of
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Figure 7.4: Temperature dependent in-plane resistanceR(T) for the same samples as in

Fig. 7.3a. The data are collected from standard four-probe measurements.

dLCMO = 50 nm anddYBCO = 20, 30, and 100 nm, respectively. In Fig. 7.3a starting at low

temperatures, a negative magnetization is seen that refers to the diamagnetic signal of the

dominant superconducting state. With increasing temperature the magnetization jumps

to positive values. This temperature identifies the superconducting transition temperature

Tc. Above the critical temperatureTc, which depends on the thickness of the YBCO

layer, a positive magnetization is found that is caused by the ferromagnetic ordering in

the LCMO layer. With increasing temperature the magnetization drops to zero. This

temperature identifies the ferromagnetic transition temperatureTCurie.

To prove that the ferromagnetic ordering is also present below the superconducting

transition, where the signal is governed by the diamagnetic response of the YBCO layer,

also the field-cooled magnetization is measured. The results are given in Fig. 7.3b. It

shows the magnetizationM (T) as function of temperature for the three different bilayers.

The field-cooled measurementM (T) is done in an in-plane external magnetic field of

Hext = 10 Oe. Here, two important features are found, first, ferromagnetism occurs in the

whole temperature range;T ≤ TCurie. Second, the ferromagnetic ordering shifts to lower

temperatures with increasing thickness of the YBCO layer.

In addition to the magnetization data the electrical resistanceR(T) has been measured

for the bilayers as shown in Fig. 7.4. Three results are given fordLCMO = 50 nm and

dYBCO= 20 nm, 30 nm, and 100 nm. In case of the thinnest bilayer a transition from

a semiconductor–like behavior (dR/dT < 0) to a metallic–like (dR/dT > 0) around T

= 180 K was found. This shows that the properties of the YBCO in the bilayer have

to be strongly affected due to the presence of the LCMO layer. Otherwise the large

difference in resistivity between YBCO [ρYBCO(T=300 K) ≈ 150 µΩcm] and LCMO

[ρLCMO(T=300 K)≈ 10 mΩcm] would lead to current flow only in the cuprate layer. But
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Figure 7.5: The superconducting transition temperature of bilayers on STO with varying

thickness of the YBCO layer obtained from the diamagnetic on–set in the zero–field–

cooling magnetization measurements.

this behavior can only be found in case of bilayers with thicknesses of the YBCO layer of

dYBCO= 30 nm and 100 nm, respectively. The differentR(T) behavior of the 50 nm/20 nm

bilayer is therefore related to a diffusion of spin–polarized quasiparticles from the LCMO

layer into YBCO.

From the zero–field cooled magnetization curvesM (T) the transition temperatureTc

of the YBCO film is extracted. Here the diamagnetic signal is used to defineTc, the

values are determined by the maximum of the first derivative ofM (T). As a result a

strong decrease ofTc is found for bilayers containing thin YBCO layers. In case of a

20 nm YBCO film we findTc= 23 K, for the 30 nm film we findTc= 76 K, whereas

bilayers with thicker YBCO films show transition temperatures betweenTc = 85 K and

90 K. A plot of the transition temperatures for different YBCO thicknesses is shown in

Fig. 7.5.

Additionally, not only the transition temperature but also the critical current density

[152–158] in the YBCO layer is affected by the magnetic layer. Detailed investigation

about magnetic flux pinning inside the superconductor will be given in the next section.

Another interesting observation in the field–cooled magnetizationM (T) in Fig. 7.3b

is the increase of the ferromagnetic transition temperature with decreasing thickness of

the YBCO layer. For a fixed CMR layer thickness of 50 nm, ferromagnetic transition

temperaturesTCurie = 245 K, 240 K, and 117 K are found for YBCO thicknesses of 20,

30, and 100 nm, respectively. In Fig. 7.6 a plot of the ferromagnetic ordering temperature

TCurie of all of the bilayer structures as a function of the thickness of the YBCO layer is

shown.
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Figure 7.6: Ferromagnetic ordering temperatureTCurie and saturation magnetizationMs

of bilayers with varying thickness of the YBCO layer.TCurie is determined from the on–

set of the ferromagnetic signal in Fig.7.3b.Ms is determined from the saturation signal

M(T ) in Fig. 7.3b divided by the volume of the LCMO layer.TCurie andMs strongly

decrease with increasing YBCO thickness. The error-par represents different series of

samples results grown at different times.

The 1/3-Ca doped La1−xCaxMnO3 compound has a bulk value ofTCurie−bulk ≈ 275 K,

for thin filmsTCurie = 245 K is measured [159]. The reduction of the ferromagnetic order-

ing temperature may be regarded as indication for a charge transfer from the ferromag-

netic layer into the superconductor. However, evidence for this process can not be given

from these experiments. Further information might be accessible by optical conductivity

measurements. Concerning the coexistence of the two phenomena (ferromagnetism and

superconductivity), the very low in–plane coherence lengthξab ≈ 1.6 nm of the high-Tc

materials probably rules out that such a coexistence can be found in more than 1 to 2 unit

cells away from the interface.

7.1.2 Theoretical calculation ofξfm

In this sub–section a theoretical model is presented that is able to describe the observed re-

duction of the superconducting transition temperature in the investigated bilayer systems.

The application of the model allows us finally to give an estimate for the spin diffusion

length of spin polarized quasiparticles from the ferromagnet into the superconductor.

The decay length of the superconducting order parameterξprox in the ferromagnetic

layer (proximity effect) can be written as

ξprox =
~vF

∆Jspin

(7.1)

wherevF is the Fermi velocity and∆Jspin the spin exchange splitting energy of the ferro-
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magnetic layer.

So far, oscillations of the superconducting transition temperatureTc in the CMR /d-

wave–HTSC superlattices have not been found experimentally [112, 113, 160, 161]. This

can be understood from the following equation:

ξsc =

√
~Dsc

kBTc

(7.2)

whereξsc is the coherence length;Dsc the electron diffusion coefficient in the supercon-

ductor;kB is Boltzmann’s constant andTc the critical temperature. From equations (7.1)

and (7.2) one can conclude that oscillations of the critical temperatureTc of the uncon-

ventional superlattices (CMR/d-wave SC) do not occur due to the large exchange energy

∆Jspin ≈ 3 eV [114] for the hole-doped rare–earth manganites in conjunction with the

short coherence lengthξab ≈ 1.6 nm, ξc ≈ 0.3 nm for YBCO. Additionally, a very

small spin diffusion lengthξfm into the superconducting layer is expected. The nearly full

spin polarization (spin↑ or spin↓) at the Fermi level of LCMO leads to the quenching not

only of theAndreev reflections[79] but also of theproximity effect, since it prevents the

Cooper-pairs to tunnel into the magnetic layer. This also leads to the absence of oscil-

lations ofTc in these CMR/HTSC superlattices. Nevertheless, next section results will

show a weak kind of oscillation onTc, which just exists in case of SPQ injection with

additional injection energy, more details will be given later.

The pair breaking in CMR/HTSC due to the injection of quasiparticles (QPI) into the

superconducting layer has been taken into account by different groups [116, 156]. This

phenomenon has been very early investigated by Parker [117] and can be written as:

∆(nqp)

∆(0)
≈ 1− 2nqp

4N(0)∆(0)
(7.3)

where∆(nqp) is the energy required to suppress the order parameter of the supercon-

ductor due to the density of spin polarized quasiparticlesnqp. N(0) and∆(0) give the

density of states and the order parameter atT = 0 K, respectively.nqp is generated by

self-injection along thec-axis across the highly transparent interface and is governed by

the high exchange spin splitting energy∆Jspin ≈ 3 eV of the magnetic layer, see equation

(7.1). The QPI is a temperature dependent function and can be derived in the following

form [158,166]:

nqp(T ) ≈ 4N(0)∆(0)

√
π

2

∆(T )kBT

∆2(0)
e
−∆(T )
kBT (7.4)

The spin diffusion lengthξfm can now be determined after Ref. [116] analogous to a

classical FM/SC structure as:
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ξfm ≈
√

`ovF τs (7.5)

Here`o(T = 0 K) ≈ 20 nm is the mean free path in YBCO [156], the spin diffusion

relaxation timeτs is given by:

τs ≈ 3.7
~kBTc

∆Jspin∆(T )
(7.6)

where:

∆(T ) ∼ ∆(0)

√
1− (

T

Tc

) (7.7)

with ∆(0) ≈ 20 meV for YBCO [156]. From equation (7.3), we end up with a relation

where the temperature dependence and the length scale of the spin diffusion lengthξfm is

included.

First, the spin density in the superconductor has to be to considered. It is assumed that

spins in high–temperature superconductors can be described as unitary scatterers. From

Zn doping in YBCO it is known that a critical doping in the range of 2-10 % strongly

reducesTc [162–164]. This critical density of spins is achieved at a distance ofd = α ξfm

, with α ≈ 3. Thisd is now identified with the YBCO film thickness. This enables us to

model the experimental data by:

d = αξfm
∼= 3.7

αm∗~v2
F

∆(0)∆Jspinnqp(0)e2

√
T/nqp(T )

4
√

1− (T/Tc)
(7.8)

m∗ ande are the electron effective mass and charge.

Introducing nownqp(T) from equation (7.4) we are able to fit our experimental data

using the quasiparticle density as the only free parameter. This parameternqp(T) de-

scribes the decrease of the energy gap∆(nqp) [117, 165]. In our case we find the best

fitting for nqp(T)≈ 0.36, 0.35, and 0.13 for T/Tc = 0.01, 0.3, and 0.9, respectively, which

agrees with other theoretical calculations ofnqp(T)≈ 0.32, 0.31, and 0.09 at the same

temperature ratio ford-wave superconductors [166, 167]. Figure 7.7 shows the experi-

mentally determined transition temperatures normalized to theTc−bulk=91 K for different

film thicknesses on two different substrates SrTiO3 (STO) and LaSrGaO4 (LSGO) and

the fit to the theoretical model. Note, the results of the bilayers grown on LSGO was at

different times (1.5 years in between) comparing to the bilayers grown on STO. Which

prove the reproducibility of the effect.

The description fits to the experimental results and suggests that the recovery of the

transition temperatureTc of the YBCO top layer takes place at about 30 nm which leads

to a spin diffusion length ofξfm = d/α ≈10 nm. This finding is in good agrement with
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Figure 7.7: The normalized superconducting transition temperature of bilayers with vary-

ing thickness of the YBCO layer on STO and LSGO substrates obtained from the dia-

magnetic on–set in the zero–field–cooling magnetization measurement (squares). The

solid line represents the model according to equation (7.8). A good description of the

experimental data is achieved.

results that have been estimated [168, 169] from optically investigated LCMO/YBCO

superlattices. These results provide an evidence that the free carrier response is strongly

suppressed in these superlattices as compared to pure YBCO and LCMO films, and they

estimate that a critical thickness for the YBCO is in the range of 20 nm. Note, that in

case of superlattices the spin–polarized quasiparticles penetrate from both sides into to

the superconducting film. The accordance between the results shown in this section and

other groups using different experimental techniques gives rise to a spin diffusion length

ξfm from LCMO into YBCO in the order of 10 nm at low temperatures.

7.1.3 Summary

In this part the effects of the diffusion of spin–polarized quasiparticles in bilayer struc-

tures of manganites and cuprates have been investigated experimentally and theoreti-

cally. Transport and magnetization measurements show the coexistence of ferromag-

netism and superconductivity at low temperatures in these structures. The transition

temperature of the superconducting film drastically decreases with thinner YBa2Cu3O7−δ

films. The development of a simple model allows the explanation of the experimental data

and the determination of the spin diffusion length of spin–polarized quasiparticles from

La2/3Ca1/3MnO3 into YBa2Cu3O7−δ to be in the range ofξfm ≈ 10 nm.
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7.2 Spin–polarized quasiparticle injection effects in

YBCO thin films

After studying the self diffusion of spin–polarized quasiparticles (SPQ) in the last section,

now the HM–CMR layer is used as source for SPQ injection with external energy. The ef-

fect of SPQ injection into theab-plane and along thec-axis of YBCO will be discussed in

two parts. The results show two interesting features: (i) a drop in theab-plane resistance

Rab(T) in the normal state of YBCO around a characteristic temperatureTd in case of the

injection along thec-axis that might be related to the opening of a pseudogap. This result

will be discussed in the framework of the spin–charge separation model as suggested by

P.W. Anderson [30]. And (ii) a spin dependent shift ofTc for spin-polarized quasiparticle

injection (SPQI).

7.2.1 Samples geometry

For the purpose of spin injection, two special designs have been used for the SPQI along

thec-axis and into the ab-plane of YBCO thin films in heterostructure junctions. All of the

samples consist of three epitaxial layers of LCMO, YBCO, and LCMO, in the following

the configuration of the two setups is presented in detail:

(i)c-axis injection sample design:The geometry is given in Fig. 7.8. Using con-

ventional lithography we fabricated 3 contact strips for current injection on both LCMO

layers with widths of 200µm (contacts numbers 1,4, and 7), and four contact strips for

resistance measurement on the YBCO layer (contacts numbers 2,3,5, and 6). As contact

materials evaporated chromium/gold (Cr/Au) 15 nm/100 nm are used.

(ii)ab-plane injection sample design:The geometry is given in Fig. 7.9. Injection

and measurement contacts are made on both, the LCMO top layers, and the free area of

the YBCO layer, contact numbers 1 and 6 have been prepared on the LCMO layer. Four

contacts are placed on the YBCO layer for the resistivity measurement (2,3,4, and 5). As

contact materials evaporated chromium/gold (Cr/Au) 15 nm/100 nm are used.

7.2.2 SPQ injection effects in normal state of YBCO

For spin–polarized quasiparticle injection along thec-axis (Iinj−c) the setup of Fig. 7.8 is

used. In addition to the injection current, a current is applied directly through the YBCO

layer withIYBCO = 0.1 mA, passing through the contacts 2,6 and the voltage is picked–up

through 3 and 5.

Figure 7.10a shows the resistanceRab(T) as a function of temperature for different

spin–polarized quasiparticle (SPQ) injection currents along thec-axis of YBCO (Iinj−c =

0.0, 0.3, 0.4, 0.5, 0.75 mA). Starting at room temperature in Fig. 7.10, we see that with
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Figure 7.8: Sketch of the sample geometry chosen for the injection of spin–polarized

quasiparticles along the c–axis of YBCO. The 50 nm La2/3Ca1/3MnO3 (LCMO), 100 nm

YBa2Cu3O7−δ (YBCO), and 50 nm La2/3Ca1/3MnO3 (LCMO) are grown by pulsed laser

deposition onto SrTiO3 (100) single–crystalline substrates. The width of the structure is

1 mm.

Figure 7.9: Sketch of the sample geometry chosen for the injection of spin–polarized

quasiparticles along theab-plane of YBCO. The films have the same thickness and the

width is again 1 mm.
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Figure 7.10: Temperature–dependent in-plane resistanceR(T) for the YBCO layer in

setup Fig. 7.8, for different SPQ currents valuesIinj−c = 0.0–0.75 mA (a). The data are

collected from standard four-probe measurements. Notice, that an enhancement of the

SPQ current causes an increase in the resistance at room temperature, but a drop in the

resistance is found around the temperatureTd of the order of 25%. Additionally, a shift

from 63 K to 54 K is found in the transition temperatureTc. (b) Normalization of the

temperature–dependent in–plane resistance to the room–temperature resistance.
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enhanced SPQ current a pronounced enhancement in the resistance at room temperature

(Rroom) is found (region I). This enhancement ofRroom from 112Ω ≤ Rroom ≤ 225 Ω

for 0.0 mA ≤ Iinj−c ≤ 0.75 mA, respectively, reflects on the one hand the scattering

process of the quasiparticles in the YBCO layer at room temperature. On the other hand,

an additional voltage drop due to the current injection cannot be avoid completely. But

this effect is temperature independent therefore a rescaled representation normalized to

the room temperature resistance is given in Fig. 7.10b. Applying the SPQ current, a

pronounced drop of the resistance can be seen in region (II). This drop of the resistance

from 74Ω to 55Ω for Iinj−c = 0.0 mA andIinj−c = 0.75 mA, respectively, gives rise to a

25 % reduction in resistance aroundTd, whereTd denotes the temperature at which the

minimum in the resistance in the normal state is found (region (II)in Fig. 7.10a). On the

other hand,Td is shifted to higher temperatures, 195 K≤ Td ≤ 207 K for an enhanced

SPQ current density (see Fig. 7.10b). Region (III) in Fig. 7.10a, shows the effect of the

SPQ on the transition temperatureTc. Also, a pronounced shift to lower temperatures is

found; 63.5 K≤ Tc ≤ 54 K; for an enhancement of the SPQ current density 0.0 mA≤
Iinj−c ≤ 0.75 mA.

Growing YBCO as a cap layer onto LCMO leads to a decrease of the transition tem-

peratureTc compared to YBCO single layers. The observed decrease ofTc is considered

to have two reasons.First, the magnetization of the ferromagnet leads to pair–breaking in

the superconductor [170].Second, the self diffusion of spin-polarized quasiparticle into

YBCO layer as shown in section 7.1.

Figure 7.11: Temperature–dependent in-planeR(T) for the YBCO layer for the sample

geometry given in Fig. 7.9, theab-plane injection. The data are collected from standard

four-probe measurements. We also find a shift in bothTc andRroom due to the quasipar-

ticle injection, but no additional minimum in theR(T) curves occurs betweenT = 150 K

and 200 K.

Figure 7.11 shows the experimental results of the SPQ injection into theab-plane of
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the YBCO film using the setup shown in Fig. 7.9. Note, that the SPQ current is injected

through point 1 and 6, and the YBCO currentIYBCO = 0.1 mA through 2 and 5. The

YBCO voltage is picked–up through 3 and 4. This configuration allows us to detect the

effect of the SPQ into theab-plane of the YBCO layer.Rroom changes between 70Ω ≤
Rroom ≤ 85Ω for Iinj−ab = 0.0 mA to 0.75 mA as seen in region (I) in Fig. 7.11. In region

(II) no effect can be found which is similar to thec-axis injection experiment (Fig. 7.10).

This is expected due to the fact the SPQ has finite lengthξfm of spin conservation [170].

In region (III) of Fig. 7.11 the effect of the SPQ injection is pronounced not only in the

reduction of the transition temperatureTc from 74.5 K to 70 K, but also in the shape of

R(T) in the normal state. Note, that the transition temperature without current injection is

higher than in Fig. 7.10, because the YBCO film has only one interface to a LCMO layer,

whereas the sample for c–axis injection has two.

To clarify whether the observed effect is related to the SPQ injection into YBCO, dif-

ferent junctions have been designed and grown keeping the thickness of the heterostruc-

tures constant, only changing the source materials for the quasiparticles:

First, SrRuO3 (SRO) has been selected to replace the LCMO layer in the heterostruc-

tures. SrRuO3 is a ferromagnet with a lower Curie temperatureTCurie = 165 K compared

to 1/3–Ca doped LCMO (TCurie = 275 K), and a lower polarization (10-30 %) for the

conduction electrons [171].Second, the paramagnetic metal LaNiO3 (LNO) compound is

replacing the LCMO layer in the heterostructures.

Figure 7.12 shows the experimental results of the SRO/YBCO/SRO (a) and

LNO/YBCO/LNO (b) heterostructure with thicknesses of 50 nm/100 nm/50 nm, re-

spectively. The results show, that replacing LCMO by SRO, or LNO, there isno effect

around the characteristic temperatureTd. The only matching between the junctions is a

higher resistance at room temperature and a shift of the transition temperatureTc to lower

values. It is very important to note that, the injection ofnon–polarizedquasiparticles from

the LNO layer enhances the scattering process in YBCO in the whole temperature range

to the transition temperatureTc. Concerning the quasiparticle scattering this result shows

similar results compared to the other results of the LCMO/YBCO/LCMO heterostructure

in Fig. 7.10. The difference between both junctions is the drop of the resistance around

the temperatureTd. This drop only appears in case of the injection ofspin–polarized

quasiparticles. Finally, a heterostructure is prepared that consists of a thin SrTiO3 layer

separating LCMO and YBCO. Also the introduction of such an electronic decoupling

layer that blocks the transport of SPQ leads to an absence of the resistance drop.

The relevant experimental results may be summarized as follows: 1) Increasing resis-

tance of the YBCO layerRroom with increasing injection current of SPQ or normal QP

along the c–axis or into theab-plane of the YBCO layer . 2) Increase of the resistance

drop aroundTd and shift to higher values in case of SPQ injection along the c–axis of the

YBCO layer. 3) Absence of the drop in the case of SPQ injection into theab-plane of the
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Figure 7.12: Temperature dependent in-plane resistanceR(T) for the YBCO layer for the

sample geometry given in Fig. 7.8, replacing LCMO layer by SRO (a) or LNO (b). The

data are collected from standard four-probe measurements. Notice, that with enhanced

injection currents an increase in the resistance from room temperature to the transition

temperature is found, in addition to that no effect for thenon–polarizedQP or lower

polarized QP around the pseudogap temperature can be seen.

YBCO layer. 4)QP spin dependent shift ofTc of the YBCO layer to lower values with

increasingIinj in all the samples.

7.2.2.1 Spin dependent shift ofTc of YBCO

The shift ofTc in Fig. 7.13 with increasingIinj is explained by the following model. Pair–

breaking due to quasiparticle injection (or proximity effect) was suggested by Parker [117]

(7.3). On the other hand, the proximity effect (i.e. the penetration of Cooper-pairs into

the neighboring layer) can be ignored for the reduction ofTc in our heterostructures. The

large spin exchange energyJspin of the magnetic layer (Jspin of LCMO ' 3 eV) [114]

prevents Cooper-pairs from tunnelling into the LCMO film. Arguments related to theTc
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Figure 7.13: Normalization of the temperature dependent in-plane resistance

R(T)/R(100 K) for the YBCO layer for the sample geometry given in Fig. 7.8. With

an enhancement ofIc−inj different effects onTc are found. The reduction ofTc is more

pronounced in case of SPQP injection (a) and (b) and less pronounced for thelower-

polarized QP ornon-polarized QP (c) and (d), respectively.

reduction with the pair–breaking model have been elaborated in a previous section [170].

Especially, the two heterostructures that contain manganite layers exhibit a distinct
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difference inTc: For the LCMO/YBCO/LCMO structure, Fig. 7.13a, a transition tem-

perature ofTc = 63.5 K is found, whereas the LSMO/YBCO/LSMO samples, Fig. 7.13b,

showTc ≈ 91 K. Three reasons can be found to explain this finding.

First, the higher coercive field of a LCMO single layer (Hc ≈ 180 Oe) compared to

LSMO (Hc ≈ 130 Oe) causes a strong suppression of the Cooper–pair density due to

magnetic–field induced pair–breaking.

Second, LCMO and LSMO show a substantial difference in the magnetic domain

pattern if the materials are part of a heterostructure with YBCO. This strongly affects the

distribution of the magnetic stray fields and, thus, the interaction with the YBCO film.

The role of the magnetic domain patterns will be addressed in more detail in the next

section.

Third, the difference of the chemical potentialµ at the interface between LCMO and

YBCO, and LSMO and YBCO, respectively, is not equivalent. This may lead to charge

redistribution of the YBCO film near the interface.

Figure 7.14: Transition temperatureTc/Tc−max versusIc−inj; whereTc−max is the su-

perconducting transition temperature without injection currentIc−inj = 0.0 mA for het-

erostructures with the geometry given in Fig. 7.8. The error–bars refer to the onset and

the offset of the transition, the symbols show the transition midpoint.

Figure 7.14 shows a systematic investigation of the shift ofTc due to QP injection

along thec-axis of YBCO layer in the setup of Fig. 7.8. The heterostructures show differ-

ent superconducting transition temperaturesTc, related to the type of contact layers. Here

the normalized valuesTc/Tc−max are shown, whereTc−max is the transition temperature
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without QP injection.

Figure 7.14 shows four different curves, two of them belong tonon–polarized QP as

a source for QP injection such as SRO/YBCO/SRO and LNO/YBCO/LNO heterostruc-

tures. The other two curves belong to fullspin–polarized QP as a source for QP injection

such as LSMO/YBCO/LSMO and LCMO/YBCO/LCMO heterostructures. A first look

on the result yields a clear difference in the normalizedTc/Tc−max values ofnon–polarized

QP injection effects and fullspin–polarized QP injection effects. In case of a QPI current

density ofIc−inj = 1 mA from LNO or SRO as source materials, respectively, a drop ofTc

of about 2% is found. On the other hand, the same QPI current density ofIc−inj = 1 mA

injected from fullspin–polarized conduction electron materials as a source shows a drop

of 9% in case of LSMO and of 14% in case of LCMO. The only difference is the polariza-

tion of the QPI. This result clearly shows that the current injection from a spin–polarized

material causes a much stronger decrease ofTc of YBCO than a non–polarized current

injection. This result is a direct evidence for spin injection into high–temperature

superconductors.

7.2.2.2 The role ofTd and normal state of YBCO

After the influence of spin–polarized quasiparticle injection on the superconducting tran-

sition temperature, now the normal state properties and current induced drop in resistivity

are discussed in the following.

Two particular effects have been found in Fig. 7.10. The normal state resistivity shows

an injection induced minimum around a characteristic temperatureTd and thisTd shifts

to higher temperatures if the injection current is enhanced.

In Fig. 7.15 the phase transition line between the superconducting and the normal state

of YBa2Cu3O7−δ is depicted in a doping level/temperature diagram. The superconducting

transition temperaturesTc extracted from the injection experiment in Fig. 7.10b are now

placed on this transition line. Additionally the correspondingTd values are plot into the

same diagram, under the assumption that a current injection leads to a shift of an effective

doping level. It can be seen from Fig. 7.15 that the behavior ofTd leads very similar to

the shape of the pseudogap temperatureT ∗(δ) in the generic phase diagram of hole doped

HTSC. Due to that analogy the relation betweenT ∗ andTd is discussed in the following.

ForTc ≤ T ≤ T ∗, the non-Fermi liquid (NFL) region, it is generally accepted, that in

high–temperature superconducting materials unconventional normal–state properties are

found. This leads to the model of spin–charge separation proposed by Anderson [30] and

supported by Nagaosa and Lee [31, 32]. It is assumed that spins are bound together to

form spin–singlets and the energy required to split them apart leads to the formation of

a spin–gap [32]. Experimental results suggest thatT ∗ is related to the occurrence of a

spin–gap in the high-Tc materials [33–35].

On the other hand, it is proposed that superconductors with a low carrier density are
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characterized by a relatively small phase stiffness and thus, the poor screening implies

a significant role of phase–fluctuations [36–45]. The phase–fluctuation scenario explains

quite natural the strongly enhanced Nernst signal [21] above the critical transition temper-

atureTc in the underdoped HTSC materials. It was proposed by Emery and Kivelson [36]

that the proximity to the Mott–insulating phase implies a strongly reduced phase stiffness

Vo; whereVo ∼ ρs(0)/m∗; with ρs(0) being the superfluid density andm∗ the effective

mass. The phase stiffness in this model is much smaller compared to the usual BCS

case. This causes the phase ordering temperatureT phase ∼ Vo to be much lower than

the mean–field pair–binding temperatureTc. Several authors interpret their experimental

results suggesting that the pseudogap has a superconducting nature; i.e. Cooper-pairs are

formed atT ∗ without phase coherence [21–29].

In fact the experimental results address the theoretical models aimed to describe the

normal state properties of HTSC such as:

a) Phase fluctuations and SPQ injection into HTSC:The SPQ injection would en-

hance phase fluctuations due to two reasons:first: It is known thatT−1
c ∝ τpf whereτpf is

the time scale of Cooper–pair phase fluctuations which might be present belowT ∗ (τpf ≈
ps) [172]. On the other hand, a typical scattering timeτs of the SPQ is in the fs range and

related to the spin exchange energyJ−1
spin ∝ τs of the SPQ. Due to the short time scale of

the SPQ scattering compared to Cooper–pair phase fluctuations the SPQ injection acts as

perturbation of the system and thus enhances phase fluctuations.Second: If the supercon-

ductivity is driven by antiferromagnetic (AFM) correlations [173] and/or precursors of

Cooper-pairs aroundT ∗ [36–45], SPQ injection would also effect these AFM correlations

in terms of spin frustration and reorientation. This can lead to an enhancement of Cooper–

pair phase fluctuations by SPQ injection. The result in Fig. 7.10 shows no tendency for

such an argument due to the fact thatTd is shifted to higher values with enhanced density

of the SPQ. On the other hand, we could not explain the up–turn of the resistance of the

part belowTd. Therefore, the phase fluctuations model seems not to be supported by our

experimental results.

b) Spin–charge separation and SPQ injection into HTSC:The SPQ injection en-

hances the polarization of the quasiparticles in the CuO2–plane. The pseudogap phe-

nomenology is well explained by a cartoon picture which emerges from the RVB (resonat-

ing valence bond) theory of Anderson [30]. The spins are paired into singlets. However,

the pairs are not static but are fluctuating (quantum spin liquid). The singlet formation

explains the appearance of a spin–gap and the reduction of spin–entropy. The carriers are

holes that appear as vacancies in the background of singlet pairs and can carry a current

without energy gap [32]. As proposed by Si [49] according to the spin–charge separation

model, the total resistivity in the normal state of the HTSC material could be written as

ρtotal ≈ ρspin+ρcharge whereρspin is the spin resistivity andρcharge is the charge resistivity.

Experimentally, the charge part is measured. It is assumed that, the SPQ injection along
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Figure 7.15: The gray line depicts the phase transition line between the superconducting

and the normal conducting state in a doping level/temperature diagram for YBa2Cu3O7−δ

. The measuredTc and the drop temperatureTd values as function of the injection current

alongc-axisIinj−c are put in the same diagram.

c–axis of the YBCO layer interrupts theρspin part by filling the spin–gap and/or open

additional conduction channels in the CuO2–plane. Hence, this leads to a reduction of the

spin resistivityρspin and this reduction appears in the charge part. This fits qualitatively

to the drop of the resistance aroundTd in Fig. 7.10.

Due to the effect of SPQ injection along the c–axis of the YBCO layer, an electron

is removed from the CuO2–plane and replaced by a SPQ. The intermediate state is an

electron which carries spin 1/2 and therefore it is necessary to break a singlet pair and pay

the spin–gap energy. This spin–gap energy, causes the up–turn in the measured resistance

R(T). In addition, the SPQ has two characteristic properties, the life time (τ ), and the spin

diffusion lengthξfm. After the SPQ has lost its polarization for length scales> ξfm, it

behaves like a normal quasiparticle but still keeping the magnetic background in memory.

In our opinion, both samples for the c–axis and theab-plane injection into the underdoped

YBCO support the spin–charge separation model.

7.2.3 Summary

In this part the investigation experimentally of the effects of spin–polarized quasiparti-

cle (SPQ) injection in heterostructures of manganites and cuprates have been described.

The transition temperature of the superconducting film decreases with an enhancement of

the spin–polarized quasiparticles injection density. The SPQ injection along thec-axis of

the YBCO layer shows a pronounced reduction in theab-plane resistance of the YBCO

around the pseudogap temperature. This result can be explained by spin–charge separa-

tion in the normal state of the HTSC materials.
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7.3 Critical currents in bilayers of ferromagnets and

YBCO

As mentioned before, this section deals with the magnetic interaction of HTSC/FM bi-

layers epically with the flux-line pinning effect. By means of quantitative magneto–

optical (MO) imaging and SQUID magnetometery the critical current densityjc of the

YBCO layer in NM and FM/HTSC bilayer structures has been determined. As FM layer

La2/3Ca1/3MnO3 , La2/3Sr1/3MnO3 , and SrRuO3 buffer layers have been used. The re-

sults are compared with a paramagnetic/superconducting bilayer.

7.3.1 Sample geometry

The as grown bilayer structure on SrTiO3 single crystalline substrates have a dimension

of 5×5 mm2. By means of conventional lithography the 5×5 mm2 bilayers are patterned

to 1×1 mm2, as shown in Fig. 7.16.

Figure 7.16: Sketch of the chosen sample geometry for magneto–optical measurements.

La2/3Ca1/3MnO3 (LCMO) and YBa2Cu3O7−δ (YBCO) are grown by pulsed laser depo-

sition onto 5×5 mm2 SrTiO3 (100) single crystalline substrates. By means of chemical

lithography the 5×5 mm2 film area is patterned to 1×1 mm2.

7.3.2 LCMO/YBCO bilayers

Previous magneto-optical as well as transport current experiments to determinejc in sin-

gle layer YBCO films deposited on SrTiO3 single crystals revealed a homogeneousjc

distribution with typical values (at 5 K) ofjc= 3×1011 A/m2 [174]. This value is regarded

as a standard for high quality YBCO thin films in literature.

In Fig. 7.17(a) and (b) the magnetooptically determined current density distribution of

a 50 nm LCMO/50 nm YBCO bilayer is shown in an external magnetic field ofµ◦Hext =

3 mT applied perpendicular to the film plane at T = 7 K. The image in Fig. 7.17a is taken
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Figure 7.17: Magnitude of the critical current density in LCMO/YBCO 50 nm/50 nm

bilayers at T = 7 K, using an external field ofµ◦Hext ≈ 3 mT after ZFC (a) and by

decreasing the field from 200 mT (b). The gray scale refers linearly to values ofjc =

5×109A/m2 (black) andjc = 6×1010A/m2 (white).

after zero–field–cooling (ZFC) whereas Fig. 7.17b represents the current distribution in

decreasing field after applyingµ◦Hext = 200 mT again atµ◦Hext = 3 mT. The gray scale

representation shows an increase of the current density ofjc = 4×1010A/m2 (a) to jc =
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6×1010A/m2 (b). Only the part with penetrated flux which is in the critical state has to be

considered.

It is to remark that both images show zig-zag structures along the sample diagonals.

These patterns are generated by domains in the indicator film. Usually, the contrast gen-

erated by the currents in the superconductor is much stronger than the magnetic contrast

of the domains. But in this case a thin film with low current density, the method is close

to the experimental limit, and these domain patterns appear. Nevertheless, these domain

patterns do not effect the flux line system in the superconductor. The domains are easily

movable and their position is governed by the position along the samples diagonals.

Figure 7.18: Averaged current density profiles along a horizontal line in the center of

the two images in Fig. 7.17a and b. The lower curve refers to the zero-field cooling

measurement.

For a quantitative comparison now two profiles are taken along the solid black lines of

both measurements and are plotted in the same diagram in Fig. 7.18. The lower profile in

Fig. 7.18 corresponds to the ZFC measurement, whereas the upper one is determined after

the application ofµ◦Hext = 200 mT and then reduced to 3 mT. The averaged enhancement

∆jc = 1.5×1010 A/m2 corresponds to an additional pinning force density per length of

30µNm−1, and is due to the magnetic history of the ferromagnetic layer.

That the “magnetic history” is the only difference between the two measurements it

can be ruled out that a field-dependence of the critical current density causes the above

effect. In this case the increase of the critical current density of the superconductor has

its origin in the magnetic state of the ferromagnetic LCMO layer. It has been shown that

the vicinity of magnetic domain walls can cause a pinning force on the flux lines in the

superconductor [175,177–179,182].

Qualitatively, the enhancement ofjc can be associated with the magnetic domain
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structure and its magnetic stray field interacting with that of the flux-line lattice.

For a deep understanding of this effect an experimental approach is performed ad-

dressing the following topics:

• a) dependence ofjc on the YBCO thickness.

• b) dependence of the domain structure (material).

• c) electronically decoupling of the layers by a magnetically transparent spacer.

The contributions of magnetic pinning in bilayer structures should vary with the rel-

ative size of the interaction volume of flux lines and magnetic structure; i.e. the effect is

expected to be dependent on the YBCO film thickness.

Figure 7.19: Averaged current density profiles for a 50 nm LCMO/100 nm YBCO bilayer.

The lower curve refers to the zero-field cooling measurement.

MOI measurement ofjc on 50 nm LCMO/100 nm YBCO reveal∆jc = 0.8×1010 A/m2

as shown in Fig. 7.19. It is just about half of the value of 50 nm LCMO/50 nm YBCO

bilayers, Fig. 7.18. It is important to note that the critical current density itself depends

on the layer thickness of YBCO. In case of the thicker bilayer a value ofjc of around

8–9×1010 A/m2 is found which is a substantial increase to thejc of the 50 nm/50 nm

bilayer depicted in Fig. 7.18.

The decreasing influence of the ferromagnet with increasing YBCO layer leads to the

fact that the effect is generated by properties near the interface between both layers. The

interaction of the magnetic domain structure of the ferromagnet and the flux lines in the

superconductor causes an additional constant pinning force on the flux lines and therefore

an enhancement of the critical current.
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7.3.3 SrRuO3 /YBCO bilayer

For a comparison with the experiments using the colossal magnetoresistance material

LCMO, similar samples with SrRuO3 as another ferromagnetic layer have been studied.

The main results shown here are performed on 50 nm SRO/100 nm YBCO bilayers.

Figure 7.20: Gray scale representations of the magnitude of the critical current density of

a 50 nm SRO/100 nm YBCO bilayer. The corresponding profiles are taken along the solid

black lines. The left image refers to an external field ofµ◦Hext = 16 mT after zero-field

cooling, the right image is taken atµ◦Hext = 16 mT after having applied an external field

of µ◦Hext = 200 mT. Bright parts indicate a high current density.

Figure 7.20a and b show the gray scale representation of the magnitude of the critical

current distribution and the corresponding profiles along the solid black lines. There is

a clear difference in the averaged values forjc measured at 16 mT in the case of zero

field cooled samples (left image) and in 16 mT after applying an external field ofµ◦Hext=

200 mT (right image). A quantitative analysis of the averaged values reveals an enhance-

ment of∆jc = 3×1010 A/m2 with an average value forjc = 1.3×1011 A/m2 for the mea-

surement after zero field cooling.

Figure 7.21 shows two current density profiles for the measurements after zero-field

cooling (bottom) and in decreasing field (top). A distinct increase in the critical cur-

rent is found for the second measurement after the application of a high external field of

µ◦Hext ≈ 200 mT. The kinks in the left part of the profiles are is related to a defect in the

YBCO film.

For a more detailed analysis the current density in the superconducting film is deter-

mined while systematically changing the magnetized state of the ferromagnetic layer. In

particular, the sample is cooled to T = 7 K in zero field, afterwards the critical current in

the superconductor is determined while performing a magnetic hysteresis loop in terms
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Figure 7.21: Averaged current density profiles for the two measurements in Fig. 7.20. The

profiles were taken over a 200µm wide, horizontal strip across the center of the sample.

The bottom profile refers to the measurement after zero-field cooling, the measurement in

decreasing field is shown by the upper curve.

of the external field. The external field cycle is performed to an upper value ofµ◦Hext

= 200 mT whereas the current density is determined below external fields ofµ◦Hext =

50 mT to avoid saturation of the magneto-optical layer.

Figure 7.22 shows the dependence of the critical current density on the external mag-

netic field. The results were obtained by averaging the magnitude of the current density

in the flux penetrated areas of the sample which are in the critical state.

Two branches of the critical current density appear in the measurement. The lower

branch refers to the increase of the external magnetic field after zero-field cooling. It is

found that the current density increases with increasing external magnetic field up to a

value of about1.4 × 1011 A/m2. After the application ofµ◦Hext = 200 mT the external

field is gradually reduced and the current density shows higher values which is depicted

in the upper branch in Fig. 7.22. As long as the external field is positive the current

density has a value of about1.5 × 1011A/m2. With the external magnetic field changing

sign the current density reduces slightly to a value of about1.3×1011 A/m2 for a negative

field of µ◦Hext = -16 mT. Note, that the magnitude of the magnetic field refers to the

externalfield, the relation between critical current andlocal magnetic field shows that the

hysteretic effect is not caused by the pinning properties of the superconductor itself.

Figure 7.22 demonstrates that the critical current density in ferromagnet/superconductor

bilayers is unambiguously related to the magnetization state of the ferromagnetic layer.

The critical current density can show an enhancement of about∆jc ≈ 3×1010A/m2

induced by a favorable magnetization of the ferromagnet. This is related to an additional

pinning force ofFp = 6×10−12 N per flux line or a force density per length offp =
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Figure 7.22: Hysteresis of the critical current density in the superconducting layer while

performing a loop of the external magnetic field. The lower branch corresponds to a rising

field after zero-field cooling, the upper branch shows the current density for a gradually

reduced field after the application ofµ◦Hext = 200 mT.

60 µN/m, respectively. Helsethet al. found an upper limit for the flux line pinning force

of a Bloch wall in the range ofFp ≈ 1 ×10−10N [177] which can nicely explain the

experimental data.

7.3.4 LaNiO3 / YBCO bilayer

Qualitatively, it is demonstrated that the magnetic buffer layer causes a hysteretic behavior

in jc and an enhancement ofjc after magnetizing the LCMO or SRO film perpendicular to

the film plane. The reference sample LaNiO3 /YBCO does not show the hysteretic effect,

and displays the features of a single layer YBCO film.

The gray scale images in Fig. 7.23 as well as the profiles given below clearly show

two features. First, the current density has a magnitude of aboutjc ≈ 2 × 1011A/m2

which is comparable to current densities that are found in single layer YBCO films. The

important point of the measurements shown in Fig. 7.24 is, however, that no distinct

difference occurs between the two scenarios before and after magnetizing the bilayer

system. This clearly indicates that the current enhancement, that has been detected for the

ferromagnet/superconductor bilayers is directly connected with a magnetization process

in the ferromagnetic layer.
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Figure 7.23: Gray scale representations of the magnitude of the critical current density of

a 50 nm LNO/50 nm YBCO bilayer. The corresponding current profiles are taken along

the solid black lines. The top image refers to an external field ofµ◦Hext = 12 mT after

zero-field cooling, the bottom image is taken atµ◦Hext = 12 mT after having applied an

external field ofµ◦Hext = 200 mT. Bright parts a indicate a high current density.

7.3.5 Electronic decoupling and temperature dependence

The ferromagnet/superconductor bilayers investigated sofar have been grown on top of

each other. This means they are coupled to each other electronically and magnetically.

To rule out electronic interaction between both layers, in the next step an interlayer of

insulation SrTiO3 is grown between the layers to achieve an electronic decoupling.
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Figure 7.24: Averaged current density profiles for the two measurements in Fig. 7.23.

The profiles were taken over a 200µm wide, horizontal strip across the center of the

sample. The black profile below refers to the measurement after zero-field cooling, the

measurement in decreasing field is depicted gray.

7.3.5.1 Sample geometry

SrTiO3 single-crystalline (100) oriented substrates (STO) and LaSrGaO4 (LSGO) are

used to grow thin LCMO films with a typical thickness ofdfm = 50 nm. The impor-

tant difference between the used substrate materials is the lattice constant which leads to

films under tensilestrain in case of the STO substrate and undercompressivestrain in

case of the LSGO substrate, as shown in Fig. 6.1. To rule out any electronic interaction or

spatially varying proximity effects that can lead to additional pinning effects [180] a thin

layer of 5 nm SrTiO3 is grown directly onto the LCMO film. A sketch of the geometry of

the used samples is given in Fig. 7.25.

Figure 7.25: Sketch of the geometry of the heterostructures consisting of a LCMO layer,

a decoupling STO layer with a thickness of 5 nm and a YBCO layer, all grown by pulsed

laser deposition.
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7.3.5.2 Decoupling of FM and HTSC layers

In a first experiment the temperature-dependent magnetization of a sample consisting of

a LCMO layer with a thickness ofdLCMO = 50 nm, a 5 nm STO decoupling layer and a

YBCO layer with a thickness ofdYBCO = 100 nm is shown in Fig. 7.26. The measurement

has been performed after zero-field cooling to T = 5 K in an afterwards applied external

field of Hext = 10 Oe. The orientation of the field is parallel to the film plane. The

magnetization is measured with a SQUID magnetometer up to T = 300 K (bottom curve)

and back down (top curve) to T = 5 K whereas the external field remains constant atHext

= 10 Oe.

Figure 7.26: Temperature-dependent magnetization of a heterostructure of 50 nm

LCMO/5 nm STO/100 nm YBCO on a SrTiO3 substrate. The upper curve shows the

field-cooled the lower the zero-field cooled, measurement. The in-plane external field for

detection isHext = 10 Oe. The results show a ferromagnetic ordering in the heterostruc-

ture atTCurie = 245 K and a superconducting transition atTc = 87 K.

The data in Fig. 7.26 clearly show that the sample orders ferromagnetically at around

TCurie = 245 K and at T = 87 K a transition to superconductivity occurs. This can be seen

from the diamagnetic signal that occurs below T = 87 K in the zero-field cooled measure-

ment (bottom curve). This result clearly demonstrates that below T = 87 K both super-

conducting and magnetic ordering are present in the sample. The same bilayer structure

with thicknesses of the compound ofdLCMO = 50 nm anddYBCO= 50 nm without SrTiO3
decoupling layer shows a lower ferromagnetic orderingTCurie ≥ 135 K, andTsc ≥ 87 K,

Fig. 7.2. This indicates that the SrTiO3 decoupling layer switches off the electronic inter-

action.
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The focus is now on the critical current density of the superconducting film at low

temperatures. For this purpose, magnetic hysteresis loops are measured at T = 5 K is

depicted in Fig. 7.27. The sample is cooled at zero field to T = 5 K and an external

field oriented perpendicular to the film plane is swept up toHext = 3 kOe, then toHext =

-3 kOe and back toHext = 3 kOe again. The measured magnetization shows a behavior

typical for a high-temperature superconductor with strong pinning. Starting atHext = 0 a

diamagnetic signal of the sample is found that is saturated around 100 Oe (virgin curve).

At this field the superconductor achieves the fully flux penetrated state and the modulus

of the magnetization|M | is proportional to the critical current densityjc of the sample.

If the critical current density was constant, a square-shaped hysteresis loop would be

obtained. The decrease towards higher magnetic fields is related to field-dependent flux

line pinning. However, the loop in Fig. 7.27 is only symmetric with respect to the origin

and asymmetric to theH = 0 axis. The magnetization at a fixed external field clearly

depends on the direction of the field sweep. This means not only the magnitude of the

external field influences the current density also the direction of field changes plays a

substantial role.

Figure 7.27: Magnetization loop of a heterostructure consisting of 50 nm LCMO and

100 nm YBCO with decoupling layer obtained at T = 5 K. The hysteresis loop shows no

axial symmetry with respect to the vertical axis.

A better way to present this magnetic effect is plotting the difference of the magnitude

of the magnetization∆ |M | and thus the critical current density at fixed external fields.

This is done in Fig. 7.28.

This curve shows two distinct maxima of∆ |M | that are located symmetrically toH =

0. The maximum value of∆ |M | is about∆ |M | = 0.017 emu which is in the order of

10% of the entire magnetization. This difference can now be identified with the pinning of
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Figure 7.28: Modulus of the difference∆ |M | between the two branches of the magneti-

zation loop shown in Fig. 3. This represents the contribution of magnetic flux line pinning

in the heterostructure.

flux lines due to the vicinity of the ferromagnetic layer. Note, that the magnetization of the

ferromagnet is of course also included in Figs. 7.27 and 7.28. However, a measurement of

a comparable single layer of LCMO gives magnetization values in the order of 10−4 emu

which is at least more than one order of magnitude smaller than the observed effect.

Additionally, it is not possible to explain a pronounced maximum symmetric toH = 0 of

the curve in Fig. 7.28 by ferromagnetic ordering.

With this knowledge we can directly conclude that the observed effect is originated

by magnetic pinning of the flux lines in the superconductor. The magnetic pinning force

that acts on an individual flux line can be extracted by applying the Bean model on the

magnetization data. The Bean model allows the determination of the critical current den-

sity in the superconducting film by assuming a homogeneous and constant current density

throughout the whole sample. In case of the presented data of the bilayer consisting of

a 100 nm YBCO film we find a critical current density of aboutjc ≈ 1.0 × 1011A/m2

which is in very good accordance to magneto–optical measurements at systems without

decoupling layer Fig. 7.19. Additionally, the corresponding magnetic pinning force on

an individual flux line can be determined toFp ≈ 1.5 pN. Similar values are found for

magnetic pinning forces in interacting systems of ferromagnets and classical supercon-

ductors [175].

The interaction of the flux line lattice in the YBCO film and the magnetic domain

structure in the ferromagnetic LCMO depends, of course, strongly on the orientation of

the domains. The local magnetization of a thin LCMO layer with a thickness ofdfm =

50 nm can be controlled by using substrates with different lattice parameters to create
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various strain fields during epitaxial growth. It has been shown that LCMO thin films

that grow under compressive strain show an out-of-plane orientation of the magnetization

whereas a growth with no strain or under small tensile strain fields leads to an in-plane

magnetization in these films [181]. The orientation of the easy axis of the LCMO film

should therefore lead to different magnetic pinning properties of bilayers containing these

manganite films.

Figure 7.29 shows the magnetic pinning∆ |M | / |M | for four different kinds of bilay-

ers. First, the bilayer consisting of 50 nm LCMO and 100 nm YBCO grown on STO that

already has been introduced in Figs. 7.27 and 7.28, second and third, the same structure

with a thinner and a thicker YBCO layer withdsc = 50 nm anddsc = 150 nm, respectively,

and finally, a bilayer structure containing a 50 nm LCMO and a 50 nm YBCO film grown

under compressive strain on a LaSrGaO4 (LSGO) substrate.

Figure 7.29: Temperature dependence of the magnetic pinning effect∆ |M | / |M | for

different heterostructures. Samples grown on STO (open symbols) show a nearly constant

effect over the whole temperature range which decreases for a YBCO thickness larger

than 100 nm. The temperature dependence in case of the heterostructure grown under

compressive strain on LSGO (full squares) shows a distinctly different behavior.

The results in Fig. 7.29 clearly show that all structures grown on STO substrates

under tensile strain show a very similar behavior. For the two thinner structures we ob-

serve a nearly constant contribution of the magnetic pinning in the order of 10 % over

the whole temperature range. The thickest bilayer shows also a temperature-independent

magnetic pinning contribution of about 5-6 % which can easily be understood concerning

the thicker YBCO film where the magnetic structures are smeared out over the thick-

ness. A totally different behavior exhibits the structure that is grown under compression
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strain on the LSGO substrate. At low temperatures we find a magnetic contribution to

the flux line pinning of more than 20 %, this value decreases monotonically to about

∆ |M | / |M |=10 % above T = 50 K. This increase of the effect in case of a perpendicular

magnetization of the ferromagnet is also predicted by theoretical considerations [182].

The results presented in Fig. 7.29 directly show that a change of the domain pattern in the

ferromagnet directly affects the properties of the magnetic pinning effect. This strongly

supports the model that the magnetic stray fields of the domain pattern in the ferromagnet

cause a substantial pinning force density on the flux lines in the superconductor.

The results presented so far concern the flux pinning in bilayers while performing full

magnetic hysteresis loops. It has been found in magneto–optical measurements that the

critical current density in bilayers without decoupling layer exhibits strong differences

between the zero-field cooled state and the field-cooled state, Figs. 7.18 and 7.21. This

effect should also appear in the virgin curve of the magnetic hysteresis loop. Although

one has to be careful because the magnetization is only a measure of the critical current

density if the whole superconductor is in the critical state, i.e. magnetic flux is fully

penetrated into the sample.

Fig. 7.30 shows the magnetization with respect to the external magnetic field for a

bilayer with decoupling layer that consists of a 50 nm LCMO film and a 50 nm YBCO

film grown on a STO substrate. The magnetization loop is measured at T = 70 K, at this

temperature the fully penetrated state is achieved at an external field of aboutH = 30 Oe.

Figure 7.30: Hysteresis loop of a 50 nm LCMO/5 nm STO/ 50 nm YBCO heterostructure

on a STO substrate, obtained at T = 70 K. In this measurement a substantial reduction of

the magnetization in the virgin branch occurs.

In contrast to the result presented in Fig. 7.27 a distinct difference between the virgin
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curve and the complete magnetization loop is found. The maximum of the magnetization

in the virgin curve is about 25 % smaller. This is strongly related to the results that are

found in the magneto–optical measurements of bilayers without decoupling layer that are

mentioned above. Up to now, this behavior can not be explained in detail, it is suggested

that the formation of the magnetic domains in the LCMO layer is strongly affected by the

flux line lattice in the superconductor, especially at temperatures between T = 50 K and

Tc of the YBCO film. Detailed knowledge about this mechanism can only be found by

imaging the development of the domain structure under varying magnetic fields in these

heterostructures but this purpose has not been realized so far.

Figure 7.31: Domain structures of a La2/3Sr1/3MnO3 thin film recorded along the de-

creasing branch of the major hysteresis loop after Schwarzet al. [183].

7.3.6 Magnetic domain structures of the ferromagnetic layer in

FM/HTSC bilayers

A detailed investigation is done to see the magnetic domains of ferromagnetic layer,first

in single a layer,secondin a bilayer. The main question here is, if the magnetic domain

structure of the FM layer behaves similar in both the single layer and the bilayer?

The magnetic domain structure obtained by magnetic force microscopy (MFM) for

a single layer of LSMO taken from Ref. [183] is shown in Fig.7.31. Figure 7.31 dis-

plays six exemplarily obtained MFM images recorded on the decreasing branch of the

hysteresis loop. Bright and dark regions correspond to attractive and repulsive magneto-

static interactions between the gradient of the tip stray field and the magnetic poles at the

surface. In saturation, Fig. 7.31a, the contrast is homogeneous. Atµ◦Hext = 310 mT,
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Fig. 7.31b, several circular domains are already nucleated. After reducing the field fur-

ther, Figs. 7.31c—7.31e, the domains become elongated. In remanence Fig. 7.31f, about

44.7% (7.152µm2) of the scan range (16µm2) reversed their polarization. A maze type

pattern with a mean domain width of 79 nm has evolved.

Figure 7.32: Magnetic domain structures of La2/3Sr1/3MnO3 thin film (top layer) at T =

100 K (a) using the MO technique in LSMO/YBCO/LSMO heterostructure. (b) Remov-

ing the magnetic domains by applying a small in–plane magnetic field of some tens of

millitesla. Note, that the width of the domains is withw ≈ 50 µm nearly 3 orders of

magnitude larger than for the LSMO single layer.

In contrast to the single layer of La2/3Sr1/3MnO3 a much larger magnetic do-

main structure has been found for a LSMO/YBCO/LSMO heterostructure using the

magnetooptical–technique as shown in Fig. 7.32a and b. The image shows parallel

magnetic domains, Fig. 7.32a, in the upper part of the sample that are oriented along the

film diagonal (pointed with arrows). These domains are oriented out–of–plane and can be

removed by applying a small in–plane magnetic field of some tens of millitesla as shown

in Fig. 7.32b.

Figure 7.33 shows the development of the out–of–plane magnetic domain by changing

the temperature of the film. Figure 7.33 shows four different images taken in the remanet

state at T = 30 K and 70 K (below the superconducting transition) and at T = 100 K

and 125 K (above the superconducting transition). Two important things can be seen, the

magnetic domain structure is present below and above the superconducting transition and

the width of the domains is constant in the whole temperature range.

These magnetic domains in bilayer structures suggest that the ferromagnetic ordering

is completely different compared to a manganite single layer.
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Figure 7.33: Magnetic domain structures in remanent state versus temperature of a

LSMO/YBCO/LSMO heterostructure at T = 30 K, 75 K, 100 K, and 125 K using the

MO technique. Note, with increasing temperature from far below superconducting tran-

sition temperatureTc into far aboveTc the size of magnetic domains is fixed to roughly

w ≈ 50µm.

Not only the magnetic domain size has been modified due the YBCO layer but also

the coercive fieldHc of the magnetic layer has increased. For LCMO and/or LSMO single

layerHc ≈ 140 Oe is modified toHc ≈ 200 Oe in bilayer structures.

These results shows that it is not possible to describe a bilayer of manganites and

YBCO by a dominant ordering mechanism (superconductor or ferromagnet with small

perturbation of the other component. The combination of these materials in thin epitaxial

structures leads to a material that has completely new properties. In recent investigations

by neutron scattering experiments, it seems to be likely that even an antiferromagnetic

layer can be present at the interface between LCMO and YBCO [184]. Such an antiferro-

magnetic layer would also show a substantial influence on the properties of the flux line

lattice in the superconductor and he domain pattern in ferromagnet.

7.3.7 Summary

The superconducting critical current density in bilayers consisting of high-temperature

superconducting YBCO and ferromagnetic LCMO strongly depends on the magnetiza-
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tion state of the ferromagnetic layer. The contribution of magnetic pinning to the critical

current density can achieve values of up to 30 % and is present over the whole tempera-

ture range. Inserting a thin insulating layer in the bilayer structure leads to an electronic

decoupling of both films and identifies the magnetic stray fields of the ferromagnetic layer

as origin for the observed effects. It is found that a modification of the magnetic prop-

erties of the manganite layer by substrate induced strain fields leads to a change of the

temperature dependence of the magnetic pinning force density.
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Summary

The interaction of ferromagnetism and superconductivity is studied in multilayers of the

ferromagnet La2/3Ca1/3MnO3 and the superconductor YBa2Cu3O7−δ . The fact that the

ab-plane lattice parameters of these materials are very similar allows an epitaxial growth

of LCMO/YBCO bilayers, heterostructures, and superlattices with structurally sharp in-

terfaces. These LCMO/YBCO structures represent adequate model systems to investigate

the interaction of the two antagonistic ordering phenomena.

All samples in this work are grown by pulsed laser deposition. The best preparation

conditions are found to grow LCMO/YBCO bilayers or superlattices on SrTiO3 single

crystals at a temperature ofTs = 780◦C with a background oxygen pressure of 0.4 mbar

in case of LCMO and 0.6 mbar in case of YBCO. X-ray diffraction measurements show a

highly orderedc-axis oriented growth of both materials and results fromab-plane inves-

tigations of the films show also an alignment of thein-plane axes.

These bilayers and multilayers with high structural quality are investigated experi-

mentally to study the interaction between the ferromagnetic ordered LCMO with high

spin-polarization and the high-temperature superconducting YBCO.

The main results of this thesis can be subdivided into three parts:

First, the diffusion of spin-polarized quasiparticles into the superconductor is investi-

gated on bilayers consisting of 50 nm LCMO and varying YBCO thicknesses:

• Using SQUID magnetometery and transport measurements it is found that all

LCMO/YBCO bilayers show ferromagnetic and superconducting ordering at low

temperatures.

• The critical temperatureTc of YBCO in LCMO/YBCO bilayers is strongly sup-

pressed for thicknessesdYBCO smaller than 30 nm.

• A theoretical model is developed that, based on the Parker-model for nonequilib-

rium superconductivity, is able to describe the experimentally found transition tem-
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peratures for different YBCO thicknesses.

• With this model it is possible to determine the spin diffusion length (ξfm ) into

YBCO to beξfm ≈ 10 nm at low temperatures.

Second, a sophisticated geometry for a LCMO/YBCO heterostructure is developed,

that allows the injection of spin-polarized quasiparticles into the YBCO layer:

• The injection of currents through spin-polarized LCMO into YBCO leads to a pro-

nounced drop ofTc , which is four times stronger compared to the injection current

through non-spin polarized materials. This is regarded as evidence for injecting

spins into YBCO.

• It is found that spin-polarized quasiparticles injection leads to a drop of the normal

state resistivityρab−plane(T) of YBCO at temperatures aroundTd = 200 K.

• This drop of resistivity can be explained by an opening of the pseudogap in the

YBCO film. The spin-charge separation model after P.W. Anderson suggest an

interaction of the injected spin-polarized quasiparticles with the gap which leads to

an enhanced conductivity.

• The drop of the resistivity is not found if the spin-polarized electrodes are either

replaced by non-polarized materials or if a thin insulating SrTiO3 layer decouples

LCMO and YBCO.

Third, the critical current densityjc of YBCO in bilayers is determined locally using

a quantitative magneto-optical technique:

• The critical current densityjc in ferromagnet/superconducting bilayers is strongly

reduced compared to a YBCO single layer.

• Changing the magnetization state of the LCMO thin film influences directly the

critical current density in the superconductor . This effect can originate a variation

of jc of up to 50%.

• The electronic decoupling of LCMO and YBCO by a thin SrTiO3 layer does not

change this scenario substantially. This identifies a magnetic interaction between

the flux line lattice in the YBCO film and the domain pattern in the LCMO film as

the origin of this effect.

This presented work can not be regarded to be a complete consideration of interac-

tions between ferromagnets and high-temperature superconductors, even not for the more

specific case of LCMO and YBCO. Especially, some open questions are now mentioned

that should encourage further efforts on this issue:
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• The drop in the normal state resistivity of YBCO under spin-polarized quasiparticle

injection appears around the pseudogap temperatureT ∗. Using heavily underdoped

YBCO, T ∗ shifts substantially and the resistivity drop should also.

• It is discussed that an antiferromagnetic phase is present at the interface of LCMO

and YBCO. A confirmation of this phase by systematic exchange bias investigations

would be very interesting.

• A substrate induced change of the domain structure of the ferromagnet should di-

rectly affect the magnetic flux line pinning. This could be done by using structured

or vicinal cut substrates to grow the heterostructures on.

In conclusion, it has been shown that bilayers grown out of spin-polarized LCMO

and superconducting YBCO show a variety of new physical phenomena. The transition

temperaturesTc andTCurie, the critical current density in the superconductorjc and even

the normal state resistance can be influenced by external parameters and/or the sample

geometry. These bilayers might be good candidates for technical applications in the near

future.
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[155] A.M. Goldman, V.A. Vásko, P.A. Kraus, K.R. Nikolaev, and V.A. Larkin, J.

Magn. Magn. Mater.200, 69 (1999).

[156] N.C. Yeh, R.P. Vasquez, C.C. Fu, A.V. Samoilov, Y. Li, and K. Vakili, Phys.

Rev. B60, 10522 (1999).

[157] J.Y. Wei, J. Superconduct.15, 67 (2002).

[158] Y. Gim, A. W. Kleinsasser, and J. B. Barner, J. Appl. Phys.90, 4063 (2001).

[159] R.B. Praus, G.M. Gross, F.S. Razavi, and H.-U. Habermeier, J. Magn. Magn.

Mater.211, 41 (2000).

[160] P. Przyslupski, I. Komissarov, W. Paszkowicz, P. Dluzewski, R. Minikayev,

and M. Sawicki, Phys. Rev. B69, 134428 (2004).

[161] N. Haberkorn, J. Guimpel, M. Sirena, L.B. Steren, W. Saldarriaga, E. Baca,

and M.E. Gomez, Appl. Phys. Lett.84, 3927 (2004).

[162] P.J. Hirschfeld and N.D. Goldenfeld, Phys. Rev. B48, 4219 (1993).

[163] M. Franz, C. Kallin, A.J. Berlinsky, and M.I. Salkola, Phys. Rev. B56, 7882

(1997).

[164] C.Y. Yang, A.R. Moodenbaugh, Y.L. Wang, Youwen Xu, S.M. Heald, D.O.

Welch, M. Suenaga, D.A. Fischer, and J.E. Penner–Hahn, Phys. Rev. B42,

2231 (1990).

[165] C.S. Owen and D.J. Scalapino, Phys. Rev. Lett.28, 1559 (1972).



146 BIBLIOGRAPHY

[166] E.J. Nicol and J.P. Carbotte, Phys. Rev. B67, 214506 (2003).

[167] D. Koller, M.S. Osofsky, D.B. Chrisey, J.S. Horwitz, R.J. Soulen, R.M. Stroud,

C.R. Eddy, J. Kim, R.C.Y. Auyeung, J.M. Byers, B.F. Woodfield, G.M. Daly,

T.W. Clinton, and M. Johnson, J. Appl. Phys.83, 6774 (1998).

[168] T. Holden, H.-U. Habermeier, G. Cristiani, A. Golnik, A. Boris, A. Pimenov,

J. Humlí̌cek, O. Lebedev, G. Van Tendeloo, B. Keimer, and C. Bernhard, Phys.

Rev. B69, 064505 (2004).

[169] F. Chen, B. Gorshunov, G. Cristiani, H.-U. Habermeier, and M. Dressel, Solid

State Commun.131, 295 (2004).

[170] S. Soltan, J. Albrecht, and H.-U. Hbaermeier, Phys. Rev. B70, 144517 (2004).

[171] P.B. Allen, H. Berger, O. Chauvet, L. Forro, T. Jarlborg, A. Junod, B. Revaz,

and G. Santi, Phys. Rev. B53, 4393 (1996); D.J. Singh, J. Appl. Phys.79,

4818 (1996); I.I. Mazin and D.J. Singh, Phys. Rev. B56, 2556 (1997).

[172] G.P. Segre, N. Gedik, J. Orenstein, D.A. Bonn, R. Liang, and W.N. Hardy,

Phys. Rev. Lett.88, 137001 (2002).

[173] J. Schmalian, D. Pines, and B. Stojkovic, Phys. Rev. Lett.80, 3839 (1998).

[174] Ch. Jooss, J. Albrecht, H. Kuhn, S. Leonhardt, and H. Kronmüller, Rep. Prog.

Phys.65,651 (2002).

[175] P.E. Goa, H. Hauglin, A.A.F. Olson, D. Shantsev, and T.H. Johansen, Appl.

Phys. Lett.82, 79 (2003).

[176] L.N. Bulaevskii, E.M. Chudnovsky, and M.P. Maley, Appl. Phys. Lett.76,

2594 (2000).

[177] L.E. Helseth, P.E. Goa, H. Hauglin, M. Baziljevich, and T.H. Johansen, Phys.

Rev. B.65, 132514(2002).

[178] M.V. Milosevic, S.V. Yampolskii, and F.M. Peeters, Phys. Rev. B.66, 174519

(2002).

[179] X.X. Zhang, G.H. Wen, R.K. Zheng, G.C. Xiong, and G.J. Lian Europhys.

Lett. 56, 119 (2001).

[180] M. Kienzle, J. Albrecht, R. Warthmann, H. Kronmüller, S. Leonhardt, and Ch.

Jooss, Phys. Rev. B.66, 54525 (2002).



BIBLIOGRAPHY 147

[181] T. K. Nath, R. A. Rao, D. Lavric, C. B. Eom, L. Wu, and F. Tsui, Appl. Phys.

Lett. 74, 1615 (1999).

[182] L.N. Bulaevskii, E.M. Chudnovsky, and M.P. Maley, Appl. Phys. Lett.76,

2594 (2000).

[183] Alexander Schwarz, Marcus Liebmann, Uwe Kaiser, Roland Wiesendanger,

Tae Won Noh, and Dong Wook Kim, Phys. Rev. Lett.92, 077206 (2004).

[184] J. Stahn, J. Chakhalian, C. Niedermayer, J. Hoppler, T. Gutberlet, J. Voigt,

F. Treubel, H.-U. Habermeier, G. Cristiani, B. Keimer, C. Bernhard cond-

mat/0408311submitted to Phys. Rev. Lett.





Acknowledgments

After four and a half years in Stuttgart, it is difficult to summarize in a few pages the

contributions of several groups of people that made this work possible. Therefore, first

of all I would like to ask for forgiveness to those whom I might forget in the following

paragraphs.

I am very grateful to . . .

. . . Prof. Dr. Martin Dressel, I would like to thank him especially for giving me the

possibility of carrying out this work under his supervision. And for the most enjoyable

lectures in superconductivity I ever had.

. . . Prof. Dr. Helmut Kronmüller, for accepting the task of reviewing the thesis.

. . . Prof. Dr. Hanns-Ulrich Habermeier, for his catching enthusiasm in doing science

and the patience and the readiness to discuss even the smallest questions I have had. I

would like to thank him especially for giving me and transferring me so much knowledge

and expertise, not only on physics, but also as a teacher and a friend.

. . . Dr. Joachim Albrecht, who is mostly responsible for helping me to complete the

writing of this thesis and for many interesting discussions and very close collaboration.

He has been a friend and mentor at the same time. All words I can say for you Joachim

never could be enough or equal for your help!!!! . . .SOUKRAN GAZELIN. . . JOACHIM.

. . . Prof. Dr. Ahmed Ahmed Ramadan, my first teacher, and for his continuous effort

to encourage me to succeed finishing the thesis.

. . . Dr. Claus Irslinger, for the warm welcome and hospitality from the first day in

Stuttgart and for many help.

. . . Dr. Sylvia Leonhardt, M.Sc. Sebastian Brück, and Frau Theresa Dragon, Magneto-

Optics group, for their continuous support during the thesis work and many stimulating

149



discussions.

. . . Herr Georg Cristiani, for explaining the minor details of thin film growth condi-

tions, and especially for his strong effort to provide high quality thin films of HTSC and

CMR materials. My office-mate, Herr Frank Schartner, for creating an environment with

plenty of perfect contacts for measurements.

. . . Dr. Peter Wochner, Dr. Martin Ahrens and Dr. Ulrich Clemens, for their friend-

ship and multiple discussions and collaborations. Dr. habil. Eberhard Goering and Dr.

Dagmar Goll for introducing me to the SQUID magnetometery.

. . . Prof. Dr. Giniyat Khaliullin, Prof. Dr. Eugene Kotomin, Dr. Peter Horsch, Dr.

Dirk Manske, for many stimulating discussions, and for a thorough reading of parts of

the this manuscript.

. . . Dr. Reinhard Kremer, for making possible the use of the setups in his group for

investigations of magnetization. Especially with the help of Frau Eva Brücher and Frau

Gisela Siegle.

. . . Herr Ernst Zimmermann Dr. Jürg Muster, Dr. Michael Wanitschek for his help

in using LATEX, Herr Karl Rößmann, Dr. Armin Burkhard, Herr Armin Schuhmacher,

Herr Heinz-Joachim Stärke for their help dealing with Linux and Unix, and many other

aspects of computer support.

. . . my colleagues in the Technology group, for the special atmosphere of team work

and friendly collaboration and wonderful coffee sessions every morning at 9:00. Espe-

cially, I would like to mention: Brigit Lemke, Karin Foerderreuther, Stephan Schmid,

Benjamin Stuhlhofer, Prof. Dr. F.S. Razavi, Dr. Joachim Albrecht, Georg Cristiani, Dr.

Sylvia Leonhardt, Dr. Rainer Praus, Dr. Xiao-Jia Chen, Dr. Jean-René Duclere, Dr.

Hui Zhang, Dr. Z. Wang, M.Sc. Yan Li, M.Sc. Yoshiharu Krockenberger, Dr. Andrei

Matveev, Ingo Fritsch, and M.Sc. Yu Lan,

. . . , last but not least, to myparents, my wife Sahar, my kidsAbdel-Rahman, Aya,

Hossamwithout your unconditional love and support, non of this would have been done.

My young sisterShadyaand old brotherAbdel-Monemfor their continuous support, and

all my family without which this work would not have been performed, and for their

patience, understanding, and love.

. . . , Max-Planck-Society and the Higher Education Minister, Egyptian government,



are to be acknowledged. The Culture and students Scholarships office in Egyptian Em-

bassy in Berlin is to be acknowledged, I would like to express my thanks to Prof. Dr.

Aleya Khattab and Frau Amal Abduon for their continuous effort and help for all Ph.D.

candidates.





List of publication

• X.J. Chen, S. Soltan, H. Zhang, and H.-U. Habermeier, Phys. Rev. B.65, 1714402

(2002).

Title:“Strain effect on electronic transport and ferromagnetic transition temperature

in La0.9Sr0.1MnO3 thin films”.

• J. Albrecht, S. Soltan, and H.-U. Habermeier, EuroPhys. Lett.63, 881 (2003).

Title:“Hysteretic behavior of critical currents in heterostructures of high-temperature

superconductors and ferromagnets”.

• S. Soltan, C. Ulrich, G. Cristiani, and H.-U. Habermeier, Physica C403, 269 (2004).

Title:“Strain effects on the polaron binding energy in PrBa2Cu3O7−δ thin films”.

• S. Soltan, J. Albrecht, and H.-U. Habermeier, Phys. Rev. B.70, 144517 (2004).

Title:“Ferromagnetic/superconducting bilayer structure: A model system for spin dif-

fusion length estimation”.

• S. Soltan, J. Albrecht, G. Cristiani, and H.-U. Habermeier, phys.stat.sol.(c)1, 1836

(2004).

Title:“The role of spin diffusion quasiparticle in CMR/HTSC heterostructures”.

• J. Albrecht, S. Soltan, and H.-U. Habermeier, Physica C408-410, 482 (2004).

Title:"Hysteretic currents in superconductor-ferromagnet heterostructures".

•H.-U. Habermeier, J. Albrecht, S. Soltan, Supercond. Sci. Technol.17, S140 (2004).

Title:“Enhancement of flux-line pinning in all-oxide superconductor/ferromagnet het-

erostructures”.

Submitted manuscripts

• S. Soltan, J. Albrecht, and H.-U. Habermeier. submitted to Phys. Rev. B. May 2004.

Title: “Spin polarized qausiparticles injection effects in YBCO thin films”.

153



• J. Albrecht, S. Soltan, and H.-U. Habermeier, submitted to Phys. Rev. B. Aug.

2004.

Title:“Magnetic pinning of flux lines by magnetic domains in heterostructures of

cuprates and manganites”.

Manuscripts under preparation

• S. Soltan, J. Albrecht, and H.-U. Habermeier,

Title:“Spin polarized qausiparticles effects in the transition temperature of high-Tc

superconductors”.

• S. Soltan, J. Albrecht, and H.-U. Habermeier

Title:“Strain effect or oxygen content caused duplication of the transition temperature

in La1.9Sr0.1CuO4”.

• S. Soltan, J. Albrecht, and H.-U. Habermeier.

Title: “Enhanced the Kosterlitz-Thouless transition temperature by spin polarized

qausiparticles injection into high-Tc superconductors”



Curriculum Vitæ

SOLTAN EID ABDEL-GAWAD SOLTAN

January 26th, 1968 born in Giza, Egypt

August 26th, 1994 married with Sahar Kamal, 3 kids (Abdel-Rahman, Aya, Hossam)

Schools

1974–1980 Primary school at Giza (Egypt)

1980–1986 High school at Giza (Egypt)

06/1987 High school diploma

Undergraduate Studies

1987–1991 Studies of Physics at Faculty of Science, Helwan University–Cairo (Egypt)

06/1993 Pre-Master at Helwan University–Cairo (Egypt)

03/1997 Master at Faculty of Science, Helwan University–Cairo (Egypt)

Advisors: Prof. Dr. A.A. Ramadan and Prof. Dr. S.A. Abdel-Haday

Topic: Structure-properties intercorrelation

of high-Tc superconducting YBCO thin films

Graduate Studies

06/1999 Pre-Ph.D. at Faculty of Science, Helwan University–Cairo (Egypt)

since 07/2000 Ph.D. student at Max-Planck-Institute for Solid State Research

in Stuttgart: Advisor Prof. Dr. H.-U. Habermeier

Job

03/1992 Administrator in Physics Department at Faculty of Science,

Helwan University–Cairo (Egypt)

since 06/1997 Assistance Lecturer in Physics Department, Faculty of Science,

Helwan University–Cairo (Egypt)

155




