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Deutsche Zusammenfassung

Eis Grenzfachen befinden siciiberall in unserer Umgebung. Trotzdem ist ihre
molekulare Struktur nur in groberiigen verstanden. Dies liegt am hohen Dampf-
druck von Eis, denn viele Techniken zur Untersuchung vorrfCdmhen beatigen

ein sehr gutes Vakuum. Der hohe Dampfdruck macht die Veramgdieser Me-
thoden schwierig oder uniglich. Bei Temperaturen, die dem Schmelzpunkt nahe
kommen, nimmt auch die Dynamik der Eis Obé&cthe stark zu. Weiterhin ist es
schwierig Eisoberfichen zu giparieren und bei Normalbedingungen zu stabili-
sieren. Das Zusammenspiel dieser Eigenschaitiert lazu, dass das strukturelle
Verhalten von Eisobe#dkthen bis heute nur ung@gmend verstanden ist.

Oberflachenschmelzen ist ein &mwomen bei dem die ersten atomaren oder
molekularen Schichten einer Kristallobédhe an Ordnung verlieren wenn die
Temperatur dem Schmelzpunkt nahe kommt. Bei den meistekdfpsetn wurde
dieses PAnomen zumindest auf einigen Kristallfacetten nachgemieBie Tem-
peratur, bei der diese Unordnung einsetzt, wirdEaitsetztemperatunezeichnet.
Die Dicke der ungeordneten Schichtwhst mit der Temperatur und divergiert
bei Erreichen des Volumenschmelzpunktes des Bgstks. Da siegqumlich auf
wenige Nanometer eingesémkt ist und Teile der Kristallstruktur erhalten blei-
ben lkonnen, verklt sich die Schicht nicht wie eine Volumeinfisigkeit. lhre Ei-
genschaften sind daher unbekannt. Aus diesem Grund wirB8aheht auch als
quasi-flissigeSchicht bezeichnet. Der mathemtaische Zusammenhanghemisc
Schichtdicke und Temperatur wird als Wachstumsgesetadiers. Je nach Art
der zwischen den Grenafthen wirkenden Kafte wachst die Schicht mit einem
logarithmischen Wachstumsgesetz (kurzreichweitigéft€) oder mit einem Po-
tenzgesetz (langreichweitige &ite).

Das Oberthchenschmelzen von Eis wurde zuerst 1860 von Michael Farada
beschrieben [1]. Dieses Bhomen wurde seither mit vielen weiteren Methoden
untersucht. Heute ist seine Existenz allgemein ununmestrithufgrund der oben
beschriebenen Probleme bei der Untersuchung von freierb&ifachen ist das
guantitative Verhalten allerdings noch immer undurchsicierschiedene Grup-
pen und Methoden liefern stark unterschiedliche Waditedie Dicke der quasi-
flussigen Schicht bei bestimmten Temperaturen.

Vil



viii DEUTSCHE ZUSAMMENFASSUNG

Noch weniger istiber das Verhalten von tief vergrabenen Grerctfen be-
kannt, denn nur wenige experimentelle Methodénnen diese GrenZithen er-
reichen. In der vorliegenden Arbeit wurde die ReflekéivhochenergetischeldRt-
genstrahlung benutzt um das Problem der begrenzten Egtigfiea zu umgehen.
Bei Reflektiviitsmessungen wird die Interégiteines an einer Grenatthe re-
flektierten Rdntgenstrahles als Funktion des vertikalen Impoéstrages gemes-
sen. Die Form der Reflektiatskurve kangt vom Elektronendichteprofil senk-
recht zur Grenzéiche ab. Dieses Elektronendichteprofile kann durch Inmessi
algorithmen, wie dem Parratt oder dem Master Formalismus,der Reflekti-
vitatsmessung abgeleitet werden. Reflekiginessungen werden gawlich bei
Rontgenenergien bis zu 20 keV eingesetzt. Um verborgenez@ehen zu be-
obachten sind allerdinghere Energien erforderlich, da diese eingigre Ein-
dringtiefe aufweisen.

Hochenergie-Reflektivittsexperimente stellen hohe Angpne an die Genau-
igkeit und Stabiliat der Positionierung von Probe und Detektor. Zu diesem Kwec
wurde eine spezielle Messstation zur Streuung an Gisteh an der Eur@psch-
en Synchrotronstrahlungsquelle (ESRF) in Grenoble aufgel@y Das Instru-
ment erlaubt es deruf molekulare Aufbsung rtigen hohen Impulsbertrag zu
erreichen. Da die Reflektidt zu hohen Impulsbertéagen stark allt, ist es
notig unerwiinschte Untergrundsignale stark zu untéotten. Diese wurde durch
Fokussierung des Prinstrahles auf wenige Mikrometer erreicht. Damit ist im
Idealfall ein dynamicher Bereich von zehndBenordnungen in der Reflektiit
zuganglich. Die fir die Messungendatige Brillanz steht derzeit nur am Hochener-
giemessplatz ID15 der ESRF zur \églung.

Grenzfchen, die mit dieser Technik untersucht werden solleiss®n ei-
ne sehr hohe Quaidit aufweisen. Die mikroskopische Rauigkeit der Grettfe
muss unkorreliert und deutlich unter Z0liegen. Die Oberfiche muss zudem
komplett flach sein. Bereits leichte #inmungen der GrenZithe knnen dazu
fuhren, dass eine quantitative Auswertung der Daten nicht méglich ist. Hohe
Anforderungen werden auch an die Quililes Eises gestellt. Von der Verwen-
dung polykristallinen Eises wurde abgesehen, da es niogtialn war Proben mit
ausreichender Reinheit und Reproduzierbarkeit herzusteNes diesem Grund
wurden Einkristalle verwendet, die voargd Bilgram (ETH Zirich) zur Verfigung
gestellt wurden. Bei deriif diese Arbeit verwendeten Proben wird das Substrat
mit einem speziellen Verfahren in den Eiskristall eingesalzen. Dadurch soll
die Kristallstruktur an der GrenZithe so gut wie fglich erhalten bleiben und
die Eigenschaften der Grerathe ndglichst reproduzierbar sein.

Simon Engemann untersuchte bereits das Gr&cizéihschmelzen von Eis in
Kontakt mit dem nairlich gewachsenem Spwf Silizium (111) und (100) Ober-
flachem mit hochenergetischedbgenreflektiviat [3]. Grenzfachenschmelzen
konnte an diesen Grenatihen nachgewiesen werden. Die quasdige Schicht
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weist eineliberraschend hohe Dichte vorep,,.... auf und ihre Dicke echst bei
steigender Temperatur mit einem logarithmischen Wachsgesetz. Die in dieser
Doktorarbeit pasentierten Experimente bauen auf dieser Arbeit auf. Uniiien
fluss der chemischen und morphologischen EigenschafteSulestirates auf das
Grenzfchenschmelzen besser zu verstehen, wurden Substratersuihiedenen
Eigenschaften und aus unterschiedlichen Materialien eedet.

Insgesamt wurden elf Proben im Rahmen dieser Arbeit untetsNar in zwei
Fallen konnte Grenziichenschmelzen beobachtet werden. In den andélésnF
wurde es zwar nicht nachgewiesen, kann aber auch nichtsaldgesen werden,
da eine quasiissige Schicht nur dann nachgewiesen werden kann, wenitnsich
re Dichte deutlich von der des umgebenden Eises untersthiictinigen Rllen
ist die Qualitit der Daten nicht ausreichend um das Vorhandensein eigeptoi
neten Schicht mit von Eis verschiedener Dichte auszugdtie

Die Substrate, bei denen Grerg@henschmelzen nachgewiesen wurde, wa-
ren aus einkristallinem Quartz und hoch reinem Silikatgiggariert. In beiden
Fallen wurde @ir die quasi-flissige Schicht eine Dichte vdm5p,,.:., gefunden,
welche gut mit der von Engemann et al. gemessenen Didigecin stimmt. Bei
Bestrahlung der Proben mit hohedignedosen wuchs die Dicke der ungeord-
neten Schicht an. Der Grundrfdieses Wachstum ist unbekannt. Die Schichtdicke
wachst etwa 12 pro 10° Gy Strahlendosis an der Eis-Glas Greacfe. An der
Eis-Quartz Greniche wird der doppelte Wert beobachtet. Die Schichtdicka ka
fur nicht bestrahlte Proben extrapoliert werden. Leidemnkadas strahlungsindu-
zierte Wachstum nur ungenau bestimmt werden. Dadurch engsbh grol3e Feh-
lerbereicheiir die Schichtdicken nach Korrektur der Bestrahlungsedfekt

Durch diese Fehler ist es nichtoglich festzustellen ob die Schichtdicke lo-
garithmisch oder mit einem Potenzgesetz aohst. Da filhere Experimente an
ahnlichen Systemen logarithmisches Wachstum festsiglerde auch in dieser
Arbeit ein Gesetz der Form

L=¢In ((TMT—fT)) 1)

angenommen. Dabei beschrefptdie Korrelationshnge in der quasidiksigen
Schicht, Ty die Einsetztemperatur (vom englischamsej und7),, den Schmelz-
punkt von Eis. lar die Eis-Glas Grenzikche wurde eine Korrelatiorégsige von
Esilica = D A und eine Einsetztemperatur vam ;.. = —9 °C bestimmt. Die
Korrelationsinge der Eis-Quartz Grenatihe ist mit¢,,,,.. = 7 A etwas foher.
Ein groRer Unterschied besteht in der Einsetztemperatihel der Eis-Quartz
Grenzfbche mit7y 4,0 = —1 °C deutlich oher ausillt. Dies Bsst darauf
schlie3en, dass die Struktur des Substrats das Gaehethschmelzen beeinfluf3t.
Die kristalline Quartzobeidiche stabilisiert rglicherweise das Eiskristallgitter
und unterdiickt somit die Entstehung einer ungeordneten quassitien Schicht.
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Die Schicht erscheint daher erst béheren Temperaturen und weist einélggre
Korrelationsnge auf.

Es ist bemerkenswert, dass in allen Reflelditgstudien die selbe hohe Dich-
te fur die quasi-fissige Schicht gemessen wird. Diese Dichte entsprichtaler v
amorphem Eis sehr hoher Dichte (VHDA, aus dem englisateep-high-density
amorphousDichte pyypa = 1, 25puater [4]). Eine Dichteerbhung dieser G-
Renordnung kann nicht durch Spannungen oder Verunreigeguim Eis erkért
werden. Die wahrscheinlichste E&kung ist, dass die Wassermdlék in der
quasi-flissigen Schicht eine neue Wasserphase mit hoher Dichenbild Was-
sereinschissen in Nanometer @ssenordnung in Zeoliten wurden bereits Was-
serphasen hoher Dichte beobachtet [5]. Die Tatsache, dassrduns gefundene
Wasserphase die selbe Dichte aufweist wie VHDA deutet ddrgn) dass sie
auch eineahnliche Struktur besitzt. Einige moderne TheoriénWasser [6] ge-
hen davon aus, dass Wasser einen zweiten kritischen Purdihiee Temperatur
von etwa 220 K aufweist. Unterhalb dieser Temperatur eisti ndglicherweise
zwei Wasserphasen, eine mit hoher (HDW) und eine mit nied(igew) Dich-
te. Die Eigenschaften von Wasser bei Normalbedingungeh dg&mnach durch
starke Dichtefluktuationen zwischen beiden Znsten bestimmt. Es gibt daher
Anlass zu Spekulationen ob die dichte Wasserphase in Hirsgdn stabilisiert
werden kann. Die Resultate der Reflektitimessungendkinen in diese Rich-
tung interpretiert werden.

Der Schwachpunkt der vorgeliegenden Arbeit ist, dass dd nidglich war
die gemessenen Resultate zu reproduzieren. Viele der uadlees Grenzéichen
zeigten kein Grenzfichenschmelzen, selbst wenn ein Substrate verwendet wurde
welches identisch mit einem war, an welchem zuvor eine eflizssige Schicht
gefunden wurde. Zum Beispiel wurde eine zweite Eis-Siliket@renzfhche ge-
messen, bei der kein Grerizéhenschmelzen beobachtet werden konnte. Es muss
daher gefolgert werden, dass die Prob@paration nicht reproduzierbar genug
ist. Noch verwirrender ist eine zweite Tatsache. Die Elg&&yglas Grenzfiche,
bei der Grenzeichenschmelzen beobachtet wurde, zeigte bei einem zweiten
periment finf Monate spter kein solches Verhalten mehr. Dank des Strahlen-
schadens im Eis vom vorherigen Experiment war églioh auf der selben Stelle
der Probe zu messen, so dagamliche Inhomogeraten als Erkdrung fir die-
se Diskrepanz ausgeschlossen werdamlen. Daraus muss geschlossen werden,
dass weitere unbekannte Parameter das Gamtghschmelzen beeinflussen. Lei-
der konnten diese Parameter in der vorliegenden Arbeit rdentifiziert werden.
Die Experimente an der Eis-Silikatglas Greazfie zeigen aber, dass sie (oder ein
Teil von ihnen) zeitabangig sein rifl3en.

Es ist wahrscheinlich, dass die Wassermolekeine gewisse Beweglichkeit
berbtigen um die Struktur der quasiifisigen Schicht anzunehmen. Diese ist in
natirlichen Grenzéichen immer hoch genug, da deren Rauigkeit grof3 ist und sich
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viele Verunreinigungen im Eis befinden. Im Gegensatz damlidie Grenztichen
der in dieser Arbeit verwendeten Proben fast perfekt. Eellda im Kristall, die
die Beweglichkeit der Moleldle erfohen lonnen, werden allerdings durch die Pro-
benpéparation erzeugt, wenn das Substrat in den Eiskristatihgeslzen wird.
Die zusatzlichen Verspannungen und Defekte, die dadurch erzeegtem, rei-
chen niglicherweise aus, um zusammen mit dem StrahlenschadeBildieng
einer quasi-fissigen Schicht zu bégstigen. Zwischen den beiden Experimen-
ten, die an der Eis-Silikatglas Grer&athe durchgéihrt wurden, wurde dieséif
funf Monate bei 16 K unter dem Schmelzpunkt gelagert. Die baggbei hohen
Temperaturen kann dazitren, dass Fehlstellen ausgeheilt und Verspannungen
in der Probe abgebaut werden. Aus diesem Grund ist die Matbder Eismo-
lekiille im zweiten Experiment geringer und eine quasssige Schicht edhter
Dichte kann nicht mehr aufgebaut werden.

Offensichtlich sind weitere Untersuchungen notwendig @s @renztichen-
schmelzen von Eis zu verstehen. Am wichtigsten ist es beddethoden zur
Probenpaparation zu finden. Dies kann zum Beispiel durch Kondensaitim
Wassermolelilen aus der Gasphase geschehen. Desweiteren istiggdie Be-
strahlungszeiten zu verringern. Da Strahleisidn eine grof3e Fehlerquelle dar-
stellen sollten die SynchrotronstrahlungsexperimenteMeithoden kombiniert
werden, die keine ionisierenden Strahlen verwenden. VéeEeblicke lonnten
von Experimenten an der Greréathe von Eis und organischeruiBsigkeiten (zum
Beispiel Heptan) gewonnen werden. In diesen Experimengemtie die Ober-
flachenstruktur des Eises mibRigenbeugung unter streifendem Einfall (Grazing
incidence diffraction) beobachtet werden, da Eis eidkene Dichte als Heptan
hat. Dadurchdsst sich eine evaneszente Welle im Eis anregen. An der &igsD
Grenzfiche werden diese Experimente durch Artefaktedgestie von Subli-
mation und Kondensation an der Eisohifie kommen. Diese Artefakt@hnen
durch den Kontakt mit einer hydrophoben organischéissigkeit vermieden wer-
den.
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Chapter 1

Introduction

Ice, and its liquid form water, belong to the most common miale on earth.
70% of the surface of the earth is covered with oceans and I@be ¢and mass
is covered with ice. These ice layers can reach depths ofadumeters. They
contain most of the freshwater on earth. The melting andziingepoints of ice
are within the environmental conditions that we experiefite landmasses have
been shaped by the transitions of liquid water to ice and vaploe phase tran-
sitions of water are the only phase transitions most peoe experience. The
climate of the earth critically relies on the distributiohtbe three phases of wa-
ter. The beauty of snow flakes and winter landscapes has loeenea by many
artists.

Ice interfaces play an important role in the life of most hasharhe first time
a child forms a snowball, it makes use of the unique propedi¢he ice surface.
Countless road accidents happen each year due to the loierraftice surfaces.
On the other hand, the low friction of ice and snow surfacaddd to the growth
of a huge winter sport industry. The strong adhesion of icseduge amounts of
money and chemicals to be spend in order to defrost airpldnesld climates,
infrastructure and buildings are damaged by frost heavenkvwarm climates,
the physics and chemistry of ice surfaces impacts atmogptieemistry, leading
to dramatic phenomena, like thunderstorms.

Although interfaces of water and ice are omnipresent in @y-td-day life,
their molecular structure is still under debate. One exanmplthe disordering
of the surface at temperatures close to the melting transitThis phenomenon,
known as surface melting or premelting of ice, was long agdisted by Michael
Faraday [1]. Since then, many techniques have been usedetstigate premelt-
ing on the solid-vapor interface of ice. Although this pheremon is still hardly
understood, the existence of surface melting of ice is dedep the scientific
community. Investigating the solid-solid interface of isemuch harder. How-
ever, for many processes in engineering and nature, thiseisniore important

1



2 CHAPTER 1. INTRODUCTION

case. Unfortunately, until recently there were no expenit@lemethods available
to measure the interface melting of ice accurately.

X-ray reflectivity has become a standard tool for analyzilegteon density
profiles perpendicular to the surface of a sample. The adwedtd generation
synchrotron sources made it possible to extend this methiothé investigation
of previously inaccessible systems, such as buried irtesfa High energy x-
ray beams with focal spot sizes of only a few microns are nédaneasure
reflectivity curves with the quality needed for data anaystuch experiments
require high quality of the reflecting interface as well asplositional and angular
accuracy and stability of the diffractometer.

The interface melting of ice has been investigated for tis fiime with high
energy x-ray reflectivity in the course of the PhD thesis oh@ Engemann [3].
Its presence could be confirmed at the solid-solid interfddge and silicon diox-
ide. The obtained reflectivities were of high quality and tésults reproducible.
The goal of the work presented here was to deepen the insighpiemelting of
ice by investigating the influence of different substrateparties. For this rea-
son many different substrates were used, to observe themt#uof chemistry,
morphology, hydrophobicity and impurities. In the samestirthe experimental
technique was continuously improved by a better understgnaf the substrate
properties necessary for collecting high quality data &edlevelopment of better
data collection and analysis techniques.

The second chapter of this thesis will discuss the physiagperties of ice
and its interface. It is also giving an overview over the wtitét has been done
so far on this topic. The following chapter will explain theperimental method
used. In the fourth chapter the sample preparation, expetahsetup and data
analysis is explained. The results of the measurements fdorikis thesis are
shown in chapter 5 and discussed in chapter 6. The thesisnetidsonclusions
and outlook in chapter 7.



Chapter 2

Ice

The purpose of this chapter is to give an overview over thesigly properties of
ice that are important for this work and the work that has lakmre so far on the
premelting of ice. At first the structure of the water molecahd the ice lattice,
as well as the defects within, will be discussed. Then theiapproperties of the
ice interface will be highlighted. The phenomenon, that asstamportant for this
thesis, is the interface melting of ice. The theoreticalknawne on this topic will
be described in section 5, followed by a section that desstibe different results
that are obtained by different experimental technique®. |&kt chapter discusses
the environmental impact of interface melting of ice.

2.1 The water molecule

From the structural point of view, the water molecule is v@mple. It consists of
an oxygen atom that is covalently bound to two hydrogen atdrhe distance of
an O—H bond is 0.957&. The angle between the two O—H bondg @&.52°[7].
Due to the big difference in electronegativity between thggen and the hydro-
gen atoms the water molecule exhibits a strong dipole moofént86-1073° Cm
(1.8546 debye) [8].

The high electronegativity of the oxygen atom allows theewvamolecule to
form hydrogen bonds. In this type of bond the hydrogen stayalently bound to
one oxygen atom and forms a much weaker and longer lengthwibth@nother
oxygen atom. The molecule to which the hydrogen atom is eoxisd bonded
is sometimes called the “proton donor”, while the other roole is called the
“proton acceptor”. Each water molecule can accept and édnatprotons. Since
the acceptor sites are located in directions tetrahedoplbpsite to the donor sites
this produces tetrahedral bonding around the oxygen atom.

Although the water molecule has a very simple structureritfoam an amaz-

3



4 CHAPTER 2. ICE

ing wealth of different phases. Today we know 15 crystalphases of ice. Water
also shows polyamorphism. This is the ability to form mor@ntlone amorphous
structure. The best overview over the crystalline and ahmup structures of
ice can be found in [9]. Even the structure of liquid water anplicated and
not solved (see the review paper of B. Winter and M. Faubel 0@l references
therein).
There is only one ice phase that is stable under environineoaitions on

earth. This phase is called icelh. The other phases are dhedcope of this
work. In the next section the structure of this phase will lseassed in detalil.

2.2 lIcelh

Icelh is the only stable solid phase of ice that can be founthénenvironment.
The roman number has been introduced by Tammann [11] a&etiitovery of
high pressure phases of ice. Until today ice phases are naittecbman numbers
which indicate the chronological order of the phase’s discg The “h”, which
stands for hexagonal, is usually added to distinguish ihftbe metastable cubic
phase Ic.

The structure of ice has first been proposed by Pauling [1@understand it
is helpful to consider the oxygen lattice and the hydrogéiicseparately. The
oxygen atoms form a hexagonal lattice with the 'wurtzitetsture. Each oxygen
atom has four nearest neighbors at the corners of a regtdanéelron. This leads
to the formation of puckered rings perpendicular to the is-akhe stacking order
of this layers iSABABAB. . This sequence resembles those of hexagonal close-
packed metals. The lattice parameters are a = 4%64a8d ¢ = 7.357A at -20 °C.

While the oxygen atoms form a well ordered lattice there isamgirange
order in the hydrogen network. Instead the hydrogen atotieixfdahe so called
ice rules.

1. Each oxygen atom is covalently bound to two hydrogen atoms
2. There is exactly one hydrogen atom per bond.

The first rule is a consequence of the structure of the watdéecule which is
the basic building block of the ice crystal. The second rala consequence of
the hydrogen bond, which consists of a proton acceptor andtarpdonor (see
section 2.1). In areal ice crystal these rules are not alwaiisfied. This leads to
protonic point defects (see next section).

Pauling realized that all the possible hydrogen configanatsatisfying the ice
rules are nearly equal in energy. At normal temperatureg tiseno configuration
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that is stabilized. This disorder gives ice an excess entritpwas first exper-
imentally discovered by Giauque and Ashley [13]. Paulingickd his model
to account for this and calculated the zero-point entrSpy= 3.371.J (Kmol),
which is in good agreement with the experiments.

It is possible to describe the ice structure with the avestgecture. In this
model each bonding place is occupied by half a hydrogen atdw.space group
of this average structure iSFFmmc. The average structure of Icelh is shown in
Fig. 2.1.

At temperatures below 72 K the ordered phase of ice is stabilj14]. It is
called iceXI. It has an orthorhombic structure of space gréme; [15] [16].
In reality this structure can not be obtained for pure iceeithe mobility of the
water molecules is too low to change to the new structure.

Recent theoretical work [17] has shown that above a critealperature the
proton lattice can undergo a phase transition into a comlgldisordered state, in
which the ice rules are not valid anymore. The protons arilolised randomly
over the possible lattice sites. For bulk ice this transitiemperature lies above
the melting point, so that it can not be observed. Howevés,possible that this
disordered phase appears in the vicinity of the ice inter{see section 2.5.2 for
more detail).

2.3 Protonic point defects

Protonic point defects are defects that are special to ibey &re generated when
one of the ice rules is broken. They have been first discoveydsijerrum [18].
Breaking the first ice rule results in charged ions. Thesestgpeefects are there-
fore called ionic defects. When one proton jumps from itslitktice position to

a neighboring oxygen atoms two defects are created. Thesfomtom misses its
proton and turns to an OHion. The second oxygen atom has now an additional
proton and turns to kO™

Special to ice are rotational defects. These are created a/hater molecule
is rotated on its ideal lattice position. This results in alation of the second ice
rule since now there is one empty bond and one bond with twimpso Empty
bonds are called L-defects (from the German word “leer”). uble occupied
bonds are called D-defects (from “doppelt”). Rotationaletts are called Bjer-
rum defects. The model of a completely empty bond or a bonk tmib protons
is highly oversimplified. In reality these defects encongdasge perturbations of
the lattice around them [19] [20].



6 CHAPTER 2. ICE

Figure 2.1: The average structure of Icelh. The blue spree®xygen atoms,
while each red sphere stands for 1/2 average hydrogen afidmescrystal lattice
is shown from thg1010) (top image) and th¢2110) (bottom image) direction.
The illumination is parallel to th€0001) direction. This way the shadow on the
bottom of the images depicts the projection of the lattic® dne basal plane.
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2.4 The ice interface

The surface of ice has been under investigation almost shree@dvent of sci-
entific culture in the western world. Already Descartes maloiservations about
snowflakes and deduced the importance of the surface piegpeftice [21]. To-
day the structure and the processes taking place on iceceartand interfaces
remain unclear. This is partly because of the high vaporspiresof ice, which
renders the application of most surface techniques implesand partly because
the results of surface experiments depend critically orsétmeple preparation and
purity.

Experiments have shown that the surface of ice is positsiedyged. Petrenko
showed in slider experiments [22] that the surface chargmlykcrystalline ice is
g =%~ +1.6-1072 Cm~2. Petrenko and Colbeck confirmed this result for
natural snow in an interesting field experiment where algkie where used as
a probe [23]. The experimental findings correspond well &itinodel proposed
by Fletcher [24]. Due to electrical interactions it is eregically more favorable
for the main part of the water molecules to orientate thevesealvith the protons
pointing out of the ice. Since the bulk ice is uncharged tineust be a subsurface
layer with a high amount of rotational disorder of the water@cules to screen
the surface charge. Dosch et al. confirmed the existencasolaer by surface
x-ray diffraction [25].

As the temperature of the surface approaches the meltimg thei first molec-
ular layers of the crystal become disordered and looseltregrrange order. This
disordered layer is called a quasi-liquid layer. The phesoon is called interface
melting (or in the special case of the free surface meltinghremelting. The
thickness of this layer increases as the temperature sdréosthe melting point.
In the following subsection model descriptions for the duigsiid layer will be
discussed. Then, experimental evidence will be shown ®ptemelting at free
surfaces and the solid-ice interfaces. The section wikelwith some remarks
about the importance of this phenomenon for technical and@mmental pro-
cesses.

2.5 Theory of interface melting

At the beginning of this section it might be helpful to clgadkefine what is meant
by interface melting. Under the definition of premeltind &l phenomena where
part of the material forms a liquid equilibrium phase indide solid region of the
bulk phase diagram. This excludes non-equilibrium effekéssupercooling, but
includes premelting due to confinement and curvature. Butigwvork the term

interface melting will be used to describe premelting éf¢hat occur due to the
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presence of a non-curved interface. The material that i®imiact with the ice
will contain only one half space and therefore not confineitkan any way. In
the case that the other material is a gas or vacuum the tefatsunelting is also
used.

Interface melting is a phenomenon that is not unique to iceth@ contrary,
most materials show interface melting on some of their &acktost of the fun-
damental work done on premelting has been done in the stutigusd metals.
However this work will focus on the interface melting of ideéor works done on
other systems see [26] and [27]. A recent theoretical waoduced a thermo-
dynamical theory valid for all materials [28].

Obviously, premelting and melting are closely related. ireroscopic mech-
anism that leads to melting is not clearly understood. Tatagems that the
interface of a solid plays an important part as acting as déenador the melt-
ing process. Theéindemann criterio29, 30] states that melting starts when the
root-mean-displacement of the molecules reaches appabeiyn15% of the in-
termolecular distance. Since the molecules at the surfelcieh lack up to half
of their neighbors, are more loosely bound, they have mughehmiroot-mean-
displacements than bulk molecules at the same temperdtoiseimplies that the
Lindemann criterion is fulfiled much earlier for the intack layers. Of course
the Lindemann criterion is an oversimplified view of the nmgjtprocess. But it
shows the importance of the interface contribution. The that it is possible to
supercool liquids, but very difficult to superheat solidgsorts this idea. The few
cases in which it has been possible to superheat solids pegigents in which
the properties of the solid interface have been changea@mple by applying
special coatings).

Interface melting can be complete or incomplete. It is chitecomplete, or
blocked, when the thickness of the premolten layer satsiata finite thickness.
The interface melting is complete when the layer thicknesssdo infinity upon
reaching the bulk melting temperature. Since this is asdumée the “normal”
case, the “complete” is most of the time dropped. In this vibekterm “interface
melting” will refer to complete melting and in cases of bledkmelting behavior
we will use the term “incomplete interface melting”.

2.5.1 Phenomenological theory

This theory describes the melting process by thermodynanoigerties, i.e. the
material is considered from a macroscopic viewpoint andasmanuum. Clearly,
this theory must fail for layers with a thickness of just a fewnolayers.

Solids that are wet by their own melt posses lower surfaceggrfer the wet
surface than for the dry surface. The wet surface considisminterfaces. The
solid-liquid interface and the liquid-vapor interface.rfosolid surface to be wet
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by its own melt,
Ysv = YsL +Lv (2.1)

must be fulfilled.vsy is the free energy per area for the solid-vapor interface and
vsr, Yrv are the free energies per area for the solid-liquid and theédivapor
interfaces, respectively. In this case the free energy @fstilid can be reduced
by melting the first monolayers and thereby covering theaserfwith a quasi-
liquid layer. For this process the latent heat of melting teabe procured. At
temperatures close to the melting point this can still teisu& reduction of the
free energy of the solid.

The free energy per aref, for a solid wet by a quasi-liquid layer is

(Th —T)

T (2.2)

F(L) =vsq +vqv + LQmpa
Here,T is the temperaturd,,, the bulk melting temperaturé, is the thickness of
the quasi-liquid layer,; is its density(),,, the latent heat of melting and ¢, vov
the surface energies per area for the solid-quasi-liquititae quasi-liquid-vapor
interfaces. Note the approximation in Eq. 2.2 that the kteat of melting is the
same for the solid/quasi-liquid transition as for the dbludk liquid transition.

Since the physical properties of the quasi-liquid layerdafferent from a bulk
liquid, the quantities;s andygy are unknown. To replace them with the known
surface energiess; and~.y a certain structure of the disordered layer has to
be assumed. Since there are no structural models for the-lguad layer it
will be assumed that the structure is that of a bulk liquid #tdl “feels”, due
to its thinness, the underlying crystal lattice. Therefarearries some of the
properties of the solid and its physical properties will hebetween those of a
bulk liquid and a solid. The relevant order parameters ferrielting transition
are the Fourier componenis of the density having the periodicity of the crystal
lattice. U; = 1,7 > 1 for a perfectly ordered crystal and, = 0,7 > 1 for the
completely disordered liquid. The free energy per arealferquasi-liquid-vapor
interfaceyqy lies between the value for the liquid-vapor interfage and the dry
interfaceysy .

Yov =vv + ¥ (ysv — YLv) (2.3)

Similarly, the surface free energy per area for the solidsifiquid interfaceysg
will be smaller than the value of the solid-liquid interfagg. .

Ysv = (1 = ¥) sz (2.4)

For short-range forces, which have been shown to dominaieeifsee section
2.6), the order parameter decays exponentially with theetaron lengtht

U = e LS (2.5)
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Substituting these values into Eg. 2.2, we get
(Tvm =T)
T

The growth law of the premolten layer is obtained by minimizEq. 2.6 with
respect tal.

(L) = sz + v + LQmpqu + (ysv — yov —vsp) € M6 (2.6)

8f . (T]W — T) A’)/ —LJ)E _
oL - LQmpqll T]W - 5 € =0 (27)
with Ay = vs — vrv — 7s.. This yields the growth law
L=¢In : 2.8
¢ (fQMpqzz(TM -T) 28)
By introducing the onset temperature
TMA’)/
T, = 2.9
© fQMﬂqzz ( )
at which the premelting starts, one can rewrite the growthifaa more simple
way
To
L=fn|———]. 2.10
: ((TM - T)) (2:10)

From Eqg. 2.9 itis clear that interface melting can only odourmaterials where
Ay = vsy —vLv — s IS greater than zero. This is the constraint that the sokd ha
to be wet by its own melt that we formulated in Eg. 2.1. Notd tha interfacial
free energies per area vary for the different facets of ataky3his means that
some of the facets of a crystal show interface melting andrethot. In the case
of ice it has been shown that the thickness of the premoligsr ia much smaller
on non-basal facets [31].

Recent experiments [3] have shown that for large layer tleskas the system
changes from short-range forces to van der Waals type foftlkes same is ex-
pected for systems with a large amount of impurities [32]thiis case the order
parameter decays with a power law. This leads to an algegraveth law

L(T) o (Tyy — T)~ Y0+, (2.11)

The exponentiak depends on the type of interaction with= 2 for non-retarded
andn = 3 for retarded van der Waals forces.

2.5.2 Other theoretical approaches

Ice, with its network forming hydrogen bonds, is a very coexpdystem. Hence,
many theoretical methods used to investigate less congticsystems, like met-
als, fail for ice.
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Electrical interactions

One of the first theoretical predictions for the surface meglof ice has been
given by Fletcher [33]. He analyzed the electrical intaoacst between the water
molecules. As shown in section 2.1, the water molecule feata strong dipole
moment. There is no long range order in the hydrogen netwodkilaerefore in
the orientation of the water molecules. Therefore the taigon of the dipole
moment of the water molecules at the ice surface should Iiststal. Half of
the dipole moments will have a component reaching out of tinase, while the
other half has a component reaching into the crystal.

The water molecule is not a symmetrical dipole and its aleadtpolarizability
has quadratic nonlinearities. Because of this, the energgcaged with both
orientations of the surface water dipoles is not the same sLinface lowers its
energy by adopting a structure where the main part of thaserholecules orient
themselves with their protons pointing out of the ice swefdence leading to the
surface charge of ice (see section 2.4). This reorient&ionly possible inside a
disordered surface film.

Fletcher concludes that the transformation of the surfiaiea disordered, but
orientationally polarized, quasi-liquid layer is favolalat temperatures between
-30 °C to -13 °C and the bulk melting point. The thickness &f ldyer is in the
order of “tens of angsims” close to the melting point.

Dispersion forces

Elbaum and Schick have applied the theory of dispersiorefoto premelting
[34]. A quasi-liquid layer can only form if the dry surface vuget by its own
melt (see section 2.5.1). The Dzyaloshinskii-LifshitzaBvskii method used by
the authors connects this constraint with the polariz&pldf the material. The
polarizability of water is favorable to interface meltingthin film thicknesses
but suppresses it for large thicknesses, where retardatieats start to become
important. Hence interface melting is incomplete. The mmaxn thickness for
the quasi-liquid layer is 3@. Fluctuations can increase this value but can not
change the scenario to complete wetting.

The DLP method was also used to evaluate substrate effeqiscimelting at
the ice-solid interface [35]. It turns out that interfacelting is favorable when
the polarizability of the quasi-liquid layer lies betwedrat of ice and the sub-
strate. Unfortunately their paper deals mostly with thedffof van der Waals
interactions. Recent experiments favor that the domindatastions in pure ice
are of short range nature [3]. Only for very thick quasi-ldjlayers long range
forces seem to dominate. Consequently, the layer thickaesdeulated by the
theory are much smaller than the experimental values.
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As the theory treats the premolten layer from a macroscagit pf view it is
not applicable to very thin layer thicknesses.

Pressure melting

Another mechanism, unique to ice, was presented by Makk@&nThe density
of ice is lower than the density of water. Therefore ice shpvessure melting.
Increasing the pressure reduces the melting point of ice.fdlecules in bulk ice
are in a force equilibrium. The surface molecules miss Heli@r neighbors and
therefore feel a net force pulling them into the bulk. Thesptee resulting from
this force is calculated and compared with the melting paeduction resulting
from pressure melting.

According to the calculations the onset temperature of pteng is -13 °C.
Note that this premelting mechanism is not limited to systehat are wet by
their own melt but to all systems that show pressure meltinghe same pub-
lication contact angle data are presented that indicatadbas non-wetting. In
this case most other theoretical approaches cannot expkipremelting. How-
ever, it remains unclear if the contact angle data can bagodated to equilibrium
conditions.

Thermodynamical theories

Henson et al. presented a thermodynamical theory that eahall sorts of mate-
rials [28] and discussed the consequences specificallgédBi7]. They observed
that the growth law for different materials falls into twagips if their layer thick-
nesses are not plotted against the temperature but agendtémical activity

-Psolid

‘ -Pliquid
of the premolten layer, with the solid sublimation presstiig, and the liquid va-
porization pressuré’;,..s. One group contains all atomic materials, like metals,
while the other contains all molecular materials, like oiganolecules and ice.
The thickness of the quasi-liquid layer is calculated usitajtice gas in the grand
canonical ensemble. The calculated thickness agrees \iklpwblished results
on ice. Itis interesting to note that the theory does notaiordany adjustable pa-
rameters. Note also that in this theory the quasi-liquiéfay thermodynamically
identical to bulk water.

(2.12)

Proton disorder

Ryzhkin and Petrenko showed [17] that the proton sublataceundergo a phase
transformation into a completely disordered state. Inphisse the protons do not
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follow the ice rules, but are randomly placed in the latti€er bulk ice this phase
transformation occurs at temperatures above the bulk mggoint.

In a second work [38] this theory was applied to the interfaCiee. In the
case of a semi-infinite crystal there is a region close torterface in which the
order parameter is reduced. The phase transformation ©toeirefore at lower
temperatures. This leads to a region of complete hydrogemdkr at the interface
of ice. The interface phase transformation temperaturppsoximately -30 °C.
However, only the hydrogen lattice becomes disorderedigattémperature. At
higher temperatures this disorder can lead to the meltirigeobxygen sublattice.
In this model the premolten layer consists of two layers. yefaof complete
disorder, which is closer to the normal definition of the qdiggiid layer, and a
second layer underneath where only the protons are digmtder

Molecular dynamics simulation

One of the first molecular dynamics simulations on ice wasdonWeber and
Stillinger [39], the melting behavior of clusters of 250 wainolecules in contact
with a potential wall was investigated. The water moleculese simulated in
the ST2 potential, which treats them as rigid asymmetriorsowith hydrogen
bonding. The simulation was able to reproduce the bulk siracof ice. Upon
increasing the temperature in the simulation, melting weseoved. The clusters
started to melt at the surface and the melting front movedidea:

In a later work Kroes [40] examined premelting at an infingde (0001) sur-
face, employing the more advanced TIP4P model for the watdecules. This
model features positive charges at the hydrogen atoms aegkdive charge at the
oxygen atom. Dispersion and short-range repulsion betweemolecules is de-
scribed by a Lennard-Jones potential, which is centeretd®@nxygen atom. The
ice surface was modeled with several layers of fixed wateeoudes as a bulk
substrate on which twelve layers of unrestrained water cutds were placed.
The simulation results confirmed that melting starts at thréase of the ice. The
mobility of the water molecules is greatly increased while brder parameters
are reduced. This effect is strongest in the top layer andydetoward deeper
layers. The disordered layers do not become completelydhiike, but remain
with some of their solid properties.

Simulations on similar systems have been done by Nada antk#&wa [41],
employing a modified TIP4P potential and eleven layers okewatolecules on
top of a fixed ice lattice. In addition to the basal surfacecef the properties of
the prism surface were investigated. The onset temperiagthigher on the prism
face and the thickness of the premolten layer is smaller tmathe basal face.
These observations agree well with experiments.

Note, that all of these simulations neglect quantum effegtsch have been
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shown to play a role in ice [42]. Unfortunately, only quantamechanical simu-
lations of bulk systems exist, showing that the simulatettingetemperature can
shift by about 80 K when including quantum effects [42].

2.6 Experimental evidences of interface melting of
ice

A lot of experimental work has been carried out to find integfanelting effects,
mainly on metals. For an overview see [26, 27, 43]. In contrasly few ex-
periments have been performed on the premelting of icengadivery different
results depending on the experimental technique and th&gatyuantity that is
probed in the experiment. An overview about the work donecersurfaces can
be found in [9] and [44]. Most of the work has been done on tee Burface of
ice and only very few experiments have investigated bunestaces.

2.6.1 Ellipsometry

In ellipsometry linear polarized light is reflected from thebed interface (for
a short introduction see [45]). The ratio of the complex Re¢oefficients of
reflection for light polarized parallelH,) and perpendicularK;) to the incident
plane contains the information about the sample

= —. 2.13

P= R, (2.13)

p is called the ellipticity. In the experiment the relative @itude attenuation of
the reflectiontan ¥ and the relative phase shilt are measured. They are related
to the sample properties by

p=tanW. e, (2.14)

Equation 2.14 can be solved analytically only for pure swbss. For more com-
plex systems models are employed where the free parametdided to the data.
It is possible to determine film thicknesses from 1o 100 m with this method
with an accuracy as high as 0A1[45]. Ellipsometry is one of the few interface
techniques that can be used to investigate buried interfacevided that one of
the solid materials is transparent for light. Although isetransparent at opti-
cal wavelengths, it has been impossible to prepare the iacguwith a quality
that is high enough to allow the beam to penetrate from thsiage This limits
ellipsometry measurements to investigations of transpaa@id-ice interfaces.
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Furukawa et al. [46] used ellipsometry to investigate thdase melting of
ice at the basal and prism planes of ice. A strong change iretagve phase shift
at —4 °C for the prism face and at —2 °C for the basal plane wasdfevhich was
addressed to the formation of a transition layer. The chantee refraction index
was not strong enough to determine the growth law quantalihe layer thick-
ness grows with increasing temperature. The index of reéfraof the transition
layer is close to the value of water.

Beaglehole and Wilson [47] performed ellipsometry measerésion the ice-
glass interface, with ice single-crystals frozen ontogdatf float glass. The float
glass plates were treated in different ways before freethiagce to them. Using
clean and smooth glass substrates no interface melting etastdd. A change
in p was found only for temperatures higher than -0.005 °C, bstwhAnished for
etched glass plates. Therefore the authors concludedhibr&t is no evidence for
premelting at smooth and clean glass interfaces.

Some glass substrates were roughened by etching in HE/adid solutions.
Subsequent characterization with AFM shows height fluzinatof 40A. Freez-
ing these plates onto the ice samples, premelting could textdel at tempera-
tures higher than -5 °C. A power-law type growth-law with apa@xent of —2
was found. The thickness of the molten layer is 1808t —1 °C.

Another set of premelting experiments were performed widisg substrates
contaminated with salt (NaCl). Changes in the ellipticity &&und for temper-
atures higher than —1 °C to —2 °C. Since the index of refraaifomater changes
with increasing amount of impurities, modeling of the dataery difficult. Treat-
ing the premolten layer as bulk water and using the tabulaidction index the
thickness of the premolten region was calculated for theegperatures. From
these they derive a power-law growth with an exponent of —1.

Finally, a rough glass substrate covered by a thick hydrbghayer was in-
vestigated. No change in the ellipticity was found. Howewdren the experiment
was repeated with a smooth hydrophobic glass substrate eaidence for pre-
melting was found. This was somewhat contradictory sinta&face melting was
not expected for smooth substrates.

There are some limitations to ellipsometry measuremeatsidve to be taken
into account. Ideally it is possible to probe layer thiclgessin the sub-nanometer
regime. However, the ice-quasi-liquid layer interfacedhapresents such condi-
tions. The refractive index of water is close to exhibit af lsut the quasi-liquid
layer is not expected to have the properties of bulk watee ks to assume that
the index of refraction will be between the value for ice aradev. Another strong
assumption is that the quasi-liquid layer is well-definethva uniform index of
refraction. It is much more likely that the real ice-quaguld interfaces exhibit a
gradual change of the index of refraction. Neither of théBxts has been taken
into account in the studies discussed above. The greatestwss of the ellip-
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sometric studies is that they only allow to determine twapaaters. From these
a complicated model of the index of refraction profile is deztli Clearly, this is
only possible by employing some assumptions. This might exgdlain why el-
lipsometric studies give consistently higher values ferdhset temperature than
other techniques.

2.6.2 Sum-frequency vibrational spectroscopy

This technique is a second-order nonlinear optical spectqmy method. The sam-
ple is illuminated by two laser beams of different frequesci; andw,. Due to
non-linear effects in the sample the photons can mix andym®an outgoing
beam of frequency, + w,. The output signal is proportional to the square of the
effective non-linear susceptibilitygff(wo = w; + wy). The method gains its in-
terface sensitivity from the fact that the symmetry of theaee layer is different
than the bulk. In bulk systems with inversion symmetry, saglice,xZ,, = 0. At
the interface this symmetry is obviously broken. The sumuencyw, = wi +ws

is only generated at the top interface layer. This allowsrtiasurement of vibra-
tion modes of the surface molecules only, which are not adgleswith any other
technique. The drawback is that only one monolayer is pr@wetino informa-
tion is obtained about properties of the subinterface Ry&epth profile or the
thickness of the quasi-liquid layer can not be measured.

Shen and Wei have applied the technique to the surface [4&MBinterface
[50] melting of ice. All experiments were performed on thes&laplane of ice.
For the free surface the disordering of the topmost layetssé7 = 200K. It
is not surprising that that this temperature is much lowantthe onset tempera-
tures measured by other techniques, where the quasi-laygd has already been
created at the onset temperature, thus replacing the aligtid-vapor interface
by two new interfaces (see section 2.5.1). Partial disardére topmost layer of
ice molecules is likely to occur at much lower temperatugsce information is
obtained only for the topmost layer it is impossible to detee how the disorder
penetrates into the subsurface region. The authors contipauspectrum of ice
with that of supercooled water surface. There are cleagmdiffces in the spectrum
demonstrating that the surface structure of the quasiditpyer is different than
the bulk water surface structure.

The interface melting was measured with a hydrophobic angdaophilic
substrate. An OTS coated fused silica plate was used fonythe@phobic exper-
iment. The authors observe that the interface monolayeigtgyhdisordered at
all temperatures. The hydrophobic interaction inhibitg amentationally ordered
structure of the OH bonds of the water molecules.

An uncoated and clean fused silica substrate was used férythephilic in-
terface with a strong interaction between the silanol (SiQHbups of the sub-
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strate surface and the water molecules. Therefore the waidkscules show no
disorder up to -1 °C. Measurements were performed while rfigpdlie sample
above the melting point. A flipping of the orientation of somater molecules
can be observed. It seems that the OH bonds at the silicafccéhe silica/water

interface are orientated in opposite directions. This sstgthat interface melt-
ing is absent or occurring only very close to the bulk meltpmint or that the

surface structure of the quasi-liquid layer is more ice-likan water-like for the
hydrophilic interface.

2.6.3 Atomic force microscopy

The atomic force microscope measures forces between thelesanrface and a
sharp tip. The bending of the cantilever due to the forcesdasured by the de-
flection of a laser beam from the backside of the cantileveset?of piezoelectric
actuators allows the AFM tip to raster-scan the sample. BBerdial part of the
measured signal originates from interatomic repulsiondsr Since these forces
are extremely short-ranged it is possible to obtain atoesolution [51]. Long-
range forces, which can be repulsive or attractive, deeréhaesresolution and can
complicate the analysis of the force signal dramaticallgnd-range forces can
originate from Coulomb forces between charges, van der Viatgisaction, cap-
illary forces and other sources. Special care has to be taken imaging soft
materials, since they can easily be damaged by the tip.

Unfortunately ice has most of these negative properties doft and easily
damaged by the tip [52]. The premolten layer is a source aflagpforces. This
renders AFM measurements on ice very difficult and unrediafilhe results on
premelting from different groups differ not only quantivaly but also qualita-
tively. It is unclear whether the signal is influenced by ptee melting and how
much heat is transferred from the laser into the ice. The whfgtult part in the
analysis of the data is to account for squeezing of the dicpsd layer and the
plastic creep of the soft ice. Lastly, the AFM does not measuiree surface, but
an interface between the AFM tip and the ice. This surfaceamgly curved (ra-
dius of curvature around 10 to 100 nm), with unknown rougbraexl geometry.
Eastman and Zhu address some of these problems [53], ngsirta modified
growth law for rounded tips. Calculating the heat flow into itefrom the laser,
the temperature rise was found to be significant.

Measurements have also been performed bypenschmidt and Butt on poly-
crystalline ice that has been frozen onto mica sheets [348. upper limit for the
thickness of the quasi-liquid layer was calculated to berhzah—24 °C and 70 nm
at —0.7 °C. They also performed experiments on ice with sgiuities [55] de-
tecting a strong increase of the layer thickness. In addibdhe above mentioned
problems of AFM experiments on ice, the samples used by tospwere very
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rough with peak-to-valley distances of the order of 100 nrhe &uthors write
that "This might be a problem when determining the thickrefabie quasiliquid
layer”. Furthermore the sample was subject to sublimatiocesno measures had
been taken to control the humidity of the air. Interpretatbthe data is thus very
difficult. The authors give the best proof since in the samer yieey publish a
paper that explains the results by plastic deformation.[56]

Bluhm et al. [57] measured the friction coefficient on polatafline ice at
low temperatures (—40 °C to —24 °C) without observing a préendhyer in the
temperature range of the experiment.

Petrenko conducted AFM experiments on ice single crysi&pwWith some of
the sample surfaces covered with a thin decane layer. Tthiges capillary forces
and renders the ice surface much more stable since it psegeaporation. It was
found that even under the decane film the surface stays vebjlan®@amage by
the tip was healed within minutes. From the data it was caleduhat a quasi-
liquid layer forms at the ice-air interface for temperasugeeater than —13 °C with
a thickness of 3.5 nm at —10.6 °C. He did not observe a premialten for the
ice-decane interface.

Several experiments have been performed by Pittenger ¢§b68].studying
the plastic flow under the AFM tip and electric effects for aged tip [59].
In a later and careful study [60] they investigated the proge of the quasi-
liquid layer at temperatures between —-17 °C and -1 °C. Pramgelts detected at
temperatures greater than -10 °C. Assuming that the qupsdlhas the viscosity
of supercooled water and can be described by a viscous flotinaom model,
they calculate layer thicknesses of 2 6or —8.28 °C and 11 for —1.01 °C. They
also did experiments with a hydrophobically covered tipthis case the thickness
of the quasi-liquid layer is reduced tofvat —1.01 °C.

In conclusion, the more careful studies agree on the existen interface
melting for hydrophilic tips at temperatures higher tha® <C to —15 °C. Hy-
drophobic coatings of the tip or the sample suppress premgelt

2.6.4 Quartz crystal microbalance

Tsionsky et al. used a quartz microbalance in order to inya&tst interface melt-
ing in frozen water and aqueous solutions of perchlorid an@iNaSO, [61, 62].
The quartz crystal vibrates at its resonant frequency inreosaoding medium.
This frequency is influenced by the properties of the medilosecto the crystal.
The thickness probed is about 100-300 nm hence giving thieodetterface sen-
sitivity. In the experiment the admittance (the inversehaf tomplex resistance)
is measured. It shows characteristic resonance curves atsbnance frequency
of the crystal. Changes in the medium change the position laayksof the reso-
nance.
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With this method a quasi-liquid layer could be detected iregae for7" >
—3 °C. In aqueous solutions the layer could be detected betwgén°€ and
—2 °C. The method does not allow any direct measurement foththkeness of
the premolten layer. For the aqueous solutions the autlsgrs/iscoelastic and
viscous models of the premolten layer to calculate layaktiesses. At -5 °C a
thickness of 16 nm for a 0.1 M N8O, solution and 54 nm for a 0.1 M perchlorid
acid solution was calculated. Upon heating the solutiorvabd °C the behavior
of the quasi-liquid layer changes from viscoelastic to ois

In a later publication [63] the thickness of the quasi-ldjleyer was mea-
sured in parallel by laser interferometry. The resolutibthe interferometer was
10 nm. The measurements were performed with a third aquetutsos (10 mM
K,Fe(CN), + 10 mM K3Fe(CN)) at different pressures. The measurements from
the interferometer agree reasonably well with the caledl#yer thicknesses.

This method lacks the resolution to detect very thin quigsiidl layers, which
explains the high onset temperature. It is important to tiwethe measurements
have not been done in pure ice. Impurities are expected tease the thickness
of the premolten region and even change the growth law [32¢rdfore, the data
can not be compared with values for pure ice.

2.6.5 X-ray diffraction and refraction

The free surface of ice has been studied with glancing anghkey xscattering
(GAXS). The sample surface is illuminated by an x-ray bearglancing inci-
dence. The angle of incidence is smaller or close to the avfgiatal reflection
of the material. This leads to the creation of an evanescawe\w the surface re-
gion of the sample. The penetration depth of the evanescare field and hence
the surface sensitivity can be tuned by varying the incidemnt exit angle. This
method is very powerful for investigating the solid-liqurdnsition since it probes
directly the long range order of the crystal. Since the phasecity of light for
x-rays is higher in materials than it is in vacuum, the indese@raction is smaller
than one. In contrast to visible light, optically denser en@ls exhibit a lower
index of refraction. Total reflection occurs for probing besgpassing through the
interface from the lo (electron) density side to the higle¢&lon) density side.
Therefore this method can be used to investigate any fréacgurBuried inter-
faces, however, can be probed only on the high density sitteeahterface. Since
it is difficult to find a material that has a smaller electromsigy than ice, it is not
possible to probe the ice interfaces with this method.

Premelting of the ice-vapor interface has been investigbyelied et al. [31,
64] using single crystals of different orientations in theeriments. The data
confirm a logarithmic growth law. The loss of long-range setat —13.5 °C for
basal and —12.5 °C for non-basal surfaces. For the basalcsuaf surprisingly
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high correlation length of 84was obtained for the quasi-liquid. This leads to a
layer thickness of approximately 160at —2 °C. The non-basal surfaces exhibit
approximately half that layer thickness. At temperatifes- —1 °C a strong
increase in layer thickness can be found. This could be damga change from
short-range to van der Waals dominated forces (see sectal) 2

As discussed above GAXS can not be used to study the struadtbreied ice
interfaces. A very effective tool to study these systemsgh bBnergy x-ray reflec-
tivity (XRR). Since this technique has been used in this wonklltoe discussed in
detail in chapter 3. Engemann et al. investigated the mterbf naturally grown
amorphous silicon dioxide with the basal plane of an icelsingystal [3, 65] and
found premelting at this interface according to

o —47 °C
L=37Aln| — ). 2.15
((TM - T)) (213)

The correlation length of 3.A is much closer to the value expected for water.
The interface between the quasi-liquid layer and the budlkajgpeared to be very
smooth. The density of the quasi-liquid layer is 20% higl@amtthe density of
water. This was interpreted as the signature of a new phaseaith of a simple
loss of long-range order decaying with depth.

The influence of roughness on the premelting was also imadstl [3, 66].
For this experiment a sample with correlated roughness ws@g. urhe thickness
of the quasi-liquid layer increases much faster with teapge compared to the
smooth sample. For high temperatures, the growth law seembange from
logarithmic to power-law behavior.

2.6.6 Other methods

The motion of metal wires charged with a weight through ice Ibeen studied by
Gilpin [67]. At low temperatures this motion is due to pretirg). At the interface
with the wire the surrounding ice is turned into quasi-lajuiThe wire travels
then through this premolten region, which recrystalliziésrahe passage of the
wire. The wire diameter was ranging from ten to several hedanicrometers.
The experiments were performed at temperatures betweefG-85—0.005 °C.
Gilpin found that the viscosity of the quasi-liquid layeeigual to bulk water. The
thickness of the quasi-liquid layer grows with a power law.

Golecki and Jaccard investigated the premelting of ice ywititon channel-
ing [68] measuring the energy and angular distribution d k&V protons that
were backscattered from an ice surface. This techniquenstse to structural
disorder in the surface region since disorder reduces titigyadf the crystal to
channel the incoming protons along the open channels inighledymmetry di-
rections of the crystal lattice [69]. The onset of surfacsdier can be detected
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by a sudden reduction of the scattering depth of the prottoesshows surface
disorder at temperatures higher than —30 °C. The disordegdrr grows with a

logarithmic growth law. The thicknesses obtained with thethod are very large
compared to other methods with 94 nm at —1 °C. The results canba inter-

preted by anomalously large amplitudes of molecular vibnahear the surface.
The large layer thicknesses and the low onset temperatengrabably produced
by a combination of both effects.

Photoelectron spectroscopy has been used by Bluhm et al. Ifi®difficult
to use this technique to investigate ice, since it reliesla-igh vacuum (UHV)
conditions [71]. A differentially pumped sample chambeswaed, in which the
polycrystalline ice sample was in equilibrium with its vapdhe onset temper-
ature was determined as approximately —20 °C and a layemidss of 204 at
—2 °C. Due to the high element sensitivity of this techniquedffect of organic
contaminants could be measured. High amounts of organiaritigs turn the
obtained spectrum more water- and less ice-like.

Another spectroscopic technique was used by Sadtchenkiwaimg) [72] ex-
amining the extinction spectra of an infrared beam. The bpasses through a
germanium prism which is covered on one surface by a thinlice AAn evanes-
cent wave propagates through the ice and its extinction asored. The authors
conclude that the spectra of the ice interface region ar@otd@greement with
liquid water. A layer thickness of 15 nm at —0.03 °C was dedugih an onset
temperature of —10 °C. From the data it was not possible tondisish the nature
of the growth law (logarithmic versus power-law). Additareffects from impu-
rities or grain boundaries could not be excluded. The treskrmeasured in the
experiment is the sum of the quasi-liquid layer thicknesthefice-vapor and the
ice-prism interface. Unfortunately it is not possible tpate both contributions.

2.6.7 Ice in porous media

Confining liquids in porous hydrophilic materials leads teduction of the melt-
ing point. For a cylindrical pore of radius this reductionA7,,, can be calculated
by the Gibbs-Thomson equation [73]

2Ty om 1
AT, = —— x — 2.16
"T"H R TR (2.16)

with the bulk melting temperaturg,,, the interface energy, the molar volume
v, and molar Enthalpy,,. The reduction of the melting point is due to the
curvature of the interface and confinement. It is not pramglin the context
used in this work. However, recently it has become possibleréate materials
with very small pore sizes. For pore radii smaller than 2 nwat®ns from Eq.
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2.16 could be measured. The melting behavior can be acturaproduced for
all pore sizes by modifying Eg. 2.16 with a reduced radius d

2T YUm

AT, = —F—F——.

(2.17)

d is interpreted as the thickness of a layer of unfrozen watgrdovers the walls
of the pore. Differential-scanning-calorimetry (DSC) m&asnents [74] give a
value ofd ~ 4 A. The water layer stays liquid down to =50 °C. It is unclear
whether this layer is structurally equivalent to quastHdilayers occurring on flat
interfaces.

2.6.8 Summary

Almost all of the experiments that have been discussed ipt&e@ous sections
confirm the existence of surface melting of ice at the icesvagnd ice-air in-
terface. Interface melting seems to be present at hydiopbd-solid interfaces
while hydrophobic coatings decrease the thickness or iintiib formation of a
quasi-liquid layer.

While there is an agreement on the qualitative propertieg@&iplting, the
guantitative results of the experiments scatter stroriglys has different reasons.
The free surface of ice is very unstable. Molecules from thitase are in constant
exchange with molecules in the gas phase. Undersaturdtiwater vapor leads
to pit etching while oversaturation leads to the formatibrsiands. In both cases
the surface roughens.

The premelting of ice is very sensitive to contaminationlhdf interface. It
is very difficult to rule out any form of contamination duritige preparation and
handling of the sample and during the experiment. The majaresof accidental
contamination probably comes from organic compounds tteflaating in the
air.

Since the thickness of the quasi-liquid layer depends orctystal orienta-
tion, experiments performed on polycrystals should shdfermint results for the
melting behavior than experiments employing single cigst®oughness plays
an important role in premelting, yet most of the experimetgehniques do not
allow to measure the roughness on an atomic scale.

The limitations mentioned above are mostly to imperfect@as But even
with perfect samples a scattering of the observed meltitg\ier would be ex-
pected since the different methods measure different palyproperties of the
sample. Interface melting is a complex phenomenon. Diffeneaterial prop-
erties are likely to change at different stages of prengltih seems reasonable
to assume that the enhanced vibrational activity detecyesum-frequency vi-
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brational spectroscopy and proton channeling sets in edffierlong-range order,
which is detected by x-ray diffraction, is lost in the sulface area.

2.7 Environmental effects of ice premelting

A large range of natural phenomena is influenced by the ptargeif ice. Only
a short discussion of a few selected phenomena can be pddere. The inter-
ested reader can find more details in the review papers by &aash ([44] and
more recently [75]).

Repeated freezing of the ground in fine-grained soils mayteat upwards
displacement of the surface. This phenomenon is known attieave. It arises
from the formation of so-called ice lenses below the surfaldas are layers of
ice that contain no or very few soil particles. The particdes pushed up instead
during freezing, leading to the rise of the ground surface.

To understand this phenomenon, it is important to identig/rhechanism that
pushes the soil particles out of the freezing ice lens. Faioagmating freezing
front it is thermodynamically favorable to repel partictaat are poorly wet [76].
Dash could show [77] that the presence of premelting at the sarface leads to a
negative thermodynamic pressure. Thus, the propagatefgdnt has two effects:
It pushes away the soil particles. Due to the negative presswwre moisture
is sucked below the repelled particle. If the grain size igls®nough and the
freezing is slow enough this leads to a stable and continommi®n.

The freezing front can propagate continuously as long asrveain be sucked
through the porous soil to feed the ice growth. The solil ipldised upwards,
leading to a deformation of the ground. Due to interface imgknd confinement
(see section 2.6.7) quasi-liquid water will be present egbil even in sub-zero
temperatures, further enhancing the effect.

Frost heave can lead to serious damage to roads and raildiag&ce foun-
dations, crack masonry and jam doors. Over several yeaas ialso lead to the
formation of patterned grounds, where stones become aggim circular rings.

The weathering of rocks is caused by a related process. Matiyaoks claim
that this process is due to the expansion of ice during freezHowever, the
water in rocks is never perfectly confined, allowing the forgnice to expand to
the outside of the stone. Instead, the rocks are crackeddifyadhl water sucked
into the rock during freezing.

Thunderstorms belong to the most dramatic weather pherenigdre charg-
ing of a thunderstorm cloud is caused by charge transferdmstvce particles.
The exact mechanism of this transfer is still under debatenaight depend on
the physical and chemical conditions of the cloud. The awdity and type of
ions present as impurities in the ice particles might playngoortant role in the
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Figure 2.2: Mass transfer between two colliding partictea thunderstorm cloud.
a: Particles before the collision. b: Particles during tbéision. The energy
deposited during the collision creates a shared quasdligyer. The warmer
particle (right particle) contributes more to this coltisal layer. c: After collision.

The particles separate, each taking half of the shared. [&ayés results in a mass
transfer from the hotter to the colder particle.

sign and magnitude of the charge transfer [78].

lons are transferred between ice particles in the thunalenstloud during
collisions. Dash et al. [79] proposed a model of this procéfzon colliding, a
quasi-liquid layer is formed between the particles as a ¢oation of premelting
and the deposition of kinetic energy. lons have a high diffusoefficient within
the shared quasi-liquid. When the particles separate, eaticlp is assumed to
take half of the shared premolten region. However, if theigdas have different
temperatures before the collision, the warmer particlérdmutes more mass to
the shared layer, since it exhibits a thicker quasi-ligaiget. This leads to a mass
transfer from the warm to the cold particle. A sketch of thisgess is shown in
Fig. 2.2. Due to the high diffusion speed of ions, this is aepanied by a charge
transfer between the particles.

Clearly, many assumptions have to be made in this model. Fompbe, the
amount of energy deposited during the collision is mostlgnawn. In addition,
data of processes in natural thunderstorms is scarce aachtaby experiments
often face limitations upon scaling to the natural phenoonen

Itis since long known that the friction coefficient of ice tsmgly temperature-
dependent. Arctic expeditions noticed that at very low terafure, the ice be-
came more sand-like. This is because the low friction on arees from a lubri-
cating (pre-)molten surface film. There are two processsdirg to its formation,
and both are temperature-dependent.

At high sliding speed, the lubrication is mainly producedfbgtional heat-
ing. The heat produced by the friction is melting the ice surfaice leads to the
formation of a thin water film. This is evident by experimepésformed by Evans
et al. [80] measuring the friction coefficient for differesiiding speeds and ma-
terials on ice. The study showed that insulating materiglsbét lower friction
coefficients than good heat conductors owing to the heablpsbnduction in the
sliders. Using thermally insulated sliders all the produfrectional heat stays at
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the interface and melts the ice surface, thus producingkg¢hmolten layer, with
a lower friction coefficient. These findings are confirmed byb@ok [81].

However, ice is also slippery at slow sliding speeds. lamgfmelting can pro-
duce films of significant thickness for temperatufés> —10 °C, depending of
the purity of the ice and the quality of the surface. Sincetlinekness of the pre-
molten layer is independent of the sliding speed, it offegpad explanation for
the low friction at low speeds. In addition, Koning repo®2] that chemical im-
purities can further lower the friction coefficient even gjthsliding speed. Since
frictional heating is not supposed to be influenced by intms;j this indicates that
the quasi-liquid layer also plays a role at high speeds.
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Chapter 3

X-ray refraction

X-ray reflectivity is a powerful tool for examining densityqgfiles at interfaces.
This chapter introduces the theoretical background ofyxredraction and the
formalisms used to analyze reflectivity data. The followai@gpter will discuss
the experimental setup in detail. More detailed introdudiinto x-ray refraction
can be found in [83, 84].

3.1 Refraction of light

Refraction is a phenomenon occurring when a beam of lightriggs at an in-
terface between two materials with different speed of ligl{see Fig. 3.1). The
incoming beam is split into a reflected beam and a transntiadn. The change
in velocity leads to a change in direction for transmittegsrthat are not normal
to the interface. The relation between incidehtgnd refracted anglé/() can be
calculated by Snell’'s law

cos N9

(3.1)

cos@  ny

n; andn, are theindex of refractiorfor the materials and are defined as

n; = 2 (3.2)

&

with the velocity of light in vacuum, and in the materiat;. For visible light
the index of refraction is always greater than 1. For x-régsindex of refraction
is smaller than 1, indicating phasevelocity of light greater than the vacuum
velocity. The difference to unity is very small anccan be written as

n=1-354+is. (3.3)

27
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Medium 1, n,

Medium 2, n,

Figure 3.1: A x-ray beam is reflected from a perfect interfalee beam is split
into a reflected and a transmitted beam.

The terms) and 5 depend on the wavelengthand the x-ray form factor
f=4 N+ fr +if" (). (3.4)

The anomalous terrff () accounts for dispersion corrections and is negligible for
x-ray energies far away from any absorption edgés$.) accounts for absorption.
fnr is the nuclear Thomson correction. The form factor can aéseXpressed by
the functionsf; and f,

"= h+fra—72 (3.5)
"= f (3.6)
Tabulated values fof,, f>, fnr and f,, can be found in [85].7 is the atomic

number. With Eq. 3.4 and the number density of atoms or mtgsey, 5 and 5
can be expressed as

)\2

o = %rena%(f) (37)
A2 N

ﬁ = %Tenad(f). (38)

For non-elemental materials the total form factor is giverie weighted sum of
the form factors of the different elements in the compourtte iumber density,,
can be calculated from the (mass) dengitthe molar mas3/,,,, and Avogadro’s
numberN 4

pNa
o _ 3.9
" Mmol ( )
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For x-ray energies far from absorption edgesf) ~ Z. Therefored can be
expressed in terms of the electron density

N
Pe = Z ZiNay (3.10)
i=1

for N different elements i, giving

)\2
0 = —TePe- (3.11)
2

3.2 Reflection from a perfect, infinite substrate

In this section the case of a x-ray beam reflected from an tefinihick substrate
with a perfect interface (no roughness) is considered. TFhayxbeam can be
described by an electromagnetic plane wave

E(7) = Bel* (3.12)

with the AmplitudeE and the wave vectar. When the incident wave (denoted by
indexesi) impinges at the interface it is split into a reflectedlgnd a transmitted
(t) part. At the interface the transverse component of tharetegave field must
be continuous. This requires

Ei+E = E (3.13)
Eiki + E k. = E/k,. (3.14)

In medium 1 the norm of the wave vectorks = k, = n ko andk;, = nqko In
medium 2 (see Fig. 3.1). Equation 3.14 can be split into thepgzaallel and the
part perpendicular to the interface with the angle of inoa and the refracted
angled’

(E; + E)nikgcos = Eyngkgcost’ (3.15)
(E, — E))nikosin® = —FEmngkgsinf’. (3.16)

Inserting Eqg. 3.13 into Eq. 3.15 reproduces Snell’s law &ge3.1). Combining
Eq. 3.13 with Eq. 3.16 we find

E;—E, nysint/
E,+E. njsinf’

(3.17)
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Form this equation the Fresnel formulas can be calculated

E, niysinf —nysiné’
= — = 3.18
" E;, nysinf+ nysind’ ( )
. Ey _ 2nysinf (3.19)

E; nisinf + ngsiné’

with theamplitudereflectivity » and transmittivityt.
Thg difference between the wave !ector of the inciderdind the reflected
wavek, is called themomentum transfep

Q =k — k. (3.20)

In reflectivity measurements, the momentum transfer is ydvweerpendicular to
the interface and a vector description of the momentum feamns not needed. It
can be calculated from the incident angle

=" SAM. (3.21)
The function
R(Q) = |r(Q)f (3.22)

is called the (intensitydeflectivityof the interface. The reflectivity from a perfect
interface is calledrresnel reflectivityR - of the interface. For large momentum
transfers (high angles) the amplitude of the Fresnel réflactan be approxi-

mated by )
Oc
e <%) | (3.23)

A wave penetrating from an optically dense medium into adiesse medium
undergoes total reflection for small incident angles. Stheeindex of refraction
for x-rays is smaller than unity, total reflection is obsefver reflecting from a
material with higher electron (and therefore mass) densdtal reflection occurs
when the refracted angt® is zero. This critical incident angle can be calculated
from Snell’'s law (Eq. 3.1)

0. = arccos <@) = arccos (1 _ 62) ~\/2(02 — 7). (3.24)

ny 1—51

For incident angles< 6. no radiation is transmitted through the interface. Instead
an evanescent wave field propagates through the substizaet ffom absorption
of this evanescent wave all the intensity is reflected.
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Layer Interface
1
1
2
| Ti Ri -
I
i+1 T Ri+1 Ti+1 R
i+1 i+1 i+1
i+2 R., L
\ N
N+1 T

Figure 3.2: Reflection from N interfaces. At each interfaceaagmitted wave and
a reflected wave are created. These wave fields interferdhetincoming waves,
transmitted from the interface above and reflected fromritexface below.
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3.3 Reflectivity from perfect layered structures

This section examines the case of a semi infinite substrageg@sction 3.2) cov-
ered by one ore more perfect slabs of finite thickness. Eaelnfatce splits the
beam into a reflected and a transmitted part. In additiore@xor the interface
of the infinite substrate, beams reflected from lower int&$ainterfere with the
wave fields coming from the top. At certain reflection anglabe wave fields
will be in constructive interference, leading to high irggies, while in other an-
gular regions destructive interference occurs. This l¢adscillations (so called
Kiessig fringe¥in the reflectivity curve.

Figure 3.2 shows the case of a system\of- 1 layersi. i = 1 denotes the
semi-infinite material through which the incident wave isgagating. The wave
field is transmitted throughy —2 layers of thicknesg; until it is reflected from the
substrate of infinite thicknegs= N + 1. At each interface between the layers
andi+1, the transmitted wavé, separates into the reflected wakg propagating
through the layef and the transmitted wavi . ;, propagating through the layer
1+ 1. In addition, the wave®; |, reflected from the interfacet 1, interferes with
those waves.

The reflectivity of perfect multilayer structures can eadié calculated with
Parratt’s recursive method (see 3.5.2). However, in restesys the interfaces are
never perfect. The following sections show how systemsdaatnot be modeled
by thick uniform slabs of constant electron density can bm&dly treated.

3.4 Arbitrary dispersion profiles

Many systems can not be described by simple box models witktant electron
density within the boxes. In this case the interface has teseribed by a func-
tion § = (=), the dispersion profile of the system & p., see Eq. 3.11).z
is defined as the direction perpendicular to the interfaaeel In the following
interface roughness will be expressed in terms of dispeffsioctions.

Real interfaces between two materials are never atomigalbpsh. At a rough
interface the position; of the interface is a function of the lateral coordinates

zi = zi(x,y). (3.25)

This height function will fluctuate around the average heighhe aread

% = %//z(x,y)dxdy. (3.26)

The height fluctuations are defined as

hz,y) = z(z,y) — z. (3.27)



3.4. ARBITRARY DISPERSION PROFILES 33

Two important values to characterize an interface are thiemeean-squared (rms)

roughness
o= \/%//fﬂ(x,y)dxdy (3.28)

and the correlation function
1
fov) = [ [ byt oo (329)

The correlation function describes how strongly the heflyldtuation of the in-
terface afz, y) is influenced by the fluctuation &t + x, y + v/). Notice that for
every value of x, ) a full integration of the area has to be performed. In the case
of a laterally isotropic interface, Eq. 3.29 simplifies to

_27r

&(p) 1 /h(r)h(r + p)rdr. (3.30)

Correlations in the interface fluctuations are a source e$pécular diffuse scat-
tering. For strong correlations a Lorenzian diffuse baokgd appears on which
the (resolution limited) specular signal is superimposéaty strong correlations
lead to the vanishing of the specular reflection and only & bkevad and diffuse
signal is obtained. A way to treat reflectivity from stronglyrrelated interfaces
has recently been published in [66]. More literature candoad in [83, 3].

In this work only non-correlated interfaceq f) ~ 0) have been investigated.
It will be assumed that the height fluctuations follow a Garsslistribution

o -z (3.31)

h(z) =
=) 2o

The dispersion profilé(z) for a perfect interface between materials 1 and 2 is a
step function

. 51 forz <z
oz) = { 6y forz > zg (3.32)

The roughness of the interface leads to a blurring of thipedision profile since

the effective index of refraction at a certain z-value is atare between the values
of the two interface materials, since the index of refractecd a compound is

the average of the refraction index of the constituents. diBpersion profile is

therefore given by

with the distribution functiory (z) with
“+o00o

f(z)dz = 1. (3.34)

—00
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For Gaussian fluctuations we find

£(z) = — / ey = — erf(i>. (3.35)

210 J oo 2mo

with the error function erf as the integral of the Gauss fiomctGaussian rough-
ness blurs the step function of the perfect interface to eor &nction dispersion
profile.

3.5 Formalisms to calculate the reflectivity

In the following, two formalisms for the calculation of theflectivity from mul-
tilayer structures and dispersion profiles are introducede master formalism
uses the kinematic approximation. Parratt’s recursivenoeets a full dynamical
calculation.

3.5.1 The master formalism

Within the kinematic approximation multiple scatteringats are neglected. There-
fore, reflectivity curves calculated with this formalisneasnly correct for mo-
mentum transfers far greater than the momentum transfees@l

Q>Q.= 47% sin 6. (3.36)

For the derivation of the master formula the dispersion |&rafi the interface
is decomposed into infinitesimaly thin slabs. The refletstiof one slab is calcu-
lated. The reflectivity of the entire interface is then obéal by integrating over
all slabs multiplied by the appropriate phase factor. THederivation can be
found in Appendix A. Themaster formulas given by

R ds(z)
R(Q) = F_(%i / d(;)ezqzczz

R andRp are the intensity reflectivities of the interface and thesRed reflectivity.
d(z) is the dispersion profileé)... the values of for = — +oco. The second term
in Eq. 3.37 is a Fourier transform of the derivative of thepdision profile. It
yields the deviations from the Fresnel reflectivity.

As mentioned before the kinematical approximation is ndidwelose to the
edge of total reflection. However, it offers several advgesain comparison to
a fully dynamical description. It is fast and easy to implamiato fitting algo-
rithms. The closed form allows to predict and understanceffext of dispersion
profiles on the reflectivity curve. It is intrinsically able tleal with arbitrary dis-
persion profiles.

2

(3.37)
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3.5.2 Parratt’s recursive method

The Parratt formalism is a fully dynamic and exact calcolatilt was introduced
by L.G. Parratt [86] in order to calculate the reflectivityratiltilayer interfaces.
However, it can also be used to treat arbitrary dispersiofilps.

At first a perfect multilayer structure as described in ggc8.3 and shown in
Fig. 3.2 will be discussed. An electromagnetic wave of atagé7; = 1 im-
pinges at the multilayer structure. At each interface ipi# #nto the transmitted
waveT;  ; and the reflected wavg; that interfere with the waves coming from the
top (7;) and bottom ;1) layer. Parratt’s recursive method links the reflectivity
and transmittivity coefficients, for the laygto the coefficients of the layer+ 1

below ik .
) . 3 1Rz, 5 z)
& — p—2ika gz Tl + Xje 'kﬁvl : (3.38)
T; [ ETTED CRERC A
The reflectivity coefficients are calculated employing tharye in the z-component
of the wave vectork, ; = k; - €)

X; =

k?z,j - kz,j—H
T+l = PR (3.39)
Since the substrate has infinite thickness, there is no imgpmeflected wave
Ry.1. It follows that X,; = 0. With this starting point Eq. 3.38 can be ap-
plied recursively to retrieve all the coefficiemts until the total reflectivity of the
multilayer can be calculated aftér iterations

R = |R;|?, (3.40)

sinceT;} = 1.

So far the calculated reflectivity is exact only for a muitéa system with
perfectinterfaces. It does not include roughness. For a small (oughness
o < d, see section 3.4) and uncorrelatéd~ 0) roughness the effect of the
roughness of the interfaces can be approximated by muhiplghe reflectivity
coefficients of each interface with an exponential dampawgdr

Fign R Tgee = (3.41)
It is important to keep in mind that this approximation isyomélid for o < d.
If this is not the case the roughness has to be treated as arariaispersion
profile (see section 3.4).

An arbitrary dispersion profilé(z) can be solved by the Parratt formalism by

slicing it into small slabs of thicknes&. The dispersion of the slabat depthz;
is d(z;). Then this multilayer of small, but perfect slabs is reotetsi solved. This
approach is exact for uncorrelated interfaces under théitton that the thickness
of the slices is small enough for a good representation oflitigersion profile.
The disadvantage of this approach is that it is comparably.sl
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Chapter 4

Experimental setup

The experiments performed in the framework of this thegishallenging in three
ways. The properties of the interface have to be controltethe molecular level.
For this reason great care has to be taken in choosing highygsizbstrates and
fusing them to the ice crystal in the most controlled way. iDgithe experiment,
special sample chambers have to guarantee accurate teampezantrol, while

giving access to the x-ray beam. The methods to achieve theas will be

presented in the first part of this chapter.

High energy x-ray reflectivity is a new method that has higfureements on
the precision of the beamline and diffractometer setup. &tperimental setup
will be described in detail in the second part. The third padedicated to the
methods of data analysis.

4.1 Sample preparation

All samples used in this work were prepared from substraiés avhigh qual-
ity surface finish that have been molten into an ice singlstaty The first two
subsections will discuss the properties of the substradettam ice, respectively.
Then the melting process will be described. Finally theosichambers for a
controlled sample environment will be presented.

4.1.1 The substrates

A broad spectrum of samples has been used for the work pegsleate. Since the
experimental method used is new, part of this investigai@med to understand
which substrates are useful for high energy x-ray reflagtigkperiments. This
will be discussed later. Most substrates are oxide masermit also thin metal
layers and self assembled monolayers (SAM) have been igaesd. Table 4.1
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gives an overview of the properties of the different sulteraThe roughness of
the substrates was measured with x-ray reflectivity, usiladparatory x-ray tube

CHAPTER 4. EXPERIMENTAL SETUP

using copper radiatiol\(= 0.14 nm).

Sample| Material Structure | Size [mm] | Thickness| Roughness
1 Float Glass Amorphous| 20 x 20 10 mm 10A
2 Sapphire | Hexagonal| 20 x 20 1 mm 6A
3 Silver FCC 20 x 20 160A 5A
4 Quartz | Hexagonal| 20 x 20 1 mm 4A
5 Quartz | Hexagonal| 20 x 20 2 mm 3A
6 Silica | Amorphous| @254 | 12.7mm 6A
7 Silica | Amorphous| @254 | 12.7mm 6A
8 Quartz | Hexagonal| 12.7 x 25.4| 12.7 mm 5A
9 MgO Cubic 20 x 20 10 mm 6A
10 FAS SAM 25 x 10 19A 4—7A
11 OTS SAM 25 x 10 31A 10A

Table 4.1: Overview over the substrates used in this work.

Interface melting of ice was already successfully obsertetthe native ox-
ide layer on silicon substrates [3]. The substrates forwugk were selected in
order to systematically investigate the influence of défdérsubstrate properties
on premelting. For this reason substrates that are chdgnidahtical, but struc-
tured differently, e.q. quartz and silica, were investghtas well as chemically
different substrates.

Float glass

Glass is an interesting substrate, because it consistsafdious SiQ similar to
the substrates used in [3]. Unlike the samples measureddy@fcs not pure, but
hosts additional elements inside. This allows the deteatian of the influence of
impurities on premelting.

Float glass was chosen because it has been used for ddfratiface exper-
iments before [64]. It is known to exhibit very small rougkeeand is easy to
clean. It consists of 80% SiOmixed with 12.5% BO; and small amounts of
Al,O3, N&O and KO. XPS measurements have been performed on the glass to
confirm the composition. The observed elements agree wilitihe expectations,
except for large amounts of tin (Sn) present on the surfades dontamination
originates from to the manufacturing process, where thesgk cooled in a tin
bath.

Before fusing the ice crystal, the substrate was cleaned ulteasonic soap
and acetone bath. Then it was cleaned in chromium sulfuiicfacseveral hours
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and finally rinsed with pure water with resistance of at leBstM2-cm. The
sample was kept in the pure water until the start of the bapdnocess in order
to avoid surface contamination by organic pollutants.

Sapphire

Sapphire is chemically different to the samples measurg8]inLike quartz, it
crystallizes in a hexagonal lattice. The main motivatiohibé the investigation
of this sample is the isolation of the chemical impact, whemparing the results
for the sapphire sample with the quartz sample. Obvious&r aitomic structures
are different, but at least the influence of the lattice camduiced since both
materials share the same crystal lattice type.

The sapphire (AlO;3) substrates were bought fro@rystec The surface was
oriented parallel to the (0001) plane of sapphire with aigrec of +0.5%. The
roughness was &. The sapphire was cleaned in an ethanol ultrasonic batr&ef
melting it into the ice crystal. No etching was applied, iderto avoid roughen-
ing. Due to the small thickness of the sapphire it was put doeklof pure (purity
> 99.99%) aluminum. To reduce the roughness of the surface, thdratdsvas
baked for 12 hours at 1000 °C.

Silver

All the work done on interface melting of ice so far investagh ice-insulator
interfaces. However, for technical applications, the noetal interface is very
important. Substantial differences in the melting behabetween metals and
insulators could also shed light on the processes behindgitieg. One prob-
lem when working with metals is that the formation of an oxidger has to be
avoided. For this reason, a noble metal was chosen. Nobksietve very high
electron densities, which makes it difficult to observe tlow-contrast structures
at their interface. Silver was chosen as a compromise betwelility and elec-
tron density.

Since it is very difficult to polish soft metal crystal suréscto subnanome-
ter roughness, thin silver layers were grown on a sapphbstsate by molecular
beam epitaxy (MBE). The growth of these layers was done by Bonfas Wag-
ner from the MBE service group of the Max-Planck-InstituteNtetals Research.
The sapphire substrate was the same as described beforee Gaypiphire a small
buffer layer & 8 ,&) of aluminum was grown on which the silver layer is de-
posited. The thickness of the silver layer is 180Due to the buffer layer the
surface of the silver film was very smooth & 5 A) [87].

The thin silver layer can easily be damaged during samplegpation. There-
fore the surface was only cleaned by wiping it with a softuesssing ethanol.
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Quartz

Quartz is crystalline Si@ It is therefore chemically identical to the samples mea-
sured in [3]. This allows the isolation of the structural irghhce on premelting.

The substrates were supplied Byystec They were oriented with a (0001)
surface normal, with the same accuracy as the sapphirgatgss{see above). The
first two samples are small plates of 20 mm length and a thgkoé1 mm and
2 mm respectively. Since the experiments revealed thatsidunples are easily
bent during the freezing of the ice, tick quartz substratesewvemployed. The
sample that was used in the main experiment was a block ofr@g 4 25.4 mm
length and 12.7 mm thickness.

All the quartz samples were cleaned by ultrasonic baths a,sethanol and
acetone, followed by a several hours lasting bath in chrongulfuric acid. They
were rinsed and kept in pure water until they were frozen theoice. The thin
plates were put on a block of high purity aluminum before aotihg the ice.

Silica

Figure 4.1: Photo of one of the fused silica substrates. Tioa slisc is in the
middle, surrounded by the copper clamps. The substratelfeszig been fused
into the ice single crystal.

Silica, also calledused silica is a high purity glass that consists of 100%
SiO,. Itis chemically identical and structurally similar to te@mples investigated
by Engemann et al. . For this reason similar results are égged his allows to
check for the reproducibility of the setup and the sampl@aration.

The disk-shaped substrate (diameter 25.4 mm, thickne3smi2)) used was
supllied byWave Precision Since the sample chamber was designed for block-
shaped samples an adapter piece was needed. The shape piesl dyatwo
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Figure 4.2: Chemical structure of the self-assembled mgeotaused in this
work.

copper clamps that ensure a sufficient heat contact betweeettier elements of
the chamber and the substrate. A photo of one of the samprscahtacting it
with the ice can be seen in Fig. 4.1. The silica samples wesneld in the same
way as the quartz samples.

Magnesiumoxide

Magnesium oxide crystallizes with a cubic structure. It whgsen to investigate
an isolator with non-hexagonal structure. The substratte (ZD0) surface normal
was supplied bCrystec Since the MgO surface is not stable against water, it was
only cleaned with acetone.

Self-assembled-monolayers

In order to investigate the structure of ice at hydrophotiierfaces, two substrates
covered with self assembled monolayers were prepared.widheblecules were
octadecyl-trichlorsilane (OTS) with a pure hydrocarbah &énd fluoroalkylsilane
with a fluorinated tail. The chemical structure of the two ewlles is shown in
Fig. 4.2.

The self assembled monolayers were grown on silicon (1149tsates. The
substrates were cleaned in ultrasonic baths of ethandipraeeand chloroform
before being cleaned in fresh Piranha solutiop8, and HO, in relation 2:1).
In a last cleaning step the substrates were irradiated wiémse UV-radiation in
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a thin pure water bath. The UV light cracks organic contatimng and creates
OH radicals that attack organic molecules. After cleanimgsamples they were
carefully rinsed with pure water and dried in a high puritgan jet.

The OTS film was grown by depositing the substrate in a 3:1tisolwf n-
hexane and chloroform mixed with 1 mM OTS. The OTS was sugjiieAldrich
with a purity of 90%. The sample was kept in the solution faeéhhours and
subsequently rinsed with n-hexane and toluene. After ttusgdure it was fused
into the ice.

The self-assembled monolayer of FAS was prepared by evapprds mg
of FAS from the bottom of a dried glass container. The sulestras kept on a
glass plate above the FAS. To evaporate the FAS, the contaie sealed air-
tight and left overnight in an oven at 110 °C. After that, thenpke was removed
and immediately put into a bath of n-hexane to prevent thgrpefisation of the
FAS-molecules. Finally, the sample was cleaned in ultrigdoaths of hexane and
water.

4.1.2 Theice crystals
Growth

The ice single crystals were grown byrg Bilgram from the ETH Zrich. Water
is supercooled in a plastic tube. A seed crystal of the deésireentation is used
as a nucleus for the freezing process.

The quality of the crystal is further enhanced by repeatee zefining where a
thin melting zone is slowly moved along the crystal. The capmaterial freezes
preferably in the direction of the material surroundingSince most of the ma-
terial is oriented in the direction of the seed crystal thendms oriented in the
desired direction grow at the expense of the domains witbraihientations.

The quality of the crystal can be determined by x-ray diffiat High quality
crystals exhibit a lownosaicitydescribing how well the lattice planes of the crys-
tal are aligned with each other. The mosaicity leads to epid) of the Bragg
reflections of the lattice. The mosaicity of the ice sampkeslheen measured with
a diffractometer in a cold room using copper radiation. TgpBragg reflections
are shown in Fig. 4.3. The FWHM of these reflections ranges fidif°to 0.1°,
although some crystals can have Bragg reflections that arpestthan the reso-
lution of the diffractometer (0.01°). Since Cu,Kadiation is strongly absorbed
in the ice, only a thin surface layer could be probed. Thee/aitovided by the
experiment is an upper limit for the mosaicity of the ice &ngrystal, since the
quality of the surface is lower than the quality of the bulistal.
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Figure 4.3: Rocking scans of different ice samples cut froeséime single crys-
tal. The data were taken with a copper sealed tube.

Handling and orientation

The storage and handling of the ice crystals was done in aiwval&ld room. The
base temperature of the room was -16 °C. The ice room undetwerde-icing
cycles per day (at 6 am and 22 pm), when the temperature went-1 °C. To
avoid the transport of humidity, a smaller cold room at -10alldwed access to
the main cold room. Since this entrance was the only air exghdor the room,
the humidity could be kept at very low levels.

Since impurities influence the interface melting of ice [33re was taken to
work in the cleanest possible conditions. All parts in direentact with the ice
were manufactured from aluminum and cleaned by etching N&®H. Since it
was not possible to work under clean room conditions, th@sxe time of the
ice crystal surfaces to air was kept to a minimum.

The single crystals produced by J. Bilgram are frozen intcaat tube (see
Fig. 4.4). To release them, the ice crystals are heated t¢@10r 15 minutes.
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Figure 4.4: Photo of an ice single crystal inside the plasiie in which it was
grown.

After that they are exposed to room temperature until thiasarof the ice crystal
starts melting and the crystal slides out. This procedur@mizes thermal and
mechanical shocks to the crystal structure. The free icgtakys returned to the
cold room.

The first step in shaping a sample consists of cutting a dislped piece of
approximate 15 mm thickness from the crystal. Mechanieatinents like sawing
are known to create a large amount of defects. For this retagotrystal was cut
by heating it with hot wires. The drawback of this techniqadhat the ice is
refreezing behind the wire if the cutting is done at sub-zeroperatures. This
was solved by using a metal frame holding four parallel wiresthis way, the
area of the ice crystal refreezing behind a wire is immetjiatet by the following
one. To maximize the heat production a high resistance wa® wsed for this
purpose. Figure 4.5 shows two photos of the device.

A drawback of this technique is that a contamination of tleslircut surface
with particles from the wire can not be excluded. Therefotarge part of the
crystal surface was molten with a hot aluminum plate and x&wo Since most
impurities are solvable in water, but not in ice, this treattnshould remove all
residues from the cutting process. The temperature of tn@ialm plate was
kept below +10 °C to reduce thermal gradients in the crystadplying higher
temperatures can lead to the creation of large scale defects

The samples were oriented on a two-circle x-ray diffractemeperating with
a sealed copper tube. The diffractometer was installedentie cold room. The
low penetration depth of the copper radiation makes theal@nt of the ice crys-
tals very difficult, since these are often covered by a layeewozen melt. This
polycrystalline layer has large domains that are tiltechwétspect to the orienta-
tion of the bulk crystal rendering it often difficult to findelBragg reflection of
the bulk crystal. Because of this, the alignment of the ciyatees typically 24
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Figure 4.5: Photo of the device used to cut the ice singleta@ig/isSince thermal
cutting causes less stress to the crystal lattice a new ®beveloped, that allows
cutting at sub-zero temperatures.

hours. During this time the surface of the ice crystal is egabto air and might
be contaminated by dust and organic residues settling osutiace. The impu-
rities were removed again by melting the exposed surfade avhot aluminum
plate. The treatment was done in the same way as after theg:(gee above). A
mechanical, non-motorized goniometer head is used to heléte crystal which
allows to align the ice crystal within £0.05°.

Bonding the substrate

The most critical part of the sample preparation is the fusibthe ice with the

substrate. The resulting interface must be homogeneouslead. The crystal
lattice of the bulk ice should be retained at the interfadee fihicroscopic param-
eters of the interface should be as similar as possible leshaeferent samples.
This is accomplished by slowly melting the substrate intitie crystal.

The substrate was placed on a clean aluminum plate that wasteton an
optical bench. The temperature of the aluminum plate wasaited by a peltier
element. The plate could be translated with a micrometemscFhe goniometer
head with the oriented ice crystal was mounted above thersid®n the same
bench. The temperature of the aluminum plate was measutie@®i-100 sensor.

The current of the peltier element was adjusted such thatetnperature of
the substrate surface was slightly higher than zero whetacbng the ice. In
this way only a very thin layer of ice touching the substratdace, is molten.
The substrate was slowly pushed into the crystal while takare that the molten
layer remained thin. When the substrate surface was corpietenersed in
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the ice, the heating current was slowly decreased until tkenias completely

refrozen. During this time the substrate was continuouslydlated further into

the ice to keep the thickness of the molten ice small. Thisgutare ensures that
the substrate surface is always hotter than the surroundeng Therefore, the

recrystallisation of the molten layer starts from the iceg#e crystal side and the
formation of polycrystalline domains at the interface ipptessed.

The optimum translation speed and temperature profile depethe thermal
conductivity of the substrate, which ranges from 11%’@ for silica glass [88] to
42 X for the sapphire substrate [89]. Due to these differencesare than an
order of magnitude each sample behaves differently upaimige&enerally, sub-
strates with low heat conductivity need high temperatutesgluminum plate was
heated up to +10 °C for the glass substrates) and slow tteorskpeeds. Good
heat conductors, like sapphire, fused quickly into the i\@neat temperatures of
only +3 °C.

4.1.3 Experimental chambers
Chamber with peltier cooling system

With the exception of the last experiment using self assethilono layers, all
samples were measured with the experimental chamber ootedrby Simon En-
gemann. Sketches and photos of the chamber are shown in.€igl. e chamber
consists of a hollow cylinder of aluminum. Inside the cykndhe sample is held
on an elevated platform. The platform is thermally insudadgainst the cham-
ber by elevating it on struts produced from materials with leeat conductivity.
The sample is clamped from two sides by copper sheets toenssiable posi-
tion of the sample and good heat conductivity. The tempegaitithe sample is
controlled by heating the copper clamps.

Heating and temperature control is achieved by peltier eiém Peltier ele-
ments are a fast and very accurate heating and cooling soteeneating power
is controlled by d_akeshore 34@emperature controller, providing a temperature
stability of £1 mK. The backside of the heat producing pekilements is chilled
by a 1:1 water/glykol mixture through large aluminum heatrengers. This
fluid has the advantage of being cheap and non-toxic with anatipg tempera-
ture range from -20°C to +50°C. Another advantage of glyceh# it is water
solvable. The cooling fluid accumulates moisture from thewaer the time of an
experiment. Oil based cooling fluids suffer from the forroatof ice particles,
since the water can not be dissolved in the fluid. These pestinay block pump-
ing system and cause a failure of the cooling system. In gls@oling fluid this
only leads to a reduction of the glycol concentration, wtgeln be corrected by
refilling the cooling system with pure glycol. However, srhe temperature of
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Figure 4.6: Sketch (top) and photos (bottom) of the sampdentder used in most
of the experiments. a: Front view of the chamber. The icetalys on top of
the substrate (brown). It is clamped from both sides by coppeets (orange),
that are in contact with the peltier elements (purple). Arahum heat exchanger
transfers the heat produced by the peltier elements to aatlogcle cooler. b:
Top view. The arrow indicates the direction of the x-ray bedrhe flanges are
used for electrical and fluid feedthroughs. c: Photo of themdber with the cover
mounted. d: Photo of the open sample chamber.
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the samples was close to zero during most of the experinedilling is necessary
only once a week. The disadvantage of glycol is its high \s8ggpwhich limits
the cooling power of the closed cycle refrigerator.

Several Pt-100 sensors were attached at different plasieleithe chamber, al-
lowing a careful monitoring of the temperature profilesdesihe chamber. These
sensors were calibrated to an absolute accuracy of appateiynt10 mK. An
additional sensor was molten into the ice.

The chamber can be sealed with an aluminum top. Two largeomiadllow
the beam to enter and exit the chamber. These windows are ofigdastic to
keep the absorption of the x-rays low while keeping moistureof the chamber.

The advantage of this chamber is the large temperature thagean be cov-
ered, since the peltier elements can be used to cool or heaatnple beyond
the temperature of the cooling liquid. In the experimentsspnted in this work
the closed cycle refrigerator was set to -12°C. The peltiemehts can produce a
temperature gradient of up to 20 K, giving access to temperaias low as -30°C.
Using different cooling agents, it is possible to lower thmperature of the closed
cycle refrigerator down to -30°C. Thus, sample temperatasdsw as -50°C can
be reached. Furthermore, the peltier elements allow anratecaontrol of the
temperature, allowing measurements up to -0.005°C withraalting the sample.

The main drawback of this chamber design is that large teatyer gradients
can occur inside the chamber. The heat conductivity of theneslum housing
is high increasing the air temperature inside the chambé¢o t{10°C. Since the
sample is cooled only from two adjacent sides and the healmivity of the ice
is low, temperature gradients may be established insidsah®ple. Employing
this design it is difficult to accurately estimate the tenapere of the ice interface.
The presence of a sensor inside the ice does not change uh#asitsince the
heat conductivity of the ice is low and it remains unclear much heat is trans-
ported through the interface. The error bars for the tentperaneasurements are
discussed in detail in chapter 6.1.2.

Chamber with liquid cooling

The limitations mentioned above led to a different chamlesigh. The goal was
to completely immerse the sample inside a fluid bath of homeges tempera-
ture, thereby eliminating any temperature gradients.

Photos and a sketch of the glass chamber can be seen in Fig.né 8ample
sits inside a primary cooling bath of n-heptane, which is swvable and does
not dissolve ice. The flow rate was small in order to keep thgerature around
the sample as homogeneous as possible. All parts in contdctive heptane,
including the tubing and the pump, are manufactured fromernas which are
easy to clean, like glass, stainless steel and teflon.
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Chemical
Pump

Figure 4.7: a,c: Fluid chamber used in the experiments drassémbled mono-
layers. The sample is completely immersed in liquid hep{gneen in the sketch
b). The temperature of the heptane was adjusted via a hehamyer that is
cooled by a secondary cooling circuit.
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A secondary cooling cycle is used to control the temperatfitee primary
cycle. Since the fluid in this cycle is never in contact witk gample, a broad
range of refrigerants can be used. For the measurement$f assambled mono-
layers, a glycol-water mixture was used. The heat is exatémgth the primary
cooling cycle inside a glass heat exchanger. A Dimroth coobes used for this
purpose. The secondary cooling fluid is flowing around a gpsal that contains
the primary cooling fluid (heptane).

In addition, the temperature of the sample could be comeiolly resistive
heating of the stainless steel block where the heptanesateichamber. Due to
the large heat capacity and low thermal conductivity of toelk, this method was
too slow to accurately control the temperature. Therefamb, the heat exchanger
was used to control the temperature. Two Pt-100 sensordonoimé temperature
of the heptane before and after the sample. The temperaftessdce between
the sensors was smaller than 0.5 K. The average value was @askeample tem-
perature. Even without electric heating it was possibleotatiol the temperature
up to 0.1 K stability.

The glass chamber containing the sample and cooling fluidri®snded by
a second glass chamber that can be evacuated. This imptmresal isolation
and inhibits the formation of ice on the outside of the chambEhe samples
are inserted from the top of the chamber and can be repladbdwvidraining
the cooling fluid. A set of four alignment bolts allows quigccurate and stable
positioning of the sample, allowing sample exchanges mtlean five minutes.

The main drawback of this chamber is the limited thermal eacwyered. It is
not possible to reach temperatures below -20°C because#téransfer between
the two cooling cycles is not good enough. At high tempeestaie low thermal
stability limits access to temperatures above -0.1°C tedavelting the sample.

4.2 High energy x-ray reflectivity

4.2.1 Beamline setup
White beam setup

All the data taken for this work have been measured at the éngingy beamline
ID15A of the European Synchrotron Radiation Facility (ESRfer®ble, France).
The layout of the beamline is shown in Fig. 4.8. The syncbrotadiation is

produced by an insertion device and passes the front endeotle optics hutch
1, where the low energy part of the spectrum is removed. Husges the heat
load on the optical elements and increases the stabilithebeam. Two Laue
monochromators split off monochromatic beams into the sidéons ID15B and
ID15 C. This monochromators rest in a water cooled bath ofumdgallium to
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Figure 4.8: Schematic layout of the high energy beamlineslDTIhe radiation
produced by the wiggler travels through the front end (FEyater cooled Al-
absorber (Abs) removes the low energy part of the spectrune pfimary slits
(PS) define the beamsize for all experimental end statioms b&ams for the side
stations ID15C and ID15B are split from the main beam by theecbromators
MC and MB, respectively. The secondary slits (SS) define tlagrbentering the
second optics hutch. For experiments using a monochrotfesim a Laue fixed
exit monochromator (LFEM) is installed in optics hutch 2.

avoid thermal drifts due to radiation heating. The primdits slefine the size
of the beam entering the hutch. The secondary slits definbahm size of the
main beam in the hutch of ID15A. Experiments in this hutch oaa either or
simultaneously the white beam and a monochromatic beamsipabduced by
the Laue fixed exit monochromator in the optics hutch 2 (sge Bil0). Due
to the low absorption of high energy x-rays in air, only thertel and the optics
hutch 1 use vacuum beampipes.

The x-ray source used in all the experiments is an asymnmatriipole wig-
gler (AMPW). The photon fluxd(E) is defined as the number of photons that
are emitted in one second into a solid angle of 1 milli steradnormalized for
100 mA of electron beam current and 0.1% bandwidth. The gpmobf the ra-
diation emitted by the wiggler along the beam axis is show&iqn 4.9. The
opening cone of the radiation from the high energy wiggldaige, producing a
large beam at the sample position 70 m from the source. Dgfthim beam size
by a small gap in the secondary slits renders a spatiallyotmibeam profile. A
0.4 mm thick, water cooled aluminum filter is used to remoeeltiw energy part
of the spectrum. The resulting flux after transmission tgrothe front end win-
dow (Beryllium window), the aluminum filter and the monochiator crystals for
the B and C hutches is shown in Fig. 4.9. The integrated flukefithite beam is

o =1dQ / (E)T(E) dE. (4.1)

T(F) denotes the transmission of the beamline optics for thatggnd is the
storage ring current,{dis the solid angle under which the radiation is emitted.
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Figure 4.9: Photon flux at beamline ID15A. The blue line shivesflux emitted
from the wiggler source. The green line shows the flux thatisamitted through
the filters. The filters remove the low energy part of the réaliga while leaving
the high energy radiation unchanged. The red line marksnbegg 72.5 keV, at
which the experiments presented in this work have been peefd.

It is defined by the height (H) and the width (W) of the secondditg and their
distance (D) to the source, thuge= LY.

From the beam lifetime, the time between refill$,.;;;, and the current after
refill 1o, the average storage ring current

= 1 Trefi“ L ] Tr'e i
- / Toe v = 0 (1— ) (4.2)
Trerin Jo refill

can be calculated. In uniform mode, with 1 rsecondary slit gap, the average
integrated white beam flux is

Photons

@ =1.73-10'
S

(4.3)

Note that for large openings of the secondary slits, theiapartofile of the
white beam is not uniform. For the experiments presentefli;wtork the sec-
ondary slit opening was always smaller than 1 mm x 1mm, priodue uniformly
flat beam in experimental hutch A.
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Figure 4.10: Sketch of the Laue fixed-exit monochromatodusdD15A. The
energy is changed by rotating the two monochromators anayohg the distance
between them, thereby keeping the position of the monochtiorheam constant.

Monochromator

The reflectivity experiments were carried out with a monoamatic beam, at an
energyE = 72.5 keV. Two asymmetrically cut and bent Laue monochromator
crystals are used in fixed-exit Laue geometry (see Fig. 4.1Mlike Bragg
monochromators, Laue monochromators are used in trarismgsometry. The
Si (111) reflection was used for the experiments. The asynureett v, denoting
the angle between the lattice planes and the crystal sudatee Si (111) planes
IS x = 36.74°. The lattice spacing for silicon (111) %/ = 6.2712,5\[90], result-
ing in a Bragg angle of the monochromators of 1.5626° for 72\ tadiation.

The primary intensity can be increased by increasing theggrisandwidth.
For asymmetrically cut and bent crystals the energy bartivids / F is given by
[91, 92]

AE  Dtany
E  psin26

(4.4)

t
2 + (cos 26 + cos 2x) <1 — w)}
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with the crystal thicknes®), the bending radiug and the crystallographic orien-
tation dependent elastic complianegs By optimizing the free parameters in Eq.
4.4 the bandwidth can be increased to find an acceptable comge between the
monochromaticity% of the beam and the transmitted intensity. The contribution
of the energy bandwidth to the resolution of the measuremiitie discussed in
section 4.2.2. In the configuration used for the reflectigkperiments, the energy
bandwidth has been set% = 3-1073.The fixed-exit geometry allows to change
the energy without changing the direction or the positiothaf monochromatic
beam by rotating and translating the two Laue monochromaimtals. Note,
that the optics setup described above does not allow to sspiigher harmonic
radiation /3, \/4, ...).
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Figure 4.11: Sketch of the experimental setup used in higihggrx-ray reflectiv-
ity experiments.

4.2.2 High energy reflectivity setup

A sketch of the reflectivity setup is shown in Fig. 4.11. Thenechromatic
beam enters the experimental hutch ID15A. The first optitahent there is a
compound refractive lens (CRL) that focuses the beam on tcetingle. A semi-
conductor diode is used to monitor the beam transmitted byehses (M). At
low angles the intensity of the beam reflected from the samsgt@ high for the
detector. For this reason a continuous wedge absorber {#lsgd to attenuate
the beam. Two 4 sector tungsten slits (Slits) and a lead wilawpin hole (LW)
remove the background radiation produced by the opticatetes. A fast shutter
(FS) can be brought into the beam. This device ensures thagthple is only il-
luminated when the detector is counting thereby minimizivegdose on radiation
sensitive samples.

The heart of the setup is the High Energy Microdiffractom@#=MD), which
was designed by Harald Reichert and installed in the expatahkutch of ID15A
in January 2005. It is designed for high energy surface atadface scattering
experiments. The use of an additional set of monochromaystais (Lmono) al-
lows to investigate liquid surfaces and liquid-liquid irfeees by inclining the pri-
mary beam in the vertical plane, which is not possible atds#ieshsurface diffrac-
tion beamlines using a fixed incident beam. This additionahathromator was
not used in the experiments presented in this thesis. Thectefl beam is de-
tected by a scintillation counter mounted on a separatetbetetage behind the
diffractometer (Detector).

Compound refractive lenses

The surface are of the sample illuminated by the beam iscttiiefootprint The
width of this area is equal to horizontal beam size. The lewngthe footprintf
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Figure 4.12: Horizontal (left) and vertical (right) beanofile. The top row shows
the results of knife-edge scans. The bottom row shows theadiees of the in-

tensity and fits with a Gaussian, indicating a beam size gfiithorizontally and

3 pm vertically.

depends on the vertical beam sizeand the incident anglé

o (4.5)

sin 91 .

The part of the x-rays that do not illuminate the sample as¢ &md only con-
tribute to the background. For this reason, it is importankéep the footprint
smaller than the sample surface. However, since high energy reflectivity
experiments are performed at small incident angles (the efigotal reflection
appeared at incident angles of approximate(2°), microfocusing is needed.

An aluminum CRL composed of 218 lenses with a focal length ofdlallows
to focus the beam in two dimensions. The CRL is mounted on al&i@os stage
that allows to move it in and out of the beam without loosingrahent. The
size of the focal spot depends on the size and stability oéldetron beam in the
storage ring. The measurements have been performed witdtohtal spot sizes
of 20 ym and vertical spot sizes of up to;3n (see Fig. 4.12). 4:m spot sizes
have routinely been obtained.
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Figure 4.13: Low-Z absorbers used in x-ray reflectivity ekpents, including a
bucket of water (left) and a plexiglass wedge (right).

Absorber

The signals measured in x-ray diffraction and refractiotefspan a large dy-
namic range. A typical reflectivity measurement carriedaiubhe HEMD diffrac-
tometer covers nine to ten orders of magnitude. This is mugihein than the dy-
namic range of any single photon counting detector. Attearganeed to be used
to cover the full experimental data range. Several typesebiers have been
tested, ranging from lead plates to leaded glass, aluminedges and simple
buckets filled with water (see Fig. 4.13). There are threteai that an absorber
should fulfill.

1. The attenuation should be reproducible.
2. The whole dynamic range of the incident beam should beredve

3. Beam hardening (the ratio of higher harmonic radiatiomé&ftindamental
radiation) should be avoided.

The first two requirements can be fulfilled with most wellddeed absorbers. The
third requirement can be satisfied by the use of materials o atomic num-
bers, for which the ratio of absorption between the diffengavelengths X/3,
A/4, ...) in the primary beam does not change significantly. iAdtecouraging
results were obtained with a bucket of water, a Plexiglasgseslas inserted in
the beam. Consisting mainly of carbon and hydrogen, thisrabs@auses neg-
ligible beam hardening. The disadvantage of this absosdirei large dimension
resulting from the large absorption length of these md&e(see Fig. 4.13).
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Figure 4.14: Photo of the HEMD diffractometer. The vertittahslation table is
not mounted. The four granite towers hold on their top theibgdor the cradle.

High Energy Microdiffractometer

Figure 4.14 shows a photo of the diffractometer. The bassistsnof a granite
block with four granite towers. The motorized positioningvites are mounted
on a large swing which is resting on top of the granite towariur precision
bearings. The swing is used to define the angle between tfexzewf the sample
and the incoming beant). The precise value of the angk is very important
for all grazing incidence surface diffraction experimesiace it defines the pen-
etration depth of the x-ray wavefield into the sample. Furtigee, high precision
in © is needed to follow the specular reflection of the sample rayxreflectiv-
ity. The high precision is obtained by a high resolution dinganslation pulling
or pushing the swing. The precise value of the diffractomigidination is then
measured by an encoder. This technigue allows to co@treithin 10~4°.

Several motorized positioning devices are mounted on tke péate of the
swing in stack. Each of these stages has been especialgneédior this instru-
ment. The lowest motor stage is a linear translation thatallto translate the
whole tower horizontally to the beam with an accuracy ofaxl

The second device rotates the sample around the vertical &kis rotation
stage can access the full 360° with an accuracy of 0.005°. filtvstages are
mounted on the top of this rotation that allow alignment tample surface with
respect to the beam with an accuracylof3° in a range of +3°.



58 CHAPTER 4. EXPERIMENTAL SETUP

Two horizontal linear translations allow to positioningtlbé sample in a range
of £25 mm within a micron. The top most device is a high premsvertical
translation used to position the sample surface in the b&aminstrument can be
operated with microbeams (see section 4.2.2). This foreestaal positioning
of the sample with sub-micron resolution. Since the inse&nims designed for
heavy duty sample environments up to 500 kg, a special désigine vertical
translation is needed. This is accomplished by a pair of weddhe horizontal
translation of these wedges is converted into a high-résoluertical translation.
The motion is monitored by an encoder, allowing a verticaifpaning of the
sample assembly within 200 nm.

For highest flexibility in the experiments the diffractomehas to accommo-
date different sorts of sample environments. Especialthéncase of ultra-high-
vacuum (UHV) chambers, these setups can be very heavy. foherthe diffrac-
tometer has been designed to take loads up to 500 kg withssiblcaccuracy.

The heavy design of the diffractometer as well as the heaigtdihg of the
ID15A hutch act as effective passive vibration dampers.rkost surface exper-
iments no additional active vibration damping is neededr pasticular vibra-
tion sensitive experiments, like observations of liquidaces, the diffractometer
tower can be equipped with a vibration isolation stage (Md&:150 fromTable
Stablg. This module dampens all translational and rotationalatibns actively
in a frequency range from 0.7 Hz to 1 kHz and passively bey88{ [

Detector table

The position of the detector in respect to the incident bearhe sample defines
the momentum transfer probed in the experiment. It is olwitat it requires
high accuracy to conduct high quality experiments. The HESéEp is designed
to work with two sorts of detectors, scintillation countargl 2D area detectors.

Point counters measure the amount of radiation scatterduebsample into a
defined solid angle. The solid angle is equal to the resaiuticthe instrument.
The detection area is defined by two pairs of tungsten blatitsctor slits, 4.16).
A resolution of5 - 107*° can be obtained. Two additional pairs of blades (col-
limator slits) are mounted 50 cm in front of the detectorssliCollimator slits
reduce the background by stopping radiation not origiggfiiom the sample. In
high energy scattering experiments a high level of secgn@ampton scattering
is produced which is not originating from the sample. Sirfge tadiation can hit
the detector from all sides, additional lead shielding &ets are installed on the
detector arm. Figure 4.15 shows a photo of the detector arm.

The detector should move on a circle around the center ofioataf the
diffractometer. Since the detector can not be mounted onpasdioned by a
circular diffractometer arm with sufficient accuracy, tlegettor motion is instead
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Figure 4.15: View of the detector arm. The detector elemargsnounted on a
X-95 rail. The lower part of the picture shows the rotatioaget and the linear
translation, which are combined to mimic the horizontalterang angle.

g,
COR

DS

Figure 4.16: The anglg,, i.e. the vertical resolution, is defined by the slit gap
of the detector slit blades (DS) and the distance to the cehtetation (COR) at
the sample position.
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realized in a different way. The detector is mounted on atafhere the front and
back legs can be moved independently with a high accuragh efergy scatter-
ing experiments cover typically only a small angular rantyethis range tilting
the table in combination with a change of the table heighge@d approximation
of the circular movement. The horizontal movement of theder is realized by
a horizontal translation on a rail and a rotation of the detearound the detec-
tor slits. It is important to know the sample-detector cisevery accurately to
calculate the movements correctly.

For the actual detection of the x-rays two different pointiters are em-
ployed. For high flux & 10° cps) a solid-state diode is used, where the x-rays
create electron-hole pairs in the pn-junction inducing aent that is measured
by a high accuracy ampere meter. The diode suffers from amsidally high
dark current and does not provide energy resolution.

For low count rates< 10° cps) a single photon scintillation detector can be
used. Applying a deadtime correction count rates upiel 0° cps are acceptable.
The energy resolution of the detector allows to electrdlyiddter the higher har-
monics. Exposure of the scintillation center to a high flux damage the detector.
An absorber (see section 4.2.2) must be used to attenuaiteg stignals.

The momentum transfer range accessible in an experimemiied by the
angular range of the detector arm. The HEMD detector stafgesod vertical
angular range from -2° to +7°. At a typical energy of 70 ke\sttorresponds to a
momentum transfer range of up to A3? (reflecting to positive detector angles).
Some experiments require measurements in negative dinecthere the specular
beam is deflected downwards. In this case a vertical mometramsfer of only
1.2A-'is accessible.

A two-dimensional detector can be mounted on the rail nexhéodetector
arm. This allows easy transfer between the two detectofsowitloosing align-
ment. High energy scattering experiments are especialigdstor the use of 2D
detectors, since the Ewald sphere is almost flat. This allowsap planar sections
and lines in reciprocal space in a single exposure.

Instrumental resolution

The resolution is a very important property of a reflectivegperiment. Details
of the reflectivity curve that are smaller than the instrutakresolution will be
washed out. Care must be taken to insure that the resolutibetier than the
highest frequency oscillations on the reflectivity curve tBe other hand a reso-
lution element which is smaller than the smallest detailthercurve reduces only
the signal without gaining new information.

The momentum transfer probed by a reflectivity experimeént£ ©, = 0)
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is 5 A
Q= TW (sin®; +sin©,) = 77? sin ©, (4.6)

with the wavelength\ and the angle of incidence of the incoming and exit beams
0; and©., respectively. In high energy reflectivity experiments itngdent and
exit angle are very small. Therefore the approximation

Q=" +6,) (@.7)

is valid. The resolution is obtained by taking the total dative of the momentum
transfer

0 0 0
20 = (argr+ 26,2+ 80,2V @ (4.9
with % = % being the energy bandwidth of the radiatiax®); the divergence
of the incoming beam and ©, the detector resolution. Using Eqg. 4.7, the total
resolution is given by

AQ = %Q + 27” (AO, + AB;). (4.9)

The firsttermin Eg. 4.9 depends on the energy bandwidth whidatermined
by the properties of the monochromator crystals (see EQ. Ad optimum has
to be found between intensity and monochromaticity of theenfoeln the experi-
ments presented in this work the bandwidth was typic%ﬁw 3-1073, giving a
momentum transfer resolution 102 A~ for the highest momentum transfers
probed.

The divergenceé\©; of the incoming beam depends on the x-ray optics used.
The strong focusing of the beam leads to an increased diveegsee Fig. 4.17).
The divergence of the beam can be measured by scanning #eatetround the
primary beam. Using the focusing optics, the beam divergenapproximately
five millidegrees (see Fig. 4.18), giving a resolution elatw 2.1 - 1073 A1,

The detector resolutioA©,, is defined by the gap of the vertical detector slits
(see above)

AO, = 2arctan (§—L> (4.10)

Setting a narrow detector slit gap makes the instrument maresrable to mis-
alignment. If the surface of the investigated sample is reotggtly flat, i.e.
rounded or bent, the exit angle of the reflected beam broaderthis case the
detector gap has to be opened enough to fully integrate flexted beam at all
positions. The reflectivity curves shown in this work wereasw@ed with a verti-
cal detector gap of 0.1 mm, leading to a resolution.6f 103 A~
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Figure 4.17: Divergence of the beam. The CRL focuses the bearvéstical
spot size of 2.7um at the sample position. At the position of the detector slit,
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Figure 4.18: Measurement of the angular beam divergence dé&tector is scan-
ning the primary beam.
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Figure 4.19: Total resolution and the three contributionthe HEMD setup as a
function of the vertical momentum transfer.
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The total resolution element is shown in Fig. 4.19 as a fonatif the momen-
tum transfer). For low momentum transfers the total resolution is mosgfyreed
by the beam divergence and the choice of the detector slit Gapmomentum
transfers greater than 04! the resolution element coming from the polychro-
maticity of the beam becomes the largest element. The msintal resolution
becomes decreases with increasing momentum transferaxetae of 102 A1
for the largest momentum transfers probed.

4.3 Data analysis

High energy x-ray reflectivity is the only technique that ganbe the electron
density profile of deeply buried interfaces. This opens #@hnique of x-ray
reflectivity to new classes of systems such as the ones pees@rthis work. The
drawback is that one has to deduce the physical propertitge afystem without
access to complementary techniques.

The reflectivity curve of a given electron density profile denuniquely cal-
culated by the algorithms described in chapter 3.5. Howdvisrnot possible to
uniquely derive the electron density profile from a givenadivity curve. For
reflectivity curves without pronounced features many dfé electron density
profiles can be found, that reproduce the data set. Unctetzin the data, such
as the height of the plateau of total reflection, can causeusemisinterpretation
of the data.

In traditional surface science this drawback of reflegtigihalysis can often be
compensated by using complementary techniques, likerggaacidence diffrac-
tion or electron spectroscopy. However, for a buried igiegfthese techniques are
not available. For these reasons the analysis has to be wlbne steps.

1. Find an electron density profile that fits the reflectivigtaland is not un-
physical.

2. Exclude all other density profiles that can be fit to the data

For one-layer systems, like the interface melting betweernd oxide substrates,
the second point is easy since the data can be analyzed mighstiorward way.
For complex, multi-layered systems, like the self-assechbhonolayers, the sec-
ond condition is very hard to fulfill.

The complete data analysis has been done using the progngmaligemat-
lab. All the fitting routines and raw data processing was doné wlf-written
programs. The first step is the raw data analysis, assemtblengull reflectiv-
ity curve from the measured intensities during the expemimé&he second step
consists of fitting different electron density profiles te tieflectivity curve.



4.3. DATA ANALYSIS 65

0.28 x x x
O Cyberstar detector

Fit with 7, = 0.8 -10°®

0.27

0.26

0.25

0.24

0.23

0.22¢

: ; ; ; :

Count rate [cps] x 10*
Figure 4.20: Determination of the detector dead time. Aalig;mmeasured with
(V,) and without (V,) attenuation. The rati@ = % is plotted as a function of
Ny. The slope of the line fitted to the data is equal to the timestaot of the

detectorr,.

4.3.1 Raw data analysis

Due to the limited dynamic range of the detector (see sedtd2) the reflectivity

curve can not be taken in a single scan. Parts with high intesisieed to be
measured with attenuators, while parts with low intensitieed higher counting
times. In the raw data analysis the complete reflectivitweus assembled from
these individual scan files. Furthermore, the backgrousddbe subtracted from
the data, the detector has to be corrected for dead timetetecd geometrical
effects at low angles have to be taken into account.

Dead time correction

Quantum detectors suffer from dead time effects when theyegposed to high
count rates. The detector dead time is the time after thecti@teof a photon,
during which the detector is unable to detect new photonss [Elads to a non-
linear detection function (the number of detected couvifsaas a function of the

incident countsV,), where the number of photons that is detected is smaller tha

the photons that have actually reached the detector. Tigstefan be corrected
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with the time constant of the detectar. For the detector used in this work the
time constantis, = 0.8-10° (see Fig. 4.20). The detection function for this time
constant is shown in Fig. 4.21. The detector can be operatbdwt correction
(this meansV; ~ NV;) up do 80 000 counts per second (cps). Equation 4.11 is valid
up to 200 kcps. At count rates above 1 Mcps the detector bexanreliable and
the counting electronics can be damaged.

N, (4.11)

Background subtraction

There are two types of background that have to be taken imtmusat in a scatter-
ing experiment. External background describes the gebacground in the ex-
perimental hutch generated by radiation scattered in dnoan optical elements.
Internal background is produced inside the sample by itieléBiorescence and
Compton scattering) and elastic (diffuse scattering) soaty processes.

A number of optical elements are installed in the experimlesgtup in order
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to prevent external background radiation from enteringdéctor (see section
4.2.2). The background can be suppressed to values as loieascunts per
second. Nevertheless, for faint signals at high momentansters it is necessary
to carefully measure the background and subtract it fronsiteal.

The internal background was measured by misaligning thedwtal detec-
tor angle (measuring at non-zero in-plane momentum tranafenisaligning the
sample tilt to avoid the specular reflection. The backgrowag directly sub-
tracted from the reflectivity signal. In cases where the remdd background
points was not the same as the number of points in the refilgctivrve spline
interpolation was used for subtraction.

Assembly of the reflectivity curve

The best way to account for the effect of attenuators in ttaerbis to accurately
measure the attenuation factors and correct the raw datadiegly. Unfortu-
nately, the attenuators used in the experiments presemtbdsiwork did not al-
low to deduce reproducible attenuation factors. For thesoa segments of the
reflectivity curve measured with different attenuatorsevereasured with over-
lapping parts. The scaling factors between different sedgsnef the reflectivity
curve were then determined manually to produce the optinelap between two
scans.

Problems at low momentum transfer values

It was not always possible to reproducibly measure the efitggtad reflection. At
high energies and with the low-Z materials used in theserexpats, the edge
of total reflection is shifted to very small angles. This megof the measurement
is especially prone to misalignments and sample impedesti The intensity of
the edge can vary by a factor of two between two scans bechedeam is not
hitting exactly the same spot on the sample. For this reds®iiotv momentum
transfer part of the reflectivity curve was excluded fromfittang.

For small angles of incidenc¢g a so-called illumination correction (also called
footprint correction) has to be applied taking into accaimat at low angles the
footprint of the incident beam is larger than the sample amtsequently only
part of the incident beam is reflected. This leads to a redintedsity observed
in the detector. Assuming a simplified box shaped beam ptbigeeffect can be
corrected for by dividing the measured intensity by

[1]

L . L .
B { e sin® for e sin® < 1 ’ (4.12)

- 1 else

with the vertical beam sizé, and the sample length. For a 20 mm sample
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and a vertical beam focus of /an, the beam is fully illuminating the sample at
0.02A-1. Since this part of the reflectivity curve has to be excludeanfthe
fitting because of the above mentioned problems, the illatron correction is
not needed.

4.3.2 Fitting algorithms

The goal of a fitting algorithm is to find the electron densitgfpe that fits best
to the measured data. Fitting reflectivity data is difficidtause the functiog?,
which measures the quality of the fit, has many local minimé&strong correla-
tions between different fitting parameters. Two completéfierent approaches
have been used in this work, a simulated annealing algorhdia genetic algo-
rithm.

Simulated annealing algorithm

Simulated annealing algorithms were developed espedallyystems exhibiting
many local minima [94]. The basic idea is to perform a randoafkvin the pa-
rameter space. After each step the algorithm checks théyjahthe fit y? at its
new position. If the quality is better, the new position gsas a starting place
for the next step. If it is worse, the step is only done with gaia probability
p, allowing the algorithm to overcome hills in thé landscape to find the global
minimum.

Taking an analogy from physics, the quality difference lesmwtwo steps can
be interpreted as an energy difference. Therefore, a Bottardsstribution is used
to calculate the probability

2 2
o Xn—1 "~ Xn
p = exp (—kBT ) (4.13)

This probability depends on the virtual temperature of ystesnT'. The Boltz-
mann constant is written into Eq. 4.13 only for the physical analogy and can
be set to an arbitrary value. The algorithm starts with a béghperature value.
The probability of moving to highey? values is high and the algorithm can easily
pass hills in the parameter space. Iterating the algoritieteémperature is slowly
decreased, forcing the fit to converge in a minimum.

To get optimum results, an appropriate temperature pradigetd be found for
the fit. In this work, the temperature was held constant feffiist 1000 iterations
and then reduced by one percent per iteration. The total euofliterations done
for each fit was 10000 times the number of free parametersré&y22 illustrates
the temperature profile.
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Figure 4.22: Temperature profile of the simulated anneallggrithm. The tem-
perature is kept constant for the first 1000 iterations aed thecreased by 1 %
per iteration.

The reflectivity curve was calculated from the parametemstt the mas-
ter formalism described in chapter 3.5.1. Due to the mangrsrdf magnitude
spanned by a reflectivity measurement it is useful to meabkerquality of the fit
logarithmically [95]

N
_ % S (naRe —n R*7)”. (4.14)
i=1

The scaling factory is needed due to the fact that the absolute intensity of the
edge of total reflection could not be determined in a reprild@enanner in our
experiments (see above). An important advantage of theitbgac method is
that the scaling factor: can be determined analytically by minimizing with
respect tax. Equation 4.14 can be rewritten as

1 N calc 2
2 = Nz@( m)ma) (4.15)

=1

1 N calc Rcalc
— Nz ( ( ex,,) +2In (Rm) lna+1n2a) . (4.16)

i=1 g
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Minimizing with respect tdn o

do®) o mIge, (R
dina) ~ 0= — ;m 7 ) = In o, (4.17)
yields the scaling factor
1 N
_ — calc ex
a = exp (W Zl (In R —In R} p)) . (4.18)

A well adjusted simulated annealing algorithm should finel ¢obal mini-
mum independently from the starting position of the fit anel limits of the pa-
rameter space. However, in the implementation used in tbi& whis could not
always be achieved. For this reason, the same data set veasd#tveral times
with different starting parameters.

Another advantage of the simulated annealing algorithrhasit can be used
to fit functions that can not be differentiated (like the R#rformalism). De-
terministic algorithms employ the derivative to find theedition of fastest im-
provement in parameter space, while the simulated anmgealigorithm performs
a random walk.

Genetic algorithm

This algorithm is very simple, but created surprisingly daesults. Similar the
simulated annealing algorithm, it mimics a principle fromatural science. In
one iteration, a large number of random individuals (fit mMsydare created. The
algorithm tests the quality of each fit. In analogy to evalntithe best fitting
models are then used to create the next generation.

In the implementation used in this work, the first generatibindividual mod-
els is randomly generated from the whole allowed parametsres For each pa-
rameter, a rectangular distribution is used from the lowh® high limit. The
value of each parameter is then determined randomly. Deépgrmoh the com-
plexity of the model between)® and10® parameter sets were created in this way.
From each model a reflectivity curve was calculated with thed&t method for
arbitrary electron density profiles described in chaptérZ3. The quality of the
fit was then determined with the same approach as for the aietinnealing
algorithm (see above).

For the second and later generations of parameter setspardyneter values
from the twenty best models of the previous generation weeel uThe number of
parameter sets created in each generation is reduced bioadéaten. For each
set, each parameter is determined by taking randomly theevfadm one of the
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twenty best models of the last generation. The quality ofiteés calculated and
the twenty best models determined.
The algorithm is stopped when the next generation would lesathen twenty
individuals and the parameter set with the lowgstvalue is taken as fit result.
The genetic algorithm has several advantages:

 Similar the simulated annealing algorithm, it is not neeaeg to know the
derivative of the fit.

* Since the algorithm does not take a path through the paearsgace, it can
not be trapped by local minima.

* In the first generation the whole parameter space is pramethat it does
not depend on the starting position (in fact, there is ndiagposition).

* No additional parameters, such as a temperature profiier;, #re algorithm.
Thus, the algorithm can be readily applied by unexperienseds.

The main disadvantage is that only random spots of the paearspace are
probed and the algorithm has no "awareness” of the structitke space sur-
rounding a probed parameter set. A rather straightforwmamgrovement is to

combine the genetic algorithm with a deterministic aldort which finds the

next local minimum to the probed position. However, for tladadoresented here,
the simple algorithm proved to be sufficient.



72

CHAPTER 4. EXPERIMENTAL SETUP



Chapter 5

Results

Eleven samples have been investigated in the course oflileisig (see table 4.1).
Interface melting of ice could only be observed at the iatefof ice with amor-
phous and crystalline SiOsubstrates. The first three parts of this chapter will
therefore be dedicated to these two types of samples. Thamarg samples will
be presented in the fourth section. The final section willshwe results for the
interface between ice and self assembled monolayers.

5.1 Silica substrates

The sample consists of a high purity silica glass substrged to an ice single
crystal. The ice single crystal is aligned with its c-axisg@ndicular to the in-
terface. The properties of the sample can be found in talilesdmple number
six. The sample was measured in June 2005 with the peltiéingothamber (see
chapter 4.1.3). Figure 5.1 shows two photos of the expeiiahsstup.

Due to the high quality of the substrate surface, refle@isitould be mea-
sured up to almost A-1. No broadening of the specular reflection could be
observed (see Fig. 5.2), indicating the absence of coectlstirface roughness
(see chapter 3.4).

Reflectivity measurements have been performed from —20 °O.b%€. The
temperature profile applied during the experiment is shawkig. 5.3. The tem-
perature was increased and decreased in cycles in ordeect tie reversibility
of the obtained results. A summary of the experiment is faartdble 5.1.

Figure 5.4 shows the reflectivity curves obtained. The hsglearve shows
the reflectivity for -0.1 °C. Lower temperatures are dividgdl®0 per curve for
clarity. The colors of the curves represent the temperalmretemperatures being
blue and high temperatures being red. The experimentabdatshown as circles
while the solid lines indicate the fits. Due to experimentalglems the low angle
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Figure 5.1: Photos of the experimental setup during the besdune 2005. The
peltier cooling chamber is mounted on the diffractometep:TSetup during the
measurements. Bottom: Setup during sample change. Thee@watapped in
aluminum foil to prevent ice sublimation. It is clamped beém the copper plates
in the center of the chamber.
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Figure 5.2: Rocking scans of the ice-silicon interface. Titeeeg lines show Gaus-
sian fits to the data. The broadening of the specular reflectinegligible.

Number | Temperature | Irradiation time
1 -20°C 4 hours
2 -4 °C 13 hours
3 -2°C 18 hours
4 -1°C 24 hours
5 -0.5°C 29 hours
6 -0.5°C 0 (new spot)
7 -0.3°C 36 hours
8 -1°C 40 hours
9 -1°C 55 hours
10 -0.1°C 60 hours
11 -2°C 72 hours
12 -9°C 77 hours
13 -2°C 81 hours
14 -0.2°C 82 hours
15 -1.5°C 92 hours

Table 5.1: Summary of the reflectivity measurements on tesilkica interface.
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Figure 5.3: Temperature profile for the measurements okattisilica interface.

part of the reflectivities taken at -20 °C and -4 °C could nobb&ined. However,
the quality of the experimental data remains low in the sraadile range. The
shape and the height of the edge of total reflection do notagité the theoretical
values (see the fits). This is due to the sensitivity of the susaments against
small imperfections of the substrate surface at shalloviesng

Increasing the temperature of the sample leads to the agpE=aDf oscilla-
tions on the reflectivity curve. This is a clear indicatiomttlat least one layer
has formed that has an electron density different from dutrstibstrate and bulk
ice. Since the temperature agrees with the behavior pestlfcr premelting it
is assumed that this is a disordered quasi-liquid layer.e Nloat the absence of
oscillations does not mean that premelting is absent. Aidigagd layer with an
electron density equal to bulk ice would not lead to the apgreze of oscillations
in the reflectivity curve and therefore is undetectable ly tibchnique.

Reflectivity curves taken at low temperatures show no, or briyad oscilla-
tions, indicating the presence of only a very small to negleggquasi-liquid layer.
As the temperature increases this oscillation increasee@uency, indicating the
growth of the thickness of the disordered region. While thend follows the
temperature increase, some curves indicate the influeneaather parameter.
For example, the curve taken at —0.2 °C clearly shows a thopkasi-liquid layer
than the reflectivity measured at —0.1 °C, despite the lowspézature.

Figure 5.5 shows the same data as Fig. 5.4, but the colomategiche irradia-
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Figure 5.4: Reflectivities obtained at the ice-silica irded. The curves are dis-

placed by a factor of 100. Circles indicate experimental ,daigether with the
best fits (lines). The color of the symbols indicates the terafure of the mea-

surement. The numbers of the fits refer to table 5.1.
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Figure 5.5: Reflectivity data from the ice-silica interfaddwe graph is similar to
Fig. 5.4, but the color indicates the irradiation time of s#aenple, ranging from 0
(blue) to 92 hours (red).
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Number X dorr [A] 0QLL Pe,QLL [A—]
1 0.0695 0 - —
2 0.1989 0 - —
3 0.0532| 109 |50-10°8 0.38
4 0.0351 12.4 5.4-1078 0.41
5 0.1401| 179 |52-10°8 0.40
6 0.0383| 14.3 |50-10°8 0.38
7 0.1842| 23.7 |55-107® 0.42
8 0.1739| 13.7 |55-1078 0.42
9 0.0917| 138 |[54-1078 0.41
10 0.2681| 33.1 |56-1078 0.43
11 0.3095| 17.3 |56-1078 0.43
12 0.1723 7.3 5.4-1078 0.41
13 0.2430| 187 |5.6-107® 0.43
14 0.2194 39.3 5.6-1078 0.43
15 0.2067| 340 |56-1078 0.43

Table 5.2: Fitting results for the ice-silica interface.

tion time of the sample. Virgin sample surfaces are showiue.brhe curves turn
more reddish with increasing irradiation. Since in most saeaments irradiation
time and temperature have increased simultaneously, iffisutt to attribute the
growth of the quasi-liquid layer to each one of the paranseteparately. How-
ever, for reflectivities taken at the same temperature oneclsrly deduce an
increase in the thickness of the premolten region with iasirey radiation dose.

Figure 5.4 shows that the fits reproduce the measured ddtallwelnumerical
quality of the fit, measured as itg’-value (as defined by Eq. 4.14), is listed
in table 5.2, together with the most important parametertheffit. Figure 5.6
summarizes the parameters resulting from the fits. The inflesfraction of the
bulk ice was kept constant at its theoretical valfig. (= 4.31 - 10~%) and is not
included in the graphs.

The thickness of the quasi-liquid layer is a very robustfifparameter, since
it is directly related to the period of the oscillations oe tieflectivity curve. This
allows the determination of the thickness with an error egléhan 10 pm. The
index of refraction and the roughness of the layer and thetsatie have higher
uncertainties, owing to the high level of correlation betwdhese parameters.
Fixing the index of refraction of the bulk ice to the theocativalue and allowing
only for small changes in the substrate refraction (x 5%dvwa the determina-
tion of the index of refraction and electron density of themolten region within
10% accuracy. For the measurements without premelting;oilnghness can be
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determined very accurately, with a resolution of bettentth@ pm. In the pres-
ence of the quasi-liquid layer, the strong correlation leemthe roughness at the
ice/quasi-liquid and quasi-liquid/silica interface iretfitting render the accurate
determination difficult. The value for the substrate rouggswas left constant as
long as possible, but for later measurements it seems t@ehdrne accuracy of
the determination of the roughness then dropa#o= +5 A.

The thickness of the quasi-liquid layer will be discussediore detail later.
The index of refraction for the substrate and the quasididayer (if present)
are remarkably constant. For the silica substrate the atdrakviation isl.58 -
107 and the mean valués;;;., = 8.60 - 1078, differing less than 1% from the
theoretical value o8.68 - 10-%. Ignoring the first two measurements without
premelting, the standard deviation for the index of refaacof the quasi-liquid
layer is2.23 - 107 and the mean valuéﬂl = 5.41 - 1078. This corresponds to
an electron density g, all = = 0.413 A3, 23% higher than the electron density of
water (e water = 0.335 A- 3) and 34% hlgher than the electron density of bulk ice
(Pe,ice = 0.308 A- 3). This result will be discussed later.

The results for both interface roughnesses are more seatt€he silica sub-
strate has a mean roughnessgf,., = 6.1 A, with a standard deviation of 2/.
The scattering of the fit results seems to increase for laBasorements. It is
unclear if this is an artifact from fitting or a result of ratieen damage. The
roughness of the quasi-liquid layer, indicating the widtthe transition between
the disordered region and the bulk ice, is small. The meamevals,; = 3.5 A
and the standard deviation 147 The boundary of the premolten region seems to
be very well defined.

In order to reproduce the results the same sample was iga&=tdiin Novem-
ber 2005. The radiation damage done to the sample allows#&bddhe position
of the measurement performed in June 2005. In order to fingréwgous position
of the beam on the interface the instrument is set to a fixeat poithe reflectivity
curve. The sample is then horizontally scanned throughrttident beam. The
previous beam position can be identified by a change in thereéd intensity.
The contrast in this measurement depends on the partidudgesof the reflec-
tivity curve. Therefore, the scan was repeated at diffeneminentum transfers
Q. The best contrast was achieved for Q=026 (see Fig. 5.7). The width
of the beam mark is approximately 0.1 mm, four times largantthe horizontal
beamsize (see chapter 4.2.2). This broadening is probalelyaldiffusion of the
damage done to the ice.

In this experiment the temperature of the sample was imrtedgiaet to —
0.25 °C, a temperature region where strong interface meltagexpected from
the previous experiment. The sample was continuouslyiated for six hours at
constant temperature. Surprisingly, no interface meltogld be observed this
time. In order to reproduce the previous experiment as atelyras possible a
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Figure 5.6: Summary of the fitting parameters for all measers at the ice-
silica interface. The parameters for the quasi-liquid tayre shown in blue. The
parameters for the substrate are indicated in green.
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Figure 5.7: Radiation damage at the ice-silica interfacaseduly the experiment
performed in June 2005. The instrument is set to fixed momemtansfer)) =
0.26 A~! while scanning the horizontal position of the sample.
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Figure 5.8: Reflectivity curve taken at —0.5 °C in November2afler irradiating
the sample for more than 30 hours.
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temperature cycle was then applied, cooling the sample@d€2and heating it
up to —0.5 °C again. Figure 5.8 shows a reflectivity curvernakiter 31 hours of
irradiation. Clearly, there is no indication of a premoltagdr visible.

A second silica sample (sample 7 in table 4.1) was measurdideisame
beamtime. The substrate was bought from the same supptigharsurface is of
similar quality. The preparation of both samples was idahti The sample was
irradiated for 48 hours in a temperature range where a thielsigiquid layer is
expected, but no interface melting could be observed.

The result of this second beamtime questions the reprotiticitf the inter-
face melting experiments. It shows that the premelting i.egred by additional
parameters that are not understood and seem to be samplen@adependent,
since all the experimental parameters were the same in thexperiments. The
consequences of this result will be discussed in detail énrniiaxt chapter. The
following section will show the results for the ice-quant¢arface demonstrating
a similar behavior.

5.2 Quartz substrates

Three ice-quartz interfaces were investigated in this wWotknbers 4, 5 and 8 in
table 4.1, respectively). All interfaces were preparechlie basal plane quartz
surfaces in contact with the ice basal plane.

Sample 4 was measured in November 2004. It turned out thdt mime thick
quartz substrate was not stiff enough for the experimente i€h single crys-
tal bent the quartz substrate during freezing. Since it vedpassible to define
the incident and exit angles with sufficient accuracy, thikecévity could not be
measured in a reproducible manner.

For this reason the experiment was reproduced with a quiate pf double
thickness in February 2005 (sample 5). However, even tlokriess of 2 mm
was not enough to prevent bending of the substrate compl&ata collection at
high angles was difficult and impossible at small angles. rékalting reflectivity
curves are shown in Fig. 5.9. The curves are offset by a faxfta00. None
of the curves indicates the presence of an additional (dimsd) layer. The
bending of the substrate decreased with increasing tempera-or this reason
the reflectivity curves change slightly in slope. The dataligyin the small angle
region increases with temperature, indicated by a smagthfithe region close to
the critical angle (@0.05A1).

Since the bending of the substrate induces a defocusing difgam, its effect
can directly be seen in the width of the specular reflectioigufe 5.10 shows
the width of the specular reflection for different momentuamsfers for a mea-
surement af” = —20 °C. For a high quality surface with negligible bending the
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Figure 5.9: Results of the beamtime in February 2005.

width of the specular reflection is less than10~3 °. At small angles, where the
effects of surface imperfections are most pronounced,\tbege width exceeds
values of15 - 1072 °, three times higher than for the perfect surface. In aoidljti
small changes in momentum transfer lead to strong and uicpaibte changes in
the width. For a momentum transfers larger than 0A06, the width starts to
decrease monotonously. The measured width of rocking sEnfermed at high
temperature (—0.01 °C) and large momentum transfer is showoodimparison.
The width is significantly smaller, but still larger than foperfect surface. There
is only a small and monotonous increase of the width witheasing momentum
transfer, indicating that the surface has relaxed at thipezature.

The third ice-quartz interface (sample 8) has been inva&dyduring the
beamtime in June 2005. In order to prevent substrate berd&ge single crys-
tal with a thickness of 12.7 mm was used. Figure 5.11 showsvitiths of the
specular reflection for different momentum transfers. Thdtlwis constant over
the full momentum transfer range and clos&tal0—2 °. The data set was taken
at -5 °C, but similar results were obtained for all tempeegui herefore, it can
be concluded that the surface is not bent. Furthermore, libenge of diffuse
scattering shows that the remaining surface roughnes#ysificorrelated.
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Figure 5.10: Width of the specular reflection at the ice-tmieterface for differ-
ent momentum transfers (Left: Small angle part. Right: Higgle part). The
scans have been perfomed/at —20 °C.

During the beamtime severe problems occurred with the tesiyre control
system. The problems could be solved, but the first measunteameler stable
conditions could only be performed after 59 hours of irridia For this reason
the irradiation times of the quartz sample are much higlear tor the silica sam-
ple (see table 5.3). The dataset 4, which has an irradiatio& ¢f O, has been
measured at a different sample spot. Figure 5.12 shows nhgetature profile
used during this beamtime.

The reflectivities obtained are shown in Fig. 5.13. The colothe curve
indicates the temperature at which the measurement haspegfrmed. The
curves are offset by a factor of 100 to avoid overlapping. &lfect of irradiation
time is displayed in Fig. 5.14. The results are similar tosthobtained for the
silica sample. There is a clear signal of a layer at the iatexf The thickness of
this layer depends on temperature and irradiation time.

The values of the fits to the data are shown in table 5.4. Thétyjwh the
fits and the accuracy of their parameters are similar to theegabbtained for the
silica data. The values of all the fitting parameters can ba seFig. 5.15.

Quartz has a higher density than silica, resulting in a higigex of refrac-
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Figure 5.11: Specular reflection width of the quartz substraeasured in June
2005.

Number | Temperature | Irradiation time
1 -5°C 59 hours
2 -1°C 66 hours
3 -2°C 78 hours
4 -2°C 0 (new spot)
5 -0.2°C 90 hours
6 -0.1°C 97 hours
7 -8°C 102 hours
8 -5°C 107 hours
9 -12°C 117 hours
10 -20 °C 120 hours
11 -1°C 137 hours
12 -0.5°C 142 hours
13 -0.2°C 150 hours

Table 5.3: Reflectivity measurements at the third ice-quatézface.



5.2. QUARTZ SUBSTRATES 87

Temperature [°C]

0 2 4 6 8 10 12 14
Measurement (number)

Figure 5.12: Temperature profile of the measurements peediat the ice-quartz
in June 2005.

Number X dorr [A] dQLL Pe,QLL [A—7]
1 0.1302 0 — —
2 0.1313 18.4 5.6-1078 0.43
3 0.0670 15.0 5.6-1078 0.43
4 0.1042 0 — —
5 0.0527 34.1 5.6-1078 0.43
6 0.3254 46.2 5.6-1078 0.43
7 0.2815 10.1 5.3-1078 0.41
8 0.3352 21.4 5.6-1078 0.43
9 0.2400| 14.8 5.6-1078 0.43
10 0.0398| 10.4 5.2-1078 0.40
11 0.2317 29.9 5.6-1078 0.43
12 0.2660 37.6 5.6-1078 0.43
13 0.3025 50.1 5.6-1078 0.43

Table 5.4: Fitting results for the ice-quartz interface.



88 CHAPTER 5. RESULTS

10°
o  #6T=-0.1°C
Fit d=46 A
o #13T=-0.2°C
Fit d=50 A
] O  #5T=-02°C
Fit d=34 A
O #12T=-05°C
Fit d=38 A
. o #1T=1°C
Fit d=30 A
o #2T=1°C
> Fit d=18 A
= 4 O #4T=2°C
S Fit d=0
S O #3T=2°C
x Fit d=15 A
| O #8T=5°C
Fit d=21 A
O #1T=5°C
Fit d=0
O #7T=-8°C
7 Fit d=10 A
o #9T=12°C
Fit d=15 A
O #10T=-20°C
: Fit d=10 A

0.8

Figure 5.13: Temperature-dependent reflectivity curveasumed at the third ice-
quartz interface. The curves are displaced by a factor of T8 circles indicate
experimental data together with the best fits (lines). THercof the symbols
indicates the temperature of the measurement.
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Figure 5.14: Temperature-dependent reflectivity curveasuesd at the third ice-
quartz interface. The color indicates the irradiation tioiehe sample, ranging
from O (blue) to 150 hours (red).
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Figure 5.15: Fitting parameters for all the measuremekesntaThe parameters
for the quasi-liquid layer are shown in blue. The paramdtarghe substrate are
indicated in green. Note that no premelting was observethtomeasurements 1
and 4, therefore@l. ., g, andog;, are zero.
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tion of d4u4r> = 1.05 - 1077 (electron density, juu. = 0.80 A=3). The index
of refraction resulting from the fits is slightly (6%) high#tran this value. The
average index of refraction E@umz = 1.11- 1077, with a standard deviation of
2.8 - 107%. Reflectivity measurements only allow a determination ofetleetron
density difference between the two bulk materials. Sineeathsolute value can
not be probed it is not possible to tell if this enhanced dgnsidue to a denser
substrate or to a reduction of the density of the bulk ice. §deond option seems
physically more reasonable and could be an artifact of tadialamage or sam-
ple preparation. The index of refraction of the premoltegior is very robust and
with an average value of;, = 5.53 - 10~® and a standard deviation 0f47- 10~°.
This corresponds to an electron densitypof; =0.422A-3, 26% larger than
the electron density of water and 37% larger than the eleasmsity of ice. It
agrees very well (within 2%) with the result obtained for #lectron density of
the quasi-liquid layer at the ice-silica interface. Chag@er will discuss these
results in more detail.

The average value of the substrate roughnesg,is;. = 4.6 Awith a standard
deviation of 0.54. For the quasi-liquid layer an average roughness,pf= 3.1 A
is obtained, again with pronounced scattering in the date@. Standard deviation
is 1.9A. For the silica sample an average roughness off3vBas obtained for
the quasi-liquid layer. The consistency of these valuemportant because the
roughness of the substrates is different in both experisndritis strongly suggests
that the roughness obtained for the premolten region iseith@demeasure of the
guasi-liquid-ice boundary region.

5.3 Other samples

This section covers the remaining samples, with the exaepti the ice interfaces
with self-assembled monolayers. Their properties can ba setable 4.1. The
substrate for sample 1 was float glass which is frequentlyg dige laboratory
equipment. Unlike fused silica it contains many impuritieBhe substrate for
sample 2 was a sapphire single crystal. Sample 3 was prepatted similar
sapphire substrate, but covered by a 100 nm layer of silesvigby MBE. Sample
9 was prepared with a single crystalline magnesium oxidstsaie.

5.3.1 Ice-float glass interface

The ice-float glass interface was the first interface ingastid in the course of
this work. The measurements were performed in August 2008.width of the
specular reflection was- 1073°. It showed no sign of broadening with increasing
momentum transfers. The measured reflectivities are showigi 5.16.
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Figure 5.16: Temperature-dependent reflectivity of theflicat glass interface .
Low temperatures are shown on the bottom. Higher tempesare displaced
by a factor of 100.
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Figure 5.17: Temperature-dependent reflectivity of thes@pphire interface.

Small changes are visible on the reflectivity curve when ghranthe temper-
ature. Unfortunately, these changes are neither reprolgucior are they signif-
icant enough to produce stable fits. Models employing a gabstrate with a
premolten layer were not able to reproduce the data witlsfgatg quality. In
addition, it remains unclear if, and to which extent, thesttdie releases impuri-
ties into the ice. For this reason these results can not leetasraw conclusions
about the presence of a quasi-liquid layer at this interface

5.3.2 Ice-sapphire interface

The measurements were performed during the beamtime iru&gb2004. Al-
though the substrate was only 1 mm thick, the sample showdztnding. The
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roughness of the substrate was very low, allowing the measemt of the reflec-
tivity curve up to@ = 1.8 A~L. The width of the specular reflection was constant
over the whole range with a value ®f 10-2°. The reflectivity curves are shown
in Fig. 5.17.

At all temperatures a faint, high frequency oscillation isile. Since this
feature is not temperature-dependent, it can not be attdbio premelting. It is
more likely that the oscillations are produced by a thiclelagf contamination at
the interfaced = 40 A) produced during baking. Since no etching was applied to
clean the substrate after baking, the contaminations nstjjhhave been present
during sample bonding.

No consistent changes of the interface reflectivity couldimerved by chang-
ing the temperature. The roughness and contrast of the ¢tdyamntaminations
seems to change slightly, resulting in a faster overall yet#he reflectivity with
increasing temperature. This is probably due to diffusibthe contaminations
into the ice at higher temperatures. There is no indicatidhe@appearance of a
guasi-liquid layer with a change in the electron densityisould be either be-
cause the contaminations at the interface block premettirtgecause the signal
of the contamination obscures oscillation coming from thasitliquid layer.

5.3.3 Ice-silver interface

The ice-silver interface was investigated in February 2004e temperature-
dependent reflectivity is shown in Fig. 5.18. The interfeeefringes from the
silver layer are clearly visible. Since the electron dgndifference between ice
(peice = 0.3 A=3) and silver p, 4, = 2.8 A=3) is very high, these oscillations
obscure any signals from a quasi-liquid layer of small thiess. Therefore, only
high temperature measurements are shown in Fig. 5.18.

The highest measured temperature was —0.01 °Cwith a toddiatron time
of 44 hours. However, no significant change can be seen ireftectivity. No
signal of premelting can be observed, but the presence ddsi-tjquid layer with
a thickness of less then Z0can not be excluded. If the density change between
the ice and the quasi-liquid layer is lower than 20%, an etgkér disordered
region would be invisible. Similarly, contaminations aetmterface could be
obscured by the large density contrast between the siléethanice.

For these reasons no conclusions can be drawn about the [pngnag the
ice-silver interface. The quality of the silver layer is yéngh, with a roughness
of only 3.2+0.5A. The width of the specular reflection is less thgan10—3° and
constant up to A-!. This shows that the high quality surface created in the MBE
process is conserved through the bonding process.
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Figure 5.18: Temperature-dependent reflectivity of theesiice interface.



96 CHAPTER 5. RESULTS

Reflectivity

0.3
Q[A"]
Figure 5.19: Reflectivity of the ice-MgO interface after 2 hoof irradiation at
T =-0.2°C.

5.3.4 Ice-MgO interface

The ice-MgO interface was investigated in June 2005. The 3tiitk substrate
did not show any signs of bending. The widths of the specw#ection were

betweer8-1072° and5-1073°. The substrate was heated to —0.2 °C and irradiated

for 21 hours. No signs of premelting could be observed. Eidul9 shows the
reflectivity after 21 hours of irradiation. No oscillatioae visible, indicating the
absence of a layer with a change in electron density at teefate.

Unlike the samples described before, this sample showsrafilattivity curve
without any features that could hide a quasi-liquid laydrerefore, it can be con-
cluded that no premelting was happening at the interfacegltine measurement
or that the quasi-liquid layer has a density identical todaesity of bulk ice.

5.4 Self-assembled monolayers

The ice in contact with hydrophobic self-assembled moretayas been inves-
tigated in July 2006. The sample preparation is describexdthapter 4.1.1. Two
interfaces with different SAMs grown on a silicon substradeered by its native
oxide layer have been measured. On one substrate octadebjdrsilane (OTS),
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a molecule with a pure hydrocarbon tail, was deposited. €hersd substrate was
covered with fluoroalkylsilane (FAS), a flourinated hyrdduman. The substrate
consists of silicon, covered by a silicon oxide layer to viattice head group of the
SAM is anchored. The molecules are depicted in Fig. 4.2.

Organic molecules are radiation sensitive. For this regseat care was taken
to characterize radiation damage and keep the radiatioa doghe sample as
small as possible. The reflectivity curves were measuredewranslating the
sample horizontally through the beam such that every pdinh® reflectivity
curve was measured on a fresh, non-irradiated spot. Thati@adieffects are
discussed in more detail below.

5.4.1 Octadecyl-trichlorsilane (OTS)

Due to the high quality silicon substrate, the width of the@par reflection is very
small. In the experiment the value was constaritat 10-3° up toQ = 0.5 A",
This demonstrates the high quality of the substrate surfblee OTS layer did not
introduce additional surface roughness.

Figure 5.20 shows the reflectivities from the OTS-ice irdeef for different
temperatures. No big changes are observed when changitgntiperature. The
position of the minimum shifts slightly. The depth of the firinimum decreases
with increasing temperature. These changes probablytfesod relaxation phe-
nomena at the interface as the temperature of the sampleréased.

Since it was not possible to measure the reflectivity of th& Gilyer without
ice, its properties could not be determined independeritlys leads to a large
number of unknown parameters in the model of the ice-OT $fate when fitting
the data. From the chemical structure a layer thickness5of\5s expected for
the head group, and a thickness of 22or the hydrocarbon tail. The position of
the first minimum at) ~ 0.2A-!, suggests a total thickness of the OTS layer of
31A. This value is confirmed by the fitting. The model used forftteeconsists of
two layers for the self-assembled monolayer, one for thel lggaup and one for
the hydrocarbon tail. The substrate is covered with an ehdit layer of silicon
dioxide.

Since the electron density contrast between the siliconi@sndxide layer
is small, the oxide layer does not contribute to the distaotai@ined from the
first minimum. This thickness is 13% higher than the expetéal thickness of
27.5A. The index of refraction measured for the hydrocarborigaihly 3.3-1078,
14% smaller than the expected value3df - 10~8. This indicates a stretching of
the layer, since the density drops by the same amount tHeess increases. The
origin of the stretching is unclear.

Although the data are of high quality, the large number ofnawkn parameters
does not allow to deduce details on the structure of the iegface. The problem
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Figure 5.20: Temperature-dependent reflectivity of theQde interface. The
sample has been translated horizontally during the measunein order to
avoid radiation damage. The reflectivity curve exhibits @pleninimum at
Q = 0.5 A~!, where the measured reflectivity disappears in the backgtou
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Figure 5.21: Fits to the reflectivity measured at —0.45 °C. different fits with
a fixed thickness for the quasi-liquid layer are shown. Thereo significant
difference in the quality of the fits.

is illustrated in Fig. 5.21. The data taken at —0.45 °C arevshas green circles.
The solid lines show fits assuming quasi-liquid layers ofyiay thickness. In
these fits, the thickness of quasi-liquid layer at the iaiegfhas been fixed, while
the fitting program can adjust the other parameters of th@kamwithin physically
reasonable boundaries. There is no significant differemtiee quality of the fits.
Therefore it is not possible to confirm the presence of a gigsd layer at the
ice-OTS interface.

5.4.2 Fluoroalkylsilane (FAS)

The rocking scan widths confirm a similar high quality of th®S-SAM as for
the OTS sample. No surface correlations were found for tAlg.S

The sample was heated to —0.4 °C. After measuring the refilgctivwas
cooled to almost —-20 °C and measured again. A final measutevasiperformed
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Figure 5.22: Temperature-dependent reflectivity of theHaS interface.

at a high temperature of —0.5 °C. The observed reflectivitiessaown in Fig.
5.22. The reflectivity shows a broad and strong oscillatr@mf the fluorinated
self-assembled monolayer. The solid lines show fits to ti&. da

For the electron density model of the fluoroalkylsilane ¢hleg/ers were used.
The first layer represents the silane head group that is a@gho the substrate.
Its thickness is left free within 4 to 8. A thin second layer simulates the two
CH, groups. The long fluorinated tail is modeled as a third layién @ thickness
of approximately 1.

In Fig. 5.22 two fits are shown for every reflectivity taken. eOwith a
three-layer model containing only the self-assembled rfay@o and no additional
structure at the interface (green lines). The second finagsw@an additional layer
at the interface. The improvement of the fits is not significarne introduction
of additional fitting parameters results only in a small im@ment of the fit. The
changes in the reflectivity can be reproduced by slightlgrady the properties of
the monolayer. This indicates that the temperature-dep@rzhanges are due to
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Figure 5.23: Combined effect of roughness and quasi-liqaydid thickness on the
reflectivity obtained from the ice-FAS interface. The dénsif the quasi-liquid
layer was sett@. = 1.2p. p20.

relaxation effects rather then to the appearance of additstructures.

Calculated reflectivity curves are used to visualize thecetféa quasi-liquid
layer on the reflectivity of the complicated ice-FAS struet(see Fig. 5.23). To
model the FAS film, the best fit to the data measured at —0.4 ¥usd. On the
top interface to the ice an additional quasi-liquid layesvadded. The premolten
layer was assumed to have the same density as measurediouprexperiments
(pe = 1.2p. m20). Figure 5.23 shows the calculated reflectivity for & Fhick
(bottom curves) and for a 1A thick (top curves, displaced by a factor of 100)
premolten region. Each layer thickness has been combirtbcawoughness of 1,
5 and 104, respectively.

The calculated reflectivity shows that a layer offLer greater thickness leads
to an additional minimum in the broad oscillation if the rbngss is smaller than
5A. Even for larger roughnesses, the position of the first mum and the inten-
sity in the region between 0A~! and 0.2A! are different compared to the re-
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flectivity without a quasi-liquid layer (green line). Thegsence of a quasi-liquid
layer with a thickness off > 10 Acan be excluded, assuming it has a similar
density as observed at other interfaces. A layerAfd less can not be excluded,
except if the roughness is much smaller thak.3n this case a strong minimum
appears af) = 0.53 A-1, which is not observed in the data.

In summary, the presence of a small quasi-liquid layer airnttegface between
self-assembled monolayers of OTS and FAS can not be exclbdéthere is no
indication for it. It is important to note that these measueats have been per-
formed with a very small radiation dose to conserve the acgarolecules. On
no other sample premelting has been observed with radidses this small.
Stronger irradiation of the sample results in irreverstideomposition of the or-
ganic molecules.

5.5 Summary

In total, eleven samples have been investigated in this workly in two cases
(sample 6 and 8) interface melting could be detected. Iretbases (samples 5, 7
and 9) there is clear evidence that either premelting isrdtzgehat the premolten
layer exhibits a density close to the surrounding ice. X#eflectivity relies on
a proper matching of the density contrast between the ieestbstrate and any
possible layer in between. This contrast matching can ndtlfided in case of
the ice-silver interface (sample 3) because the electrasityeof the silver is too
high. A perfect OTS layer would provide good contrast matghbut the OTS
layer used in this work (sample 11) grew with too small dgnsithe density
contrast for the ice-FAS interface (sample 10) does onlynathe confirmation
of premelting in ideal conditions, i.e. thick quasi-liquayer and low roughness.
The remaining samples (1,2 and 4) did not provide reflegtuirves of sufficient
quality. The results from samples 5 to 9, for which the preseor absence of
premelting could be determined, will be discussed in thiefahg chapter.



Chapter 6

Discussion

Most of this chapter will be dedicated to the discussion ef sults obtained
from the ice-quartz and ice-silica interfaces. First, the measurements that
showed interface melting will be discussed. The growth lanttie quasi-liquid
layer will be deduced and the results will be compared torotlueks. Finally we
will discuss the widely varying melting behavior of ice agtimterfaces studied in
this work.

6.1 Growth law

The growth law for the quasi-liquid layer thickness is deztlifrom the temper-
ature dependenck(T — Ty,). Since interface melting was only observed at the
ice-silica and ice-quartz interface, the data for the dismn of the growth law
are solely originating from these two interfaces.

6.1.1 Correction for radiation effects

The temperature dependence of the quasi-liquid layerniess obtained for both
the quartz (stars) and the silica sample (circles) is shawlig. 6.1. There is
a lot of scattering in the data. The expected logarithmievtjndaw for systems
governed by short-range forces is not obvious from the dédavever, it was ob-
served in the experiments that continuous beam irradiatmeases the thickness
of the quasi-liquid layer.

The average photon flux was determinedste: 10'° photons per second in
uniform filling mode. The number of photons absorbed by tmeda is given by

o= Qlenlt. (6.1)

wherey.,, is the mass energy absorption coefficient, denoting thewsdten of
the beam per length unit, taking into account all the abgampthannels! is the

103
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Figure 6.1: Quasi-liquid layer thickness without correntifor radiation effects
(Stars: ice-quartz interface, circles: ice-silica inbed). The color of the symbols
indicates the radiation dose to the sample, ranging froml04&Gy.



6.1. GROWTH LAW 105

path length and the irradiation time. The value df;—” = 0.0265% has been

taken from the NIST website [85]. The radiation dose rateefsed as the energy
deposited within 1 kg of material per second. Each photoriesaan energy of

e = 72.5 keV. Expressing the volumg = [ - o, with the lengthl along the beam

and the beam cross-sectionthe radiation dose rate is given by

D— E —a-e  ¢-€lien
oVt pol o p

(6.2)

With the beam cross section= 25um - 5um the total dose rate is given as

. k k
D=16- 10162—;/ - 2.56%. (6.3)

In Fig. 6.1, the radiation dose for each measurement is cbyéide color of
the symbol, ranging from blue, for a virgin surface, to redfigh radiation doses.
The highest radiation dose measured was 1.4 GGy. The inmuertaf correcting
for radiation damage is obvious from the diagram. All the bgia corresponding
to high radiation doses gather at the top of the diagram,enthié blue symbols
are found at the bottom.

The measurements that have been performed at the same &¢uneevith dif-
ferent radiation doses allow an estimation of the radiatnoluced layer growth.
The evolution of the layer thickness with radiation doséhisven in Fig. 6.2. The
symbols show the measured layer thicknesses, the linemaege fits to the data.
The inset shows the slope of the fitted linear function as etfan of temperature.
The radiation induced growth is larger at the ice-quarterfiace. Unfortunately,
the measured data points are not sufficient to isolate atelegerature trend. The
average radiation growth &L /dD =22 + 5 A/GGy for the ice-quartz interface
anddL/dD = 11 + 5 AIGGy for the ice-silica interface.

Using these values it is possible to correct the thicknegheiquasi-liquid
layer for radiation effects

dL
Lo= L, D D. (6.4)

The resulting growth law is shown in Fig. 6.3. The correctwas not applied
to layers of zero thickness, since it is unknown which radratlose is necessary
to initiate premelting. The scattering of the data points baen significantly
reduced. The presence of a negative layer thickness is #acartA negative
layer thickness implies only that no interface melting is@tvable on the non-
irradiated interfaces. The negative value allows to egéntlae radiation dose
necessary to initiate interface melting.
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Figure 6.2: Growth of the quasi-liquid layer with irrad@ti dose. Only the data
points for which the same temperature has been measurediftétent radiation
times are shown. The stars show results for the ice-quadefate, the circles
denote the layer thickness at the ice-silica interface.ii$et shows the derivative
of the growth as a function of temperature.

6.1.2 Experimental errors
Temperature

The data sets from the ice-silica and ice-quartz interfaege been measured with
the peltier cooling chamber (see chapter 4.1.3). Altholghdhamber has very
high relative temperature stability, the absolute temijpeess not defined with the
same accuracy, since the cooling is only done from two siflédsecsample. The
low heat conductivity of the ice can lead to temperature igréid on the sample.

In such a geometry it is difficult to determine the precisegerature. In all
experiments a temperature sensor has been molten intolihieduThe heat con-
duction through the wire to the sensor was too strong to givacaurate reading.
The air surrounding the sample was never cooler than +16 &Ctbe course of
an experiment, which in turn leads to a measured tempertiates too high. The
geometry of each sample is different, as well as the exadigugg of the sensor
and its cabling.

Since the absolute temperature of the ice at the interfagkl cwt be mea-
sured with high accuracy, the temperature of the coolingeplavas measured
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Figure 6.3: Radiation-corrected growth of the ice-silicaic{es) and ice-quartz
(stars) interface. The solid lines are guides for the eyeedative layer thickness
indicates that no premelting will be observed on a non-iatadl interface.



108 CHAPTER 6. DISCUSSION

instead. The temperature of the cooling plates can be mezhsuith an accuracy
of 10 mK using calibrated temperature sensors. Howevernatganperature gra-
dients across the sample, the temperature of the cooling wi#l differ from the
temperature of the measured interface.

Simon Engemann performed some measurements of the teomesgeddients
in the ice [3]. The temperature gradient inside the sampddwden the cooling
plates (y direction) was smaller than +2.5 mK/mm, for tenapares close to the
melting point. This result can be directly applied to our péas, since their ge-
ometry is similar (24 mm length compared to 25.4 mm for thegampresented
in this work). The temperature of the ice at the measured spgiit be up to
50 mK higher than the temperature of the cooling plates.

Temperature gradients parallel to the heating plates ection) will lead to
the observation of a reflectivity that is averaged over diifé temperatures. Since
the sample has constant cooling in the x direction this grads expected to be
small. In addition, the footprint of the beam decreases mitheasing angle. The
important part of the reflectivity is measured at large asiglehere the footprint
is small. For this reason the experimental error of tempegagradients in the x
direction is negligible.

Taking all into account, the total uncertainty of temperatis estimated to
AT =15 mK.

Layer thickness

The thickness of the premolten layer can be determined veith kigh accuracy
from the reflectivity curve. Its experimental error can b@sidered negligible
compared to other experimental errors. Much larger is thar @ssociated with
radiation damage. Since the nature of the radiation dansagetiunderstood, it
is impossible to predict the functional dependence on doddemperature. For
most temperatures only one or two measurements were pedowith different

radiation dose, allowing only to employ a linear growth |lai&s no temperature
trend was visible, the radiation induced growth of the quigsiid layer was con-
sidered to be temperature-independent and the valuesfferedit temperatures
averaged.

The experimental error in the determination @fis

OLy
Gy

dL 0Ly

Ao = a " |ap

AD. (6.5)

The standard deviation obtained in section 6.1.1 is used%. The error of the
dose calculation is determined by the uncertainty in treiation timeAt;,,. and
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the uncertainty of the dose rate calculatic®
AD =ty - AD + D - Aty (6.6)

The irradiation time is well known, however, measuring a feflectivity curve
takes up to 30 minutes. Most of the measurements are perddrora low to high
angles. The large momentum transfer part of the reflectisitilerefore more ex-
posed to radiation than the part close to the edge of tot&atesh. Fortunately,
radiation induced growth is slow, in 30 minutes the thiclenekthe quasi-liquid
layer increases by only 0.0% for the ice-silica and 0.2 for the ice-quartz in-
terface. Since the time for a single measurement is muchlentaan the total
irradiation time, no correction has to be applied axyg., is set to £15 minutes.
The radiation dose rate is calculated with Eq. 6.2. The baassesectionr
is known from knife edge scans with negligible error. Thergpdandwidth of
the monochromator i&e = +0.1keV (see chapter 4.2.1). A rather large error of
10% is attributed to the flug. This error accounts for differences in the storage
ring current during the measurements. The mass energygalosocoefficient is
taken from the NIST database, an error of 5% has been estifwatthe accuracy
of the calculations. The total error of the dose rate is theargby
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6.1.3 Discussion of the silica and the quartz substrate

The results from the measurements at the ice-silica irderf@e shown as circles
in Fig. 6.4. From the theory a logarithmic growth law is exjgelc(see chapter
2.5.1). The blue line shows the fit of Eg. 2.10 to the datan@knto account the

experimental errors calculated in section 6.1.2. The abthgrowth law is

(6.8)

L(T)=50+0.7An <_9 £55 C).

(Th —T)

The correlation length of the quasi-liquid layeris;;.. = 5.0 + 0.7 A, the onset
temperature for premelting & siica = —9.3 £ 3.5 °C. The layer thicknesses,
which have been measured several times at the same tempeincide very
well. This indicates that averaging the radiation inducexvgh rate over all tem-
peratures is a good approximation. The two data points medsmith highest
radiation dose display a larger deviation from the growtt tlhan the other data
points. This indicates nonlinear effects at very high radidoses or thick layers.
However, no such effects were observed at the ice-quagdate.
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Figure 6.4: Growth law for the ice-silica and the ice-quanterface with the error
bars calculated in section 6.1.2. Fits using a logarithmoewh law are shown as
lines.

The fit to the measured quasi-liquid layer thicknesses is#teld by the green
line in Fig. 6.4 resulting in

(6.9)

o —1.04+0.4°
Lau:7iL7Am(——9—9—9>

(Th = T)

The scattering of the data is much smaller than in the cadeedte-silica inter-
face. The correlation length &y,4¢. = 7+ 1.7 A, significantly higher than
for the quasi-liquid layer at the ice-silica interface. Tbmeset temperature is
T0.Quart- = —1.0 £ 0.4 °C. The error of the quasi-liquid layer thickness is larger
for the ice-quartz interface. This is because the irragietime is longer, thus the
uncertainty in the layer radiation growth has a larger inipac

The onset temperature of premelting is significantly higbethe quartz sam-
ple. This indicates that the crystalline substrate haslaligiag effect on the ice
structure, preventing the formation of the disordered ph@aiartz crystallizes in
a hexagonal lattice. The basal plane of the substrate wasted parallel to the
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basal plane of the ice. However, the structure of both madteis different and the
in-plane orientation of the ice remained undetermined. Sthecture of the first
ice layers may be further distorted or misaligned due to theding process.

The correlation length of pure supercooled water has betenrdmed in small
angle scattering experiments [96]. In the temperaturegahmterest, a temperature-
independent correlation length &f,0 ~ 3.6 — 3.8Awas found. The correlation
length of the quasi-liquid layer is larger, closer to theuesl obtained for super-
cooled water [97] where a correlation length of\®as found atl’ = —20 °C.
Since the quasi-liquid layer is a strongly confined layer snidfluenced by the
ice crystal lattice, a higher correlation length is expdctgince the experimental
data for the bulk water exhibit a large uncertainty it is opbssible to note that
the measured correlation length is similar to the corretaliength of supercooled
water or slightly higher than the correlation length of wateroom temperature.
The correlation length for the ice-quartz interface is leigthan for the ice-silica
interface. As mentioned before this might be attributedhi® presence of the
crystalline substrate.

6.2 Density of the quasi-liquid layer

While the correlation length of the quasi-liquid layer is ganto the value of
bulk water, the electron density is much higher (see tabl2safd 5.4). The
average electron density is similar for both substratesis Trfdicates that the
phenomena leading to this increased density does not depetiek crystallinity
of the substrate.

The electron density difference between the quasi-liqaieil and its sur-
roundings determines the amplitude of the oscillationshi reflectivity curve.
Since only one layer is present at the interface, the dedsgigrence is a robust
fit parameter. The density of the quasi-liquid layer is fotmde approximately
25% higher than the density of bulk water. Since the compy#isg of water is
rk = 0.53 1/GPa at 0 °C [88], the pressure needed to induce a compnesisibe
ice §F = —V/1.25 = —1.077is

Ap = —I{_lﬂ = 2.0GPa. (6.10)
Vv

Obviously, there is no physical explanation for this pressund thus a mechanical
compression can be excluded. In the following other expilana such as charg-
ing, radiation damage, impurities and the stabilizatioradiigh density water

phase are discussed.
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6.2.1 Radiation effects

High energy photons interact with matter mainly via the pleffect and to a lesser
extent via the Compton effect. Both of these processes cnestelfectrons. This
can affect the sample in two ways: By charging the interfacktgrmdamaging the
chemical bonds of the substrate material.

The substrates used in this work are insulators. Thereflogesample is elec-
trically isolated from the chamber and charging can takeglén order to increase
the electron density by the measured amount an additioeatreh density of
0.084A 3 is required. This corresponds to a charge densify of 1.34- 10105
There are two reasons that speak against this model. Eiraises the question
why the free electrons do not recombine with the positives ioneated during ion-
ization. Second, although the total charge is not very hiigis, assumed to be
confined to a very small volume, thus leading to a high chaggesitly, which is
energetically unfavorable.

The strong influence of radiation damage on the thicknesseoftiasi-liquid
layer has already been discussed. It is possible that theureghdensity is also
influenced by this effect. After several days of irradiatittme beam path inside
the bulk ice becomes visible as a faint line. This indicatesractural change
in the material, probably due to the creation of gas bubbiew fthe radiolysis
of the water molecules. As a result, bubbles of hydrogen atygjen gas are
produced. If these bubbles reach a sub-micrometer diantkeésr scatter visible
light. However, since this process changes the structurtendt the number of
molecules or electrons in the ice, it is not changing thetedecdensity of the
substrate.

The gas molecules might be able to escape the bubble by iddfusto the
ice. This seems to be unlikely, however, since the solybditgases in ice is
very low. A more probable way of mass transport would be thhoa percolated
network of bubbles. When the bubbles get large enough to ayverhch other,
gas molecules might escape the sample. Unfortunatelg #rerno data available
on the structure of this radiation zone. The high vapor pmesand the high
mobility of the ice surface prevent the preparation of éy-samples for imaging
techniques such as atomic force microscopy and electrorosuopy.

An increase in electron density could be observed if the tsatesdissolves
in the ice. The solubility of silica in water is very low andrnche expected to
be almost zero in ice. The radiolysis of ice creates OH-edgjd4,0, and other
aggressive molecules that may attack the surface of theratéoand thereby en-
hance the solubility. However, as indicated in Fig. 6.5,gh&molten region has
to incorporate 30% silica to reach the observed electrositjerif it is assumed
that the native density of the quasi-liquid layer is equalh® density of water,
this value drops to 25%, which is still unphysical. Even irsibasolutions the
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Figure 6.5: Observed electron density of the quasi-liqagkt as function of
dissolved silica (in atomic %). Green line: electron dgnit a mixture of bulk
ice and silica. Red line: electron density for a mixture ofevaind silica. Dashed
lines denote the values for the electron density of pure wate and the quasi-
liquid layer.

solubility of silica is less than 0.1%.

Radiation damage has a large influence on the premelting antikiely that
it will also influence the density of the quasi-liquid layddowever, a radiation
damage mechanism inducing an increase in electron dermity oot be identi-
fied.

6.2.2 Impurities

The solution of impurities into the premolten region couttt@unt for the in-

creased electron density. The ice single crystals can b&idened to be free of
impurities, since they are made from ultra-pure water ave baen zone melted.
This method removes almost all impurities still inside the.i Great care was
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Figure 6.6: Concentration of impurities needed to obsereeefactron density
measured for the quasi-liquid layer, calculated with EG16Cyan line: Assum-
ing the pure premolten layer has a density equal to ice. Bhee Issuming the
native electron density of the quasi-liquid layer is equahiter. Vertical lines:
Possible impurities.

taken to keep the samples clean during sample preparatiom sibstrates have
been etched with chromium sulfuric acid and rinsed withir@liwater. Once the
substrate is bonded to the ice crystal, the interface igptetl from impurities.
Sources of impurities are hydrocarbons floating in air arttlirsg on the sur-
face of the substrate between cleaning and bonding. Simceléttron density
of these molecules is small they should not increase théretedensity signifi-
cantly. Likewise, the air was contaminated with Calciumgsinonstruction work
has been performed inside the buildings during the time wipda preparation.
The milli-Q water used in the sample preparation had a spe@sistance of 12
M€-cm, which excludes it as a source of ionic contaminationss lmay, how-
ever, have been dissolved from the walls of the glass bdtdé ¢ontained the
water. Finally, although careful rinsing was applied, sahsomium ions could
be left on the substrate surface after etching. Howevethalpossible sources of
impurities account in the worst case for contaminationsé@gpm regime.
Assuming that the small amount of impurities does not chdhgenass den-
sity of the quasi-liquid layer, the increase in electronsigncan be calculated
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as
Ape ~ AfQLL _ fwater -+ fimpurity : (1 - C) ' (611)
Pe fQLL fwzzter
fwater = 2f1,1 + f1,0 1S the total structure factor of waterjs the concentration
of the impurity with the structure factgfi ;,,p.-,- Equation 6.11 is only a crude
estimate, but it is sufficient to demonstrate the order of mtage of the effect.
In Fig. 6.6, the concentration necessary to obtain the gbdezlectron density of
the quasi-liquid layer is plotted as a function of the atomienber of the impu-
rity. The cyan and blue lines show the result of the calcofafor a premolten
region with the native density of ice and water, respectivEhe atomic numbers
of calcium and chromium are marked with a green and orange fl@spectively.
Fluorine has been marked with a magenta line, since it eshibe highest dif-
fusion coefficient in ice. It could diffuse fast enough thgbuhe ice crystal to
contaminate the interface between the bonding processhendctual reflectiv-
ity experiments at the synchrotron radiation source [98wEelver, no source of
fluorine contamination could be identified.

Figure 6.6 shows that very high concentrations of impigitiee necessary
to affect the density of the quasi-liquid layer strong erfaudeven for high-Z
elements, concentrations of several percent are requ®ede this can be ruled
out, impurities can be excluded as the source of the incdegleetron density in
the quasi-liquid layer.

6.2.3 Stabilization of a high density water phase

After excluding experimental artifacts or the increasehi@a ¢lectron density via
impurities, the possibility of an increased mass densitythabe examined. As
described at the beginning of this section, the increasemsity can not be ex-
plained by a simple compression of the ice. An alternatiyeanation may be
found in the formation of a different phase of water.

Ice is known to form several amorphous phases [9]. Due to thiéerence in
density, they are labeled low-density amorphous (LDA)hkignsity-amorphous
(HDA) and very high-density amorphous (VHDA) ice. VHDA cae bormed
by compressing HDA at 1.1 GPa. The resulting ice can be reedwe ambient
pressure at 77 K and has a density of 1.25 ¢/p#h The fact that the density is
approximately the same as the density observed for the iemiayer shows that
it is possible to arrange water molecules in a disorderedghadth the measured
density.

Some water models [6] assume that the amorphous ices hawe tiqunter-
parts and that the bulk structure of water characterizedatgel density fluctua-
tions between the two water states. One of this water phases low (LDW), the
other a high density (HDW). Although experimental evideraretiie existence of
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these water phases was found, they have never been obsé&eettydHere we
speculate that confinement or the presence of an interfadd stabilize one of
the two phases. Since the quasi-liquid layer exhibits tiheesdensity as VHDA,
which is interpreted as the amorphous counterpart of the Hib@/structure of
the quasi-liquid might be similar to the structure of thetagnsity water phase.
The critical point above which the two water phases becomistinguishable in
the bulk is located at 220 K. Whether confinement and the pcesehthe SiQ
interface are sufficient to stabilize the HDW phase so faryafin@am equilibrium
remains unclear.

As the termquastliquid layer infers, it is not surprising that the premaoite
region has physical properties that differ from bulk watérst, some crystalline
order may remain inside the layer and second, the layer iBnamhin a space of
several molecular diameters. High density water phasearinconfinement have
already been found by Floquet et al. [5]. They investigatatewconfined inside
zeolites with neutron diffraction. The zeolite structueatiures ring channels of
7.3A diameter. At 300 K, these channels fill with two water hedicEhe density
of this confined water phase is 1.2 gfsmemarkably close to the value found in
this work. The helical structure found in the zeolites mayaesed by structural
commensurability during the growth of the water helices iamquobably different
from the water structure of the quasi-liquid layer foundhistwork. It shows,
however, that it is possible to stabilize high density waleases in nanoconfine-
ment.

In total, four interfaces showed interface melting in th8ecivity studies
performed by Simon Engemann [65] (see chapter 2.6.5) andidinle presented
here. In all cases the density of the quasi-liquid layer fa/ben 1.2 to 1.27 g/ctn
The system investigated by Simon Engemann is the interfeivegen ice and the
native SiQ layer on silicon substrates. Since all four substratesisboidifferent
forms of SiQ, it is not possible to conclude whether the increased deirsthe
quasi-liquid layer is induced by the substrate material generic property of
premelting.

In summary, it seems very likely that the observed high sedeatlensity of the
quasi-liquid layer is not an artifact of the sample preparabr the experiment
technique. Instead, it seems to be related to the formafianvaater phase with
increased mass density in the confined premolten regions bt possible to
decide whether this phenomenon is a generic property ofreeshfivater layers or
specific to water in contact with Sgurfaces.
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6.3 Suppressed premelting

The results discussed so far were all obtained on two sardptesy the beamtime
of June 2005. These were the only two samples for which extermelting could
be observed. There are some samples for which the qualiheafdta is not high
enough to confirm the presence of interface melting. In tbases the presence of
a quasi-liquid layer with a density different to the surrding ice can be excluded.
These are the ice-MgO interface (sample 9) and two partiecgaquartz and ice-
silica interfaces (sample 5 and sample 7, respectively).

6.3.1 Suppression due to substrate properties

As discussed in chapter 2.5.1, the presence and propeftmsroelting depend
on the interface energies involved. Interface melting heenbobserved at the
ice-SiQ; interface. But since the interface energy of the ice-MgOrfate is
different, it is not possible to predict the presence or abs®f interface melting.
In addition, the high density water phase observed for flasind quartz sample
might be unique to the SiOsystem. If the density of a possibly existing quasi-
liquid layer at the MgO interface is not sufficiently diffestefrom the density of
bulk ice, it will not be observable with x-ray reflectivity.

Likewise, it is possible to explain the surprising absent@remelting on
the quartz sample 5 by changes of the interface energy wéiert to sample
6 (that showed premelting) due to the different in-planemtation. Since the
cold room was only equipped with a two-circle diffractomrgteis not possible
to align the ice and the quartz crystal laterally. For thesn the angle between
the lattice parameters,,,,.. of the quartz lattice and,.. of the ice lattice are not
known before the experiment. The interface energy is expect be different for
different angles. At certain angles interface melting ddog favored, while at
others it might be suppressed.

Itis, however, possible to determine the rotation betwhende and the quartz
lattice during the x-ray scattering experiments. For tleeqoartz interface (sam-
ple 5), where no interface melting was observed, the andl&‘sfor the second
ice-quartz interface (sample 6) exhibiting strong premeltthe angle is 24°. A
change of 9° might be enough to dramatically change the amatfiigpn between
the two crystalline lattices and thus stop the formation bigdn density phase or
suppress premelting.

While it is possible to find reasons why premelting is suppdsa the two
discussed samples, similar arguments can not be foundrdgolea, which is an
ice-silica interface identical to sample 7. Sample 7 shdws the formation of a
quasi-liquid layer with a high density water phase is fattgan silica. Since the
material is amorphous, there are no structural changesadddfeérent in-plane
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orientations. Even more puzzling is the fact that it was ragsible to observe
interface melting on sample 7 when it was examined agaim &affe2months (see
chapter 5.1) under identical conditions. The only posstioleclusion is that ad-
ditional parameters are controlling the formation of thghhdensity quasi-liquid
layer.

6.3.2 Suppression by hidden parameters

The only way to identify unknown parameters controllingeifidce melting is by
investigating many samples with systematically varyingppeeters. This allows
to isolate the parameters involved. However, since it iy goissible to perform
the experiments at the high energy beamline ID15A, a high@rlmooked beam-
line at the ESRF, there is not enough beamtime available thido t

From the results obtained most can be learned by comparentyvih experi-
ments performed on sample 7. Interface melting could berebden June, while
five months later interface melting could not be detected.wBeh the experi-
ments the sample was kept inside the cold room at -16 °C. Theleams not
been modified during this time, in particular the orientata the properties of
the substrate remained unchanged. Since it was possibledasure both times
on the same spot of the sample, lateral inhomogeneitieseaxduded. There-
fore it can be concluded that the parameter suppressingaogemelting must be
time-dependent.

The interface is protected from impurities by the surrongdce single crys-
tal. The only impurities that can diffuse fast enough thiouge to significantly
change in concentration between the experiments are HF Bgda}l[98]. Since
neither of these chemicals were used during sample prémarébeir presence
can be excluded. All other impurities did not change in coti@ion. Impurities
present on the interface during the first experiment weliepsésent during the
second.

The only parameter of the sample that depends on time is theateon of
the ice crystal lattice. The particular recipe to bond thestuate to the ice single
crystal induced most likely stress and defects within therfacial region of the
ice lattice. The sample was stored between the experiments/& months at
-16 °Conly slightly below the melting point. The long storageslevated temper-
ature has an annealing effect on the crystal and allows ttieddo relax.

If this is the reason for the different observations betwiberiwo experiments,
the following conclusion may be drawn: Since defects cay oglax with time,
but not build up, interface melting is suppressed in theges of arelaxedlat-
tice. The high-density quasi-liquid layer forms only in gdes that have a large
amount of disorder left from the sample preparation. Thrpissing conclusion
will be discussed in the next section.
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It is important to note that the argument of insufficient ditr for starting
the premelting can also be applied to the other interfacaisdb not show pre-
melting. Currently, we have no possibility to measure thelle¥ disorder in the
interfacial region. Therefore it is not possible to con@ulat interface melting is
unfavorable at MgO interfaces or that certain orientatioeisveen the quartz and
ice crystal lattice suppress interface melting.

6.4 Disorder as the origin of premelting?

In both samples that showed premelting the quasi-liquidiayas only detectable
when two conditions were fulfilled. The presence of disorflem the sample
preparation and the absorption of a high radiation dose.iffadiation of the ice
crystal lattice creates defects by ionizing and hydrolgine water molecules.
The question arises if this imperfectness of the latticeessded for the disordered
layer to form.

The formation of a quasi-liquid layer is a disordering tfansation. Defects
and strain, constituting disorder in the lattice, are asslito work in favor of
this phenomenon. In addition the structural transfornmatiould require a certain
mobility of the water molecules, especially if a structiyalery different high-
density phase has to be formed. It might be possible thattingined mobility of
the water molecules is only achieved via the combinatiomdiation damage and
defects from the sample preparation.

Does this suggest that the observed premelting is not aalagghenomenon,
but only an artifact of the exposure to radiation? Fortuyagexperiments with
non-radiative methods, such as ellipsometry and quartzonbalance experi-
ments, confirm the presence of interface melting (see cham@g Observations
of natural phenomena controlled by premelting confirm iespnce in nature (see
chapter 2.7). However, there is a substantial differendfenquality of the ice
interface.

In a natural environment, the ice will always be polycrylgtal, with many
defects and impurities, especially near the surface aedate region. Gases and
salts, which are dissolved in the water, will segregate tmflittle bubbles of gas
and solution, respectively. The interface will always beywough and curved.
In contrast, the measurements discussed in this work weferped on perfect
single crystals of very high purity. The interfaces are sth@m a molecular scale.
This "unnatural” perfectness of the system, and the low titglaf the molecules
in the perfect lattice, might be the reason why interfaceimglvas only observed
after producing enough defects through sample preparatidnrradiation.
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6.5 Comparison with other works

Obviously, the results presented in this work have to be @etgwith the re-
sults by Simon Engemann (see chapter 2.6.5). In his work tiexfaces were
investigated. Both interfaces were prepared from silicdyssates covered with
native SiQ layers. The surface morphology of one substrate was sinailére
substrates presented here, while the other substrateitexhgtrong correlations
in the surface roughness.

A radiation dose of similar value was required to initiatéenface melting.
The main difference between the two investigations is thexedf radiation on the
sample. While for the ice-quartz and ice-silica interfacedssed in this work, the
thickness of the quasi-liquid layer kept growing with ireseng radiation dose, the
thickness of the quasi-liquid layer remained stable undadiation for the silicon
substrate. Once a sufficient radiation dose had been degdsistart premelting,
the thickness was depending only on the temperature andtibeaice melting
was reversible. In addition, samples measured a secondséuggal months later
still showed interface melting with exactly the same layrckness.

The origin for this different behavior remains unclear.h8ligh the materials
at the interface are similar (amorphous giCthere are important differences.
The bulk silicon is conducting, leading to a better grougdai the sample. It
is also a better heat conductor, leading to smaller temperagradients in the
interfacial region. On the other hand, both effects sho@drtelevant for the
observations presented in this work. The difference in $amgeparation seems
to be more important. To grow the native oxide layer, the dampave been
etched with highly concentrated hydrofluoric acid [3]. Altlgh careful rinsing
with ultra-pure water was performed, some fluorides may nemma the interface
and diffuse into the ice. Then the sample was left in air feesal days to form
the oxide layer. This leads to surface contamination witlfrbgarbons. It was not
possible to quantify how well the contaminants can be remdmethe cleaning
process before substrate bonding.

The substrate surfaces prepared by Simon Engemann in tyisvese hy-
drophobic. It is known that the irradiation of hydrophobilicen surfaces in an
agueous environment leads to a hydrophilic surface tetioimaThis change in
the surface properties might promote premelting. Howeter,substrates used
in this thesis were prepared with a hydrophilic surface dmasthe same phe-
nomenon. For this reason, the radiation-induced changbkeohydrophobicity
of the interface can not be the only reason why irradiatioreéglired to initiate
premelting.

The reason why the thickness of the quasi-liquid layer waslstunder irradi-
ation in previous investigations [3] remains opaque, bet#sulting properties of
premelting can be compared to the results from this workth®flat silicon-SiQ
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substrate a logarithmic growth law was found

. —47°C
L=37An (TM - T). (6.12)

Since the native SiQlayer is amorphous, a growth law similar to the ice-silica
interface is expected. The correlation length is slighthaler than the one mea-
sured for the silica substratés(;., = 5.0+£0.7 A). The onset temperature is much
lower, which may be related to the interface energy, whichnsaterial property
and can be different for both samples.

The interface with correlated surface roughness showedjarl@orrelation
length of&,.,,. = 8.2 A, which is closer to the value observed at the ice-quartz
interface investigated in this workd,.,... = 7 + 1.7 ,&). This is an additional
indication that the presence of correlated surface rougghokthe substrate gives
rise to a larger correlation length in the quasi-liquid laye

It is more difficult to compare the results with other worksodi of the ex-
periments investigating premelting have been performdtieafree ice surface.
Experiments done with ellipsometry (see chapter 2.6.1)dcoat observe inter-
face melting at the smooth silica-ice interface, which iagreement with this
work, since they did not use a radiative technique. Simdahis work, premelt-
ing was detected when the interface was perturbed by rougghéme substrate or
introducing impurities. This supports the idea that irdeef melting is suppressed
at perfect interfaces.

Considering investigations of premelting by AFM tips (seapmter 2.6.3), the
work of Pittenger et al. is closest to the observations iswork. The material of
the cantilever was (boron-doped) silicon. The ice was pgbtalline. At -1 °C a
thickness of 114 was obtained for the quasi-liquid layer, exactly the samlee
as has been observed in this work at the ice-silica interfddes agreement is
less perfect at -2.6 °C where a quasi-liquid layer of & Hickness (6& for the
ice-silica interface) was found. Due to the differences stenial and geometry
and the different material properties probed by the twoné&pkes, deviations are
not surprising.

In summary, the results obtained in this work are similahtese obtained by
other experiments. The largest uncertainty is the influexicadiation damage.
The final chapter will summarize the results and discusgisolsito overcome the
encountered problems in future experiments.
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Chapter 7

Conclusions and Outlook

As mentioned in the introduction, the work presented hetmised on the PhD
thesis of Simon Engemann [3], where interface melting ofwes reproducibly
observed at the ice-SiQOnterface. The goal of this thesis was to broaden the
understanding of the interface melting of ice by investiggathe influence of dif-
ferent substrate parameters (morphology, impuritieg, on premelting. Since
the results of the original work by Simon Engemann could reotdproduced in
the experiments performed for this work done, it is diffi¢alinterpret the results.

Clearly, interface melting can be observed at the ice; 8i1@rface under some
conditions. However, it remains difficult to isolate thesmditions. In all the
experiments employing x-ray refraction, premelting coutdly be observed upon
irradiating the sample. The effect of the radiation remaimslear. At present it is
not clear whether interface melting does not set in withoatiation or whether
it is only undetectable in x-ray refraction. The fact thatenface melting has
been observed by non-irradiative techniques indicateseliend case, although
most of these experiments were performed on polycrystalsrderfaces of lower
quality. The concept of suppressed melting due to a too heginest of structural
perfectness can therefore not be excluded.

In this work, not all of the irradiated interfaces showednpedting. Further-
more, one sample showed premelting during one experimeaiapaign and not
during a second beamtime. This indicates that additionarpaters play an im-
portant role. Although there was not enough beamtime aailto proof this
hypothesis, there are indications that an additional soafdisorder is required
to initiate premelting. Possible sources are defects irctstalline lattice from
sample preparation or impurities.

If interface melting is observable, the quasi-liquid lag&ways shows a den-
sity that is approximately 20% higher than the density oklwéter. It can not
be excluded that this is an artifact from radiation damage,itbis more likely
to be the manifestation of a confined high density water ph@ke structure of
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this phase is probably close to the structure of very-highsity amorphous ice
(VHDA), which exhibits similar density.

Due to the large uncertainties caused by the radiationeedgrowth of the
quasi-liquid layer, it is not possible to decide if the layeickness is following
a logarithmic or an algebraic growth law. Employing the tietically expected
algebraic growth law for the ice-silica interface we find

o -9+ 3.5°C
L=50+07Aln|{——7-—). 7.1
(@ or) (74
For the ice-quartz interface
o —1.0 £ 0.4°C
L=7+17Aln| ————— 7.2
Si= (72)

is obtained. The resulting values for the correlation larsgtem reasonable. Due
to the large scattering of values for the thickness of thesigliguid layer pub-
lished by other authors on surface melting, it is always ipesso find data sets
that show comparable results. However, there are fewerqatioins investigating
solid-solid interfaces. Unfortunately, these works werefgrmed on polycrys-
talline ice and are not fully comparable with this work. Tlméckness values
found in this study agree well with AFM measurements.

The morphology of the substrates seems to influence premelteasure-
ments performed on the ice-quartz interface show a significhigher correla-
tion length and smaller layer thicknesses than the measuntsnat ice interfaces
in contact with amorphous substrates.

Although x-ray reflectivity allows to measure the layer Kmesses with high
accuracy, the values obtained in this work have large uaicdigs. This is mainly
attributed to radiation-induced growth of the layer thieks. The growth rate
changes during the experiments, which prevents an accextitgolation to zero
radiation dose. This results in large error bars, espgdiailthe ice-quartz inter-
face, where the experiments have been performed with loadiation times.

Premelting could not be observed on any other substratesSia. Since itis
unclear which conditions lead to the suppression of prengglit is not possible to
exclude interface melting for ice in contact with other dudites. It is reasonable
to assume that similar hidden parameters play a role at dsstrates as in the
case of SIQ.

The largest uncertainties of the sample quality stem fragrptieparation. Al-
though great care was taken to obtain reproducible intesfathe results show
that this was not achieved. This might be partially due tocthvestruction work at
the Max Planck Institute during most of the time of this tsesihich led to severe
constraints in the laboratory work and a large amount of dndtimpurities in the
air.
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In addition, it appears that the process of melting the satesinto the ice
is not reproducible enough. Special care was taken to eribatehe molten
layer recrystallized from the side of the single crystadréby retaining its perfect
lattice. The interfaces look optically perfect, which pi®that this process works
well on the micrometer length scale. On the other hand, tlasigiquid layers
relevant for this study are only a few molecular layers thithke recrystallization
process can not be well controlled on this length scale. toiseven possible
to measure the lattice properties of this buried interfaggon. Removing the
substrate would irreparably destroy this region.

The problem of irreproducible results does not only pladugwork. Thick-
ness values for the quasi-liquid layer found in the literatscatter in orders of
magnitude, depending on the sample and techniques usediditioa, one can
assume that groups that searched for interface melting;dadd not observe it,
did not necessarily publish their results. Results from gsausing polycrystalline
samples (which covers the largest part of the work perfororette) can not be
compared with each other, since the morphology (grain smeghness, ...) of
the ice is different in each sample. The investigationsqraréd on single crystals
are more reliable, but as demonstrated in this work, theymed interfaces are not
reproducible on the molecular scale. Itis fundamentalferscientific progress in
this field to find new methods of sample preparation to overctimase problems
and retrieve comparable results by different groups.

As discussed before, melting the substrate into the sangae dot allow to
control the properties of the interface layers of ice on tlodarular length scale. It
has the additional limitation of only being possible for stuates that are not dis-
solved in water. For this reason it has been impossible &sinyate the interface
melting of ice in contact with ionic crystals.

It is difficult to imagine a way to bond the substrate into tbe single crystal
without melting the ice. Assuming that it is possible to @epthe surface of a
single crystal with sufficient smoothness, it should be fxsgto press the sub-
strate several microns into the ice. But this will obviouglgd to a large amount of
damage in the ice lattice. Furthermore, any irregularleésafter the preparation
of the ice surface will be conserved at the interface. Sneadjtit differences could
lead to areas of the interface where the ice is not in contabtthe substrate.

Better results might be obtained by using a method similar ite wegela-
tion, where a weightened wire travels through a block of icdeut melting it.
Through a combination of plastic creep and premelting, ¢tedlows around the
wire and refreezes behind hit. Samples could be preparedtipga weightened
substrate on a well-prepared ice surface at temperatwes td the melting point.
With time, the substrate would sink into the ice. Howeveg,time scale and pres-
sures needed for a substrate to sink several micrometershiatice are difficult
to estimate. The structure of an interface, that is preptimsdvay, is unknown.
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Defects in the ice crystal lattice have to be expected, ajhdhey could be much
smaller than the damage created by other techniques.

A higher degree of reproducibility of the interface propestcould be ex-
pected from methods that directly grow the ice on the surtdde substrate.
This could either be done by freezing water droplets or cosdion from the
vapor phase. In the course of this work we tried to create kigy submerging
the substrate in degassed, ultra-pure water and freezi@gie was taken that the
freezing starts from the substrate. This should repel neimgigases and impu-
rities from the surface. But the quality of the obtained iceswary low. Even
though degassed water was used, many air bubbles formestoltise interface.
The ice formed polycrystals with very large domains. Thadeto a very badly
defined ice interface with large lateral inhomogeneities.

An alternative is to cool the substrate to liquid nitrogemperature. If high
speed droplets impact on a very cold surface, they freemeamamorphous state
[9]. Once the surface is covered with ice, it can be heateetpéeratures close to
the melting point. The ice will then transform into hexaglana (by transforming
first into metastable cubic ice). The advantage of this teghenis, that it can be
used to bond the ice to water soluble substrates such asdofstals. Unfortu-
nately, the ice lattice at the interface will contain manfedés and suffer from the
same limitations as an interface created by normal droglposition techniques.

The most promising technique is the deposition of water kaps technique
has already been used for infrared spectroscopy expesrbgradtchenko et al.
[72]. In this technique water vapor is introduced into a waouchamber that
contains the substrate. If the substrate is the coldest poithe chamber, the
vapor will condense preferably on the surface of the sutestrdhe advantage
compared to deposition from the liquid phase is that thisriggue allows a much
better control of the physical parameters of the depositi8mce the ice layer
can grow on the whole surface at the same time, spatial ingerneties can be
avoided. Depending on the temperature of the substratacgudand the pressure
of the water vapor, different growth modes might be possibles goal would be
to control the growth of molecular ice layers on the substréthile this technique
will most likely create polycrystalline ice, a properly cem parameter set might
lead to epitaxial growth. Even if this is not possible, gnogvpolycrystalline ice
with reproducible properties and spatially homogeneoapgnties would be a
large step forward.

The only way to unravel the hidden parameters in the interfaelting of ice
is to investigate many samples that differ in systematicsvayowever, it is not
possible to perform this work using high energy x-rays at3[@ie to the lack of
beamtime. For this reason the use of medium energy x-rag6 (V) should be
considered.

Using this energy range gives access to many more beamtidéesent syn-



127

20 mm samplg
0 5 mm sample

N
o
T

Linear attenuation coefficient [cm™]

10' 10° 10 10' 10
Energy [keV] Energy [keV]

Figure 7.1: Effect of the photon energy on beam attenuatloeft: Linear at-
tenuation coefficient for ice. The data are calculated frabulated values [85].
Right: Transmitted intensity through an ice sample of 20 mngile and 5 mm
length, respectively. Vertical lines: Photon energiesdarK,, radiation (8.0 keV,
orange), Mo K, radiation (17.5 keV, green) and the radiation used in thiskwo
(72.5 keV, pink).

chrotrons. For the bulk of the work, however, it would be daslie not to depend
on synchrotron radiation at all. Modern x-ray lab sourcefwitating anodes can
provide x-ray beams that allow the observation of the first phthe reflectivity
curve. The access to this limited range is not enough foigiecmeasurements,
but could be used to determine which kind of samples shoulddsesured at syn-
chrotron sources. In addition, it would allow to exclude faenples that do not
show any melting.

As the energy of the photons decreases, the attenuatior ofithy beam in
the sample becomes stronger. Figure 7.1 shows the rapieagecof transmission
through a sample when the x-ray energy decreases. The iqgdesansed in this
work were typically approximately 20 mm long. The transnaeghrough such a
sample for Cu K radiation is only5 - 10-¢, which reduces the available dynamic
range in the reflectivity experiments too much. Reducingength of the sample
to 5 mm, which is the smallest size that can be handled in sapneparation,
increases the transmission to 0.05. This value might be largpugh to detect
signatures of thick quasi-liquid layers. Better resultslobamchieved by using Mo
K, radiation, which has a transmission of almost 80% throughharblong ice
sample.



128 CHAPTER 7. CONCLUSIONS AND OUTLOOK

Reducing the length of the sample can decrease the qualityeoblitained
reflectivity curve, since the footprint of the beam excedusléngth of the sam-
ple surface at small incident angles. This reduces thesittereflected from the
sample. For a beam size of 0.1 mm and sample length of 5 mmulihleeam
gets reflected at inclinations larger than 1.15°. Using Ma&diation, this corre-
sponds to a momentum transfer of 4!

More problems arise from the preparation of the ice sampldge bonding
process becomes difficult when the size of the sample becoergsmall. The
samples have to be handled with higher precision, whichffgdlit to achieve
in cold-room conditions. In addition, they become more ifeggncreasing the
danger of destroying the ice single crystal during the prajgan process.

When using lower energies, momentum transfers are shiftemyh@r angles.
This makes the experiments much easier because it red@casdiracy needed in
angular positioning. Furthermore, the effect of imperfadistrate surfaces, such
as residual curvature, has a much smaller impact on thetgoélihe reflectivity
curve.

Investigating interface melting of ice at lower energiesassitates some mod-
ifications of the experimental setup. However, the accekbteources will allow
the systematic investigation of the influences of subsirat@erties and sample
preparation. It also allows to identify the best samplepfecision measurements
at synchrotron radiation sources.

As has been shown in this work, radiation damage is the laogpedribution
to the uncertainties of the results. It is therefore imparta use complementary,
non-irradiative techniques. Unfortunately, the choiceechniques that can access
buried interfaces is rather limited.

Optical techniques, such as ellipsometry and infraredtspsmopy, can be em-
ployed to investigate the buried interface. However, it$@mfar not been possible
to polish ice surfaces with sufficient quality high enough fieese techniques.
Therefore, the light beam has to pass through the substiidies limits these
techniques to optically transparent substrates. Anothaslem is that the spec-
trometer has to be included into the experimental chambi@s Seems possible,
but will require a completely new setup.

Ellipsometry seems to be the least complicated setup, bukegolution is
rather limited. More information can be expected from irdcaspectroscopy. The
most surface sensitive technique is sum-frequency ssacpy. Unfortunately,
this setup is very complicated and the results difficult teripret. In addition, no
direct information about the thickness of the quasi-ligiaiger is obtained. For
this reasons, IR-spectroscopy seems the optical technigcieoece to comple-
ment the x-ray measurements.

Neutron reflectivity is obviously a technique using radiati But since the
interactions of neutrons with matter are very differentirg-rays, the resulting
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radiation damage can be expected to be totally differentis Would make it
interesting to compare the reflectivities taken by neutreitis those taken by x-
rays. Unfortunately, the brilliance of neutron sources haisdeveloped as fast
as the brilliance of x-ray sources. Neutron reflectivity sw@aments have been
performed by Simon Engemann [3] at the high-flux reactor efltistitute Laue
Langevin (ILL) in Grenoble. However, even this intense nemitsource does
not provide enough flux. The lack of sufficient flux combinedhathe higher
background compared to x-rays does not allow to access a tgngamic range.
For this reason only a small momentum transfer range can digedr Quasi-
liquid layers with a typical thickness as it appears in ifstee melting are not
detectable. New sources with dedicated reflectivity beaaslimight be able to
overcome these problems.

An interesting set of experiments could be performed at ¢besolid-liquid
interface. An ideal candidate for the liquid is heptanegsiit is not reacting
with ice. The electron density of heptanevis7x14 = 0.24 A=3, which is lower
than the electron density of ice. Evanescent wave fieldstwenefore be created
inside the ice, by reflecting the x-ray beam below the ciittcayle. This opens
the possibility to use grazing-incidence diffraction (&Xtechniques to probe
the structure of the quasi-liquid layer.

Since GIXD directly probes the structural order parametean detect pre-
melting even if there is no change in the electron density.infdrfaces where
no premelting is visible in the x-ray reflectivity (XRR), use &fXD allows to
verify whether a quasi-liquid layer does not exist or if istiae same density than
the surrounding ice. If premelting is observed in XRR, GIXDoal$ to better
understand the structure of the high-density water phase.

Other advantages of investigating a solid-liquid integfalude the improved
access for other techniques. It has already been dematsthett it is possible to
perform AFM measurements at the ice-decane interface [bi2¢. simultaneous
use of x-rays and complementary techniques would certally to increase our
understanding of interface melting.

Bonding of the substrate to the ice is not required for thissexpents and the
contact between the ice and the liquid is always perfects €kcludes many un-
certainties from the crystal preparation. However, it i standatory to prepare
an ice surface that is smooth on the molecular scale. Thigarably only be
done by freezing the ice to a smooth substrate and shearaighefore the ex-
periment. This process is described in [64]. Unfortunatgiyilar problems are
encountered as in the bonding of solid substrates.

The properties of such a solid-liquid interface might reskEnmore the prop-
erties of the free ice surface than to solid-solid interfagg¢hout suffering from
the sublimation/condensation problems encountered Bethevestigations.
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Chapter 8

Summary

Ice interfaces are ubiquitous in nature, but their molacstiaicture is hardly un-
derstood. The high vapor pressure of ice close to the mettongt renders the
use of UHV techniques impossible or very difficult. Surfacége are also very
dynamic at temperatures close to the melting point. In auditt is very difficult
to prepare ice surfaces and stabilize them at ambient ¢onslitConsidering all
these difficulties it is not surprising that the structurahbvior of ice at tempera-
tures close to the melting point is still not well understood

Some solids are known to show surface melting (also calledhplting) on
at least some of their facets. Surface melting describesli@dering of the
surface layers as the temperature of the solid approackasghing point. The
temperature, at which premelting sets in is called dhset temperature The
thickness of the disordered region increases with temyeraind diverges at the
bulk melting point. The properties of this disordered regiwhich are possibly
modified by remnants of the crystalline structure and stimnginement, are not
known. Since the premolten region is not expected to exhiblk-like properties,
it is called aquasi-liquid layer The force acting between the interfaces on both
sides of the quasi-liquid layer determines the thicknesheflayer. Depending
on spatial decay of this forces the quasi-liquid layer ghsmwith a logarithmic
(short-range forces) or an algebraic growth law (long-eafagces).

Surface melting of ice was first described in 1860 by MichaslaBay [1].
Since then, many additional experiments were performedvestigate the sur-
face melting of ice with different methods. The existenceswfface melting of
ice is an accepted scientific fact. However, a full undeditamis still missing
due to the difficulties encountered in the investigationreéfsurfaces of ice. Dif-
ferent techniques and different research groups give véfisrent values for the
thickness of the quasi-liquid layer at a certain tempegatur

Much less is known about deeply buried ice-solid interfad@sly very few
experimental techniques can probe this type of interfabeshis work high en-
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ergy x-ray reflectivity is employed to overcome the penairgproblem. In x- ray
reflectivity measurements the intensity of an x-ray bearhitheeflected from an
interface is measured as a function of the momentum trapsfgendicular to the
interface. The shape of the reflectivity curve depends orléneron density pro-
file perpendicular to the interface. Inversion formalissisch as the Parratt and
master formalism, allow to deduce the electron density ler&éfom the measured
data. X-ray reflectivity is most commonly used at medium gigsrup to 20 keV.
In order to access deeply buried interfaces higher enemgys-are required due
to their higher penetration depth.

High energy x-ray reflectivity experiments require veryigositional and
angular accuracy and stability of the sample and the deteAtaedicated end-
station for high energy x-ray surface and interface difimchas been installed
recently at theEuropean Synchrotron Radiation Facili\ESRF)[2]. The instru-
ment allows to follow the reflectivity to large momentum tséar values which is
necessary to achieve molecular resolution. Since the teftgds decaying very
fast at large momentum transfer values, particular atientias put to the sup-
pression of background. This was achieved by focusing timegoy x-ray beam
to spot sizes of several microns, thus reducing bulk backgiacattering into the
solid angle of the detector. With these methods the detecfiop to 10 orders of
magnitude of reflectivity became possible. The high bniltia required for these
experiments was provided by the high energy beamline 1D 15eaE SRF.

The interfaces investigated by this technique must be gof igih quality with
a microscopic and uncorrelated roughness well blonA10he surface of the
substrate has to be completely flat. The ice has to be of siopilality. The use
of polycrystalline ice was abandoned because it was noflgeds produce ice
samples with sufficient purity and reproducible qualityr #os reasons ice single
crystals were used. The crystals were provideddrg Bilgram (ETH 4irich). A
special bonding technique is used to melt the substratetietace. In this way
the crystalline properties of the ice interface are defimeithé most reproducible
way and retain most of the structure of the single crystal.

Interface melting of ice in contact with naturally grown Si@n silicon (111)
and (100) surfaces was studied by Simon Engemann et al. wgithemergy x-ray
reflectivity [3]. The presence of interface melting coulddoafirmed. The quasi-
liquid layer revealed a surprisingly high density b2p,,.., and grows with a
logarithmic growth law. The work presented in this thesibased on this inves-
tigation. Different substrates were employed to shed laghthe influence of the
chemical and morphological properties on the interfaceintgl

In total, eleven samples were measured for this work. laterimelting could
be observed clearly only in two cases. In the other casesstneé observed,
but can not be excluded, since a quasi-liquid layer can oalgidiected by x-ray
reflectivity if its electron density is different from theeetron density of the two
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surrounding substrates. In some cases the quality of trenalot data was not
high enough to exclude the presence of a premolten layeffefeint density.

The substrates for the interfaces that showed interfacéngelere single
crystalline quartz and fused silica. Fused silica is a higitpglass. In both cases
the quasi-liquid layer has a density oR5p,,..,, similar to the value obtained by
Engemann et al. [3]. Irradiating the sample with high x-rapses induced a
growth of the thickness of the quasi-liquid layer. The reafw this radiation-
induced growth is not known. The thickness of the premolégan increased by
11 A per10° Gy of radiation at the ice-silica interface. At the ice-quaample is
radiation-induced growth rate is doubled. The layer thedscan be extrapolated
to obtain the thickness for a non-irradiated interface. E\mv, due to the large
experimental errors for the rate of this radiation-indugedwth, the corrected
layer thicknesses have large errors.

Due to the errors make it is not possible to conclude from #ia dhether the
thickness follows a logarithmic or an algebraic growth l&since a logarithmic
growth law was obtained in previous experiments, the tresknwvas assumed to
follow the growth law

L=¢n (%) : (8.1)

with the correlation lengtly, the onset temperatuife, and the bulk melting point
Ty For the silica sampl€,;ji.. = 5 A and To siica = —9 °C are obtained. The
correlation length of the quartz sample is slightly highéth &,,q,.. = 7 A. The
onset temperature 5o 4. = —1 °C, significantly higher than for the silica
sample. This indicates that the structure of the substniteences the properties
of the quasi-liquid layer. The crystalline surface of theada has a stabilizing
effect on the crystal lattice of the ice, suppressing thendron of a disordered
quasi-liquid layer. When premelting sets in a higher coti@heength is observed
for the quasi-liquid layer in contact with the crystallingbstrate.

An interesting fact is that all the x-ray reflectivity stuslien premelting with
show consistently the same high density for the quasididayer. This density
is similar to the density of very-high-density amorphous (¢HDA, pvrpa =
1.25puater)- A density increase of this magnitude can not be explaiyestiess or
impurities. We conclude therefore that the water molecuisile the premolten
region form a high density water phase. Confined water phdseiglo density
have also been found in zeolites [5]. The fact that the dgmsgimilar to VHDA
indicates that the quasi-liquid layer has a similar sttt Some water models
assume that water has a second critical point at low tempesat Below this
temperature two different phases, a high density phase (HE\W)a low density
phase (LDW), might exist. Consequently, water observed aiearhbonditions
exhibits large fluctuations between these two phases. TS gise to specu-
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lations whether it would be possible to stabilize the highgity water phase in
confinement. The x-ray reflectivity results on the interfating of ice could be
interpreted in this way.

The weak point of this investigation is that it was not pokesiio reproduce
the results. Many of the interfaces clearly did not showrfate melting even
when the same substrate was used. For example, a seconlicesample was
investigated. This interface was identical to the one diesdrabove, but did not
show any signs of interface melting. This leads to the caictuthat the sam-
ple preparation is not reproducible enough. In additiom, ite-silica interface,
where premelting was observed, was investigated again frehs later. In this
experiment no quasi-liquid layer could be detected. In otdeexclude spatial
inhomogeneities resulting from the sample preparatioreperiment was per-
formed at exactly the same spot on the interface. The prodpig of the previ-
ous experiment could be identified by the radiation damadkearce. The only
explanation for this result is that there are additionabp@aters controlling the
premelting. Unfortunately, the nature of these parametarains opaque. The
experiments performed at the ice-silica interfaces praf these parameters (or
some of them) are time-dependent.

This time-dependent suppression of premelting could thexébe explained
by the mobility of the water molecule. It is reasonable touass that the water
molecules in the ice lattice need a certain mobility to fonmstructurally different
quasi-liquid layer. At natural interfaces this is alwaysgible due to the high
amount of impurities and structural disorder such as roagén In the samples
used for this work, the interfaces are almost perfect. Hewesome disorder is
created by the sample preparation, when the substrate temioto the ice. This
additional strain and disorder could in combination witle tfadiation damage
lead to the formation of a quasi-liquid layer in some samplesaddition the
samples were kept 16 K below their melting point for extendedods of time.
This annealing could relax the lattice in to a more orderatedbetween the two
x-ray experiments performed at the ice-silica interfackisTwould explain why
no premelting could be measured after annealing the sampéelbéng time.

It is clear from the results of this work that additional istigations have to
be performed in order to understand the interface meltinigenf It is most im-
portant to find better ways to prepare the interfaces. Thghtte achieved by
deposition of water molecules from the vapor phase. It i3 iagortant to reduce
the x-ray radiation dose on the sample. Since radiation damsantributes the
strongest uncertainties to the measurements, non-itragitachniques should be
combined with the synchrotron measurements. Additiorsagjint might be gained
from experiments performed at the interface between iceegahic liquids, such
as heptane. Since the density of ice is higher than the gesfdiieptane it is pos-
sible to produce an evanescent wave inside the ice surfadeeseTwould allow
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the investigation of the ice interface structure by grazimgdence experiments.
Investigations of the ice-vapor interface suffer from smlaktion and condensation

of water on the surface. These artifacts would be suppresseée presence of a
hydrophobic organic liquid.
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Appendix A

Derivation of the master formula

Figure A.1 shows a single slab illuminated by a x-ray beane r&flectivity of a
single slab is the sum of the reflectivity for rays reflecteahrfrthe top interface
(amplitude reflectivityr,;) and rays transmitted from the top interface (transmit-
tivity ¢;)) and reflected from the bottom interface (reflectivity). If the wave is
then transmitted by the top interface (transmittivigy) it is added to the reflected
wave field with the phase factgr= 9% yielding a reflectivity of

r1 =ty Tyt o, (A1)

2o being the thickness of the slab afd= 47” sinf. The index ofr denotes that
the wave has been reflected once from the bottom interfacthe livave is not
transmitted through the top interface it is reflected ageefigctivity r;;). In this
case it will contribute to the reflectivity as

o = ttirblr”rbltﬁqf. (AZ)

The total reflectivity of the interface is the sum of the retilgty coefficients for
all the multiply reflected waves

ro= ro+ri+ra+...
= Ttl+ttlrblttﬁb+ttl7qbl7ﬂtT7nblttT¢2+~-

= Ty + ttlrbthT Z (rtTrblng)i . (A3)
i=0

This is a geometric series, which can be rewritten as
r = rtl + ttlrblttTL- (A4)
1-— TtTrbl¢
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ro r, r,

Figure A.1: Derivation of the master formula. The total refilaty is the sum of
the reflectivitiesry, ry, o, €tc. . ry = 1, is the contribution from the wave re-
flected at the top interface; = t; 1, t:1¢ is the contribution from the wave trans-
mitted through the top interface, reflected at the bottomtesnasmitted through
the top. It is added to the wave with a phase factop = '@,

Using Fresnel’s equations (see Egs. 3.18 and 3.19) it folkbat

ngsin®’ — nysinf nysin @ — ny sin ¢’
Ty = . . - —1- B ; = Ty (AS)
nysin @ + nysin 0’ nysin @ + nysin 0’
and
nysinf — nysin 0)? 2n4 sin 6 2ny sin ¢’

(nysinf +nysin®)®  (nysin 6 4 nysin 0)°

Eq. A.4 can then be simplified to

_Tut g (A7)
1+ Ttlrblgzﬁ

In order to calculate the reflectivity from an arbitrary désgion profile the re-
flectivity of an infinitesimal slab4, — 0) is needed. For a continuous dispersion
profile this also implies that the index of refraction on bettles of the slab is
approximately the same and that ~ —r;,. This simplifies Eq. A.7 further to

r= ”f(_l—?%z) (A.8)
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Since the kinematical approximation is only valid for laayegles we will further
assume that the momentum transfer is large. This impli¢s-th& 1 andr;; can
be expressed by the approximation of the Fresnel reflectiywten in Eq. 3.23.
Using these approximations one finds

() 0 (G 0 (%) () v

with { = %. The final expression for the infinitesimal slap-& 0) is

N Q2 dz
dr ~ 10 (A.10)
The dispersion profile of the interface is described by tlspelision function
d(z). The reflectivity of each individual slice is (using Eqg. A)10

— QQ

The factor at the front is for normalisation. IntegratinglA.while taking into
account the correct phasgs= ¢'?* leads to

. zQz
r(Q) = R _5+OO ( )/5 dz. (A.12)
After partial integration this can be rewritten as
-5 (i) () [ e

2
Using the Fresnel reflectivity, = (?—5) the reflectedntensityin the master
formula is obtained

2

R(Q) = (A.14)

Rp(Q) d6(2) -
500—5+00‘/ 2, ¢
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Appendix B

List of abbreviations

AFM atomic force microscopy

CRL compound refractive lenses

DLP method Dzyaloshinskii-Lifshitz-Pitaevskii method
DSC differential scanning calorimetry

ESRF European Synchrotron Radiation Facility

FAS fluoroalkylsilane

FCC face centered cubic

FWHM full width half maximum

GAXS glancing angle x-ray scattering

HEMD High Energy MicroDiffractometer

ID insertion device

MBE molecular beam epitaxy

MPG/MPI Max Planck Society / Max Planck Institute
OTS octadecyl-trichlorosilane

QLL quasi-liquid layer

SAM self assembled monolayer

UHV ultra high vacuum
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UV ultra-violet

XRR x-ray reflectivity



Appendix C

Symbols used in equations

A area

¢ speed of light

D radiation dose

E energy

E electric field vector

f free energy per area or form factor
I intensity

k wave vector

L thickness of the quasi-liquid layer
M., molar mass

N, Avogadro’s number 0221367 - 10?3 1/mol)
n index of refraction

n, number density

@ momentum transfer

Q. critical momentum transfer

Q.. latent heat of melting

R Reflection coefficient
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r reflectivity

r. classical electron radiug.81794092 - 10~ m)
ry Fresnel reflectivity

s;; elastic compliances

T Temperature or transmission coefficient

Ty Melting point of water

To Onset temperature

Z atomic number

(£ imaginary part of the index of refraction for x-rayigi(=n — 1 + 0)
0 real part of the index of refraction for x-rays £ 1 — n + i(5)
~ interface free energy per area

X asymmetric crystal cut

A wavelength

Q2 solid angle

¢ integrated flux

® photon flux

p density

pe €lectron density or bending radius

o roughness

T lifetime

6 angle

0. critical angle

¢ correlation length
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