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Symbol table

2DES

B

CF
CPW
LT-GaAs
MSM switch
TMF
QPC

C

Er

wC

Wp

Wmp

two-dimensional electron system
strength of the magnetic field

composite fermion

coplanar waveguide

low temperature grown GaAs
metal-semiconductor-metal switch
transverse magnetic focusing

guantum point contact

velocity of light in vacuum

Fermi energy

electron cyclotron resonance frequency
plasmon frequency in zero magnetic field
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Chapter 1

Introduction

The discovery of the Integer and Fractional Quantum Hak&# [1, 2] inspires the research
in semiconductor electron systems confined to two dimessadready for 30 years. While
a picture of non-interacting electrons is sufficient to explthe Integer Quantum Hall Effect
(IQHE) [3,4], electron-electron interaction effects assential for the Fractional Quantum Hall
Effect (FQHE) [5]. For an intuitive understanding of the FRH. Jain introduced the concept
of Composite Fermions [6]. These are quasi-particles, eaabhiwh is assembled from one
electron and two magnetic flux quanta pointing opposite éogérpendicularly applied mag-
netic field. Within this framework, the FQHE can be underdtas the IQHE of Composite
Fermions (CF) in an effective magnetic field, which is zerohat ltandau level filling factor
1/2. Furthermore, Halperin et al. predicted the existericth@® Fermi surface for CFs [7].
This led to the experiments which are analog to the expetisrfenthe electron systems at low
magnetic field; the commensurability oscillations in pdrcstructures and transverse magnetic
focusing for CFs were demonstrated [8, 9]. Composite Fernpoesess, like electrons, along
circular cyclotron orbits with a diameter given by the efiee magnetic field. The frequency
of the cyclotron motion is determined by the effective ma#sich is no longer related to the
conduction band properties of the host material, but is gea entirely by Coulomb interac-
tions. Kukushkin et al. devised an experiment to measureptietron resonance for CFs, from
which the effective mass could be extracted [10].

An alternative approach to measure the mass of CFs is to petiare resolved trans-
port experiments for CFs in ballistic regime. The measurd¢méthe transit time in a well
defined structure, e.g. transverse magnetic focusing elepiovides information about the
guasi-particle dispersion, Fermi velocity and mass. Forges based on the well established
GaAs/AlGaAs heterostructure such measurements requkelin temperature and high mag-
netic field. Furthermore, the transient time of CFs in trarswenagnetic focusing device is
expected to be on the order of 10 ps. Therefore, the expetairemangement for time resolved
transport experiment has to fulfill several requirements:

e picosecond time resolution in order to access the charsttaransit time scales
e compatibility with the cryogenic environment

e applicability of high magnetic field.



These requirements exclude all-electronic means and thefuke coaxial cables. They are,
however, conformed when using an all-on-one-chip photdaotive sampling technique. Here,
we make use of photoconductive switches that are operattshiipsecond laser pulses guided
via optical fibers. The switches are positioned in the vigiof the device under study and act
as a source of electrical pulses as well as a detector of ttadadt signal that probed the device
under study. Propagation of the pulses proceeds acrosdameogvaveguide.

This thesis is an intermediate step toward ballistic timrsoheed transport experiments for
CFs and ties in with the work of our predecessor Martin Grigb&], who worked out the
photoconductive sampling technique in our group. The sodpiee thesis reaches from the in-
troduction and the demonstration of the photoconductivgaiag technique, over DC transport
experiments in several ballistic devices, which are sletédr time resolved studies, to the ap-
plication of the time resolved photoconductive samplirghteque to investigate the excitation
of the two-dimensional electron system.

The thesis is organized into four main chapters:

e Chapter 2 Photoconductive sampling technique is the basis for the tesolved trans-
port experiments. We introduce the photoconductive swialhich are used to generate
short electrical pulse and to detect the ultrafast sign&.démonstrate that the electrical
pulses can be launched into the coplanar waveguide and betel@tseveral millimeters
away from the source.

e Chapter 3 We perform DC transport experiment on ballistic devicesiclitan be em-
ployed for ballistic time resolved experiments. These deviare corner device and dif-
ferent cavity geometries. A large part of the chapter is tivto the experiments in the
corner device, as it has surprisingly allowed to observebtiaeched electron flow in a
conventional DC transport experiment.

e Chapter 4 Time resolved transport experiments are performed in aec@aeometry and
on a stripe of a two-dimensional electron system. We obslive excitation of various
modes of magnetoplasmon and measured the pulse propagaitoity in the stripe. The
experiments are performed for stripes of different lengtt #or two values of electron
density in the stripe.

e Chapter 5 Another measurement method for time resolved studies wridal pulse
correlation measurement. To our knowledge, this methogpdied for the first time in
two dimensional electron system to probe its non-linearity



Chapter 2

Experimental Method and Technique

This chapter introduces and explains in an intuitive waystimapling technique that is employed
for the time-resolved measurements. In particular, a gootductive switch, which acts both
as a source of the short electrical pulses and as a detextaniefly discussed. Thereafter a
short discussion on a waveguide, which facilitates the @gagion of a terahertz broadband
signal over distances of several millimeters, is encloded followed by the demonstration

of the sampling technique to detect the pulse propagatmmgahe waveguide with integrated
photoconductive switches. Finally, arguments are brodigivtard for and against different

approaches to integrate the two dimensional electron gashia waveguide geometry.

2.1 Metal-Semiconductor—Metal-Switch

An ultrafast metal-semiconductor-metal (MSM) switch (,[12, 14]) is a configuration consist-
ing of two electrodes structured on top of a photoconduchegerial. The light shining on the
gap between the electrodes excites electrons into the ctodband and holes in the valance
band. The transient current starts flowing through the swithen a voltage is applied across
the switch (Fig.2.1). The time span over which the eleckmicarent persists sets, obviously,
the duration of the electrical pulse. To find the process Wwhgmverns the pulse duration several
time scales have to be compared among each other. One of shtem aptical pulse duration,
since the current can at least persist as long as the elearerbeing excited into the conduc-
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Figure 2.1 Schematic of a metal-semiconductor-metal switch and the electrical circuit
to characterize it. Typical experimental parameters are: gap between electrodes 3 um,
width of the electrodes 20 ;m, applied bias voltage 10 V and optical power 1 mW.
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tion band. Because of a capacitive coupling between theretkest the RC-time of the capacitor
discharge needs to be considered as well. Another impaitaatscales are the electron life
time and the transient time to cross the switch. If the distdretween the electrodes is so small
that the electrons can drift from one electrode to the oth#rimvtheir life-time, then this switch

is called transient-time limited switch [15, 16]. If thismdition is not met, the current will
disappear because the electrons are captured by impunitigst trapped at predefined struc-
tures. These switches are referred to as life-time limitedcbes. Note that the electron-hole
recombination time can be up to nanoseconds in high quaitysnductors. Short life-times
are only obtained in defect rich materials. For our expenintlee electron capture time dom-
inates the other time scales. The life-time limited swikhave several advantages. They are
structured with optical lithography, which makes them ttagainst electrostatic discharge. In
contrast, the other types of switches involve usually ae&blithography step and thus these
structures are more sensitive to electrostatic dischaildes operation of a life-time limited
switch is independent of an applied magnetic field, whiledperation of a transit-time limited
switch is affected by the magnetic field.

Two photoconductive material systems were available ferdkperiments at 800 nm wave-
length; they are GaAs grown at low temperature (LT-GaAs) @ads with periodically em-
bedded layers of ErAs islands (ErAs:GaAs). GaAs grown attemperature contains a lot
of defects, which are arsenic clusters embedded inside Gadgonductor matrix ( [17, 18]).
These clusters act as traps for the electrons in the comeuoéind. The growth temperature of
GaAs and the subsequent annealing step determine theoaldiétrtime in the material. The
low temperature control during growth is however difficuitiachallenges the grower to achieve
reproducible results. The ErAs:GaAs material system sféebetter control over the electron
life-time. Similar to the arsenic clusters in LT-GaAs, thgérs of ErAs islands periodically in-
corporated into the GaAs matrix assume the role of the @edtaps. The distance between the
adjacent layers of ErAs controls the electron life timetutsability from about 400 fs up to 5 ps
was reported by Griebel et al [19]. For the experiments aDI§8 wavelength In;;Ga) 43AS
can be used as the semiconductor matrix instead of GaAsif€hierie tunability by controlling
the period of the ErAs:InGaAs superlattice was reportedHis material by Ospald et al [20]
and Driscoll et al [21].

For time-resolved studies the short electrical pulses mestelivered to the active device. As
the typical duration of an electrical pulse can be on theroofld ps or even less, its spectral
content covers the terahertz frequency range. A wavegykethat operates with acceptable
dispersion for this spectral bandwidth is the so catleplanar waveguide

2.2 Coplanar waveguide

Though there are several different types of waveguidesdéatconduct a signal at frequen-
cies up to the terahertz range, the coplanar waveguide (CPWrs die best trade-off between
dispersion, damping properties and ease with which it camtegrated into the circuit and
fabricated. Reference [22] gives more details on the prigseof the coplanar waveguides. The
coplanar waveguide (Fig. 2.2) consists of a conductingraklme of widths and ground planes
separated by a distaneaeon both sides of the central conductor. Those planes shielgrop-
agating wave from the environment to some extend and thusrldgeszdamping. Additionally,
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Figure 2.2 Schematic of a coplanar waveguide. h is the substrate thickness, d is the
thickness of the evaporated metal. The waveguide dimension used in the experiments

are d =300 nm, s =20 gm, w =10 pm.
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Figure 2.3 A coplanar waveguide supports two types of principal modes. They differ
by the symmetry of the electrical field with respect to the central conductor of the CPW.
a) Electric field lines of the slotline mode (even mode). b) Electric field lines of the

CPW mode (odd mode)
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because of its geometry the coplanar waveguide supports/pes of principal modes: the de-
sired quasi-TEM CPW mode (odd mode) and a parasitic slotliomg@eneven mode). They differ
by the symmetry of the electric field with respect to the CPWigia# conductor (Fig. 2.3). The
characteristic dimension for the even mode is the distaatied®en the two ground planes, while
the odd mode’s characteristic dimension is the distancgdsat each ground plane and the cen-
tral conductor. Because of its larger spatial distributio® €ven mode is subject to a stronger
dispersion and damping than the odd mode. Since the two nf@esdifferent propagation
characteristics, any asymmetry or discontinuity in a CP\Wcstire that mixes the modes causes
distortions and thus alters the pulse shape. The dispessi@anCPW, which mostly consists of
quasi-staticak’ , /e, and modal dispersiof},/cm.4, also affects the shape of the propagating
pulse [11]. Appendix A contains calculations for both typéslispersion. Quasi-static disper-
sion dominates for signals, whose wavelength is larger thamateral dimension of the CPW,
while the modal dispersion becomes important for highegqdemcies. When an electromag-
netic wave propagates on a CPW, the electric fields above th@ucting layers experience
the permittivity of the air, while those below the condustexperience the permittivity of the
substrate. The effective permittivity thus takes on a vaueetween that of air and substrate.
When the frequency of the propagating wave increases, thetw# permittivity approaches
that of the substratg/e,, as the density of electric field lines below the conductangels in-
creases. This stronger binding of the electrical field liimethe substrate at higher frequencies
is the origin of modal dispersion. Figure 2.4 show& + /€mod for 20 um and 40um width

of the CPW’s central conductor. The pulse dispersion duriegptiopagation along the CPW
limits the time resolution in the propagation experimesice the electrical pulses generated
with the photoconductive switch have frequencies up to 1 @Rd more, CPW with a width
smaller than 2Qum are needed to avoid excessive dispersion. For practiaabns the CPW
with a 20m wide central conductor is a suitable geometry.

2.3 Sampling technique

We considered so far how to create short electrical pulsdsrdroduced a waveguide which
can propagate the pulse. To wind up the introduction of thie ne@ls the detection scheme of
the signal needs to be discussed. Fortunately, a photoctwelgwitch can also be employed
as a detector. However, in contrast to a pre-biased sourntehswhe electrodes of the detec-
tor switch are grounded; one is grounded directly, the athgrounded via a current-voltage
converter. Even though an optical pulse, which illumindkesgrounded MSM switch, excites
the electrons into the conduction band, no current flows lmxaf the absence of an electric
field across the switch. However, once an electrical sigasses the detector switch, it changes
the local electrostatic potential on the electrode of theminated detector. The current, which
flows then across the switch, depends on the amplitude ofabsinqy signal. In case that an
electrical signal passes a non-illuminated switch, noasurflows across the switch because
there are no carriers available in the conduction band. dltog/s for a time-resolved measure-
ment of the signal. To measure the signal at later times thieabpulse, that gates the detector
switch, has to be delayed. Hence, the shape of the trangjeri seaching the detector switch
is sampled in time by delaying the incident optical pulse.
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Figure 2.4 | /eqs + \/€moa @s a function of frequency for two coplanar waveguides with
a different width of the central conductor. This dependence accounts for the pulse
broadening during the propagation along CPW.

2.4 Experimental setup

The optical setup shown in Fig. 2.5 enables the realizatiensampling of the fast electrical
pulses. The use of optical fibers is helpful to implement #ra@ing technique in a cryogenic
environment with high magnetic fields. The optical fibersdguihe optical pulses toward the
photoconductive switches. More details about the setupiaes here.

Two short pulse laser sources are available for our propagakperiments: a Ti:Sa laser op-
erating at 800 nm is suitable for use with GaAs based maseaiadl a fiber laser operating at
1550 nm for InGaAs based materials. The Ti:Sa laser has aittepeate of 76 MHz. The
outgoing pulses are horizontally polarized and their donais on the order of 150 fs. To com-
pensate for the pulse dispersion in the fiber, that guidegptitges to the switch, a Grating
Dispersion Compensator (GDC) is used to impose a negativerdisp onto the pulses. The
stretched pulses are split in two pulse trains with a beaittesplOne pulse train follows a tra-
jectory that contains a shaker (retroreflector vibrating ixed low frequency). It produces an
oscillating delay between the pulse trains of up to 50 ps. dther pulse train follows a trajec-
tory that contains a retroreflector positioned on a stepprnThis arrangement can introduce
an additional delay of up to 2 ns. Each of these pulse trainsupled into the optical fiber
The adjustment of the GDC proceeds by optimizing the pulsatitun measured at the fiber's
end. The pulse duration is measured with the help of a comaienatocorrelatof. The fiber
lase? with a repetition rate of 72 MHz operates at a central wagilenf about 1550 nm. The
outgoing pulses are prechirped to compensate for a digparsa roughly 5 m long fiber. Since
the total fiber length amounts to 8 m, an additional compémsateeds to be introduced. The

Ipurchased from Thorlabs, Fiber Type HP780
2purchased by APE-Berlin
3Menlosystem GmbH
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Figure 2.5 Optical setup for time-resolved transport experiments. A grating dispersion
compensator (GDC) or a dispersion compensating fiber (DC fiber) imposes a negative
dispersion on the optical pulse train coming from a Ti:Sa or fiber laser correspondingly.
They allow to compensate the dispersion of an 8 meter long fiber needed to run the
optical pulses from the optical set-up to the cryostat. The pulses run in a modified
Mach-Zehnder interferometer and are coupled into the optical fiber. The shaker in one
of the interferometer arms oscillates at low frequency and spans a delay time 7; on the
order of 50 ps. The steppermotor in the other arm can produce an additional delay
between both interferometer arms of up to 2 ns.

use of the dispersion compensating fiber (DC-fiber) is an ategay to design a dispersion
compensating scheme in the infrared region. The DC-fiber s@p@ negative dispersion on
the pulses. Therefore, the adjustment of the fiber lengtligsnermal and negative dispersion
relative to each other controls the final pulse durationh&nexperimentally designed compen-
sation scheme the DC-fiber is connected directly at the lagput Thereafter, the pulses run
in the optical setup described above, whose componentspéireiped for the infrared wave-
length. And finally, the pulses couple into the fibers withmat dispersion. Note, the fiber
length may not be varied much, since the compensation scireamimized only for a fixed
fiber length.

To equate the length of the optical arms the pulse trains fyoth fibers are detected on a fast
photodiode with 12 GHz bandwidth; its signal is displayedeoreal time oscilloscope with
4 GHz bandwidth. The overlap of two pulse trains with a prieciof better than 50 ps is
achieved by changing the position of the steppermotor.

2.5 EXxperiments on pulse propagation along CPW

One possible CPW configuration with embedded photoconaustiwtches is shown in Fig. 2.6a.
The optical fibers are coupled to the switches as describAgpendix B. A DC-voltage is ap-
plied across the left switch. It serves as the source of thetratal pulses. The right switch
assumes then the role of the detector. It is grounded via uhermt-voltage converter. The
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Figure 2.6: a) A coplanar waveguide arrangement with integrated switches. The width
of the central conductor w = 20 um, the distance to the ground planes s = 10 um. The
voltage is applied to the left switch. This switch acts as a source of short electrical
pulses. The right switch assumes the role of the detector, whose signal is output on
an oscilloscope. Also shown are the pulse paths, which are associated with the peaks
of the trace presented in panel b. b) The pulse propagation trace along the coplanar

waveguide. The peaks denoted (a), (b) and (c) correspond to pulse pathes drawn in
panel a.
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signal from the converter is visualized on an oscilloscdfee oscilloscope is triggered on the
shaker’s reference signal, which is fed into another assxibpe channel. The amplitude of the
shaker displacement is reflected in the amplitude of theeate signal and devises the time
axis of the experiment. Therefore the signal displayed erottilloscope screen spans over the
time interval given by the amplitude of the shaker oscitlati To increase the signal to noise
ratio the signal is averaged over several oscillation cy/oféhe shaker. To monitor the signal at
another time interval the steppermotor position can be gba@mo introduce a fixed extra delay.
The traces at different positions of the stepper are conatgd and are shown as a single trace
in Fig.[2.6b. The first pulse (a) is the result of direct pulsepagation from the source to the
detector switch. The switches are separated by 1.47 mm. Stideature (b) appears at a delay
time of 30 ps and is caused by the reflection between the phiodoctive switches as shown in
Fig.2.6a. A more pronounced peak (c) appears at 49.8 ps atittimited to the reflection at
the short circuited end of the parasitic waveguide with tergyj69 mm (trajectories;@nd ¢ in
Fig.[2.6a). The peaks which appear at later times arise fnenmultiple pulse reflections while
propagating along the CPW. This interpretation is adopteswh fthe work of Griebel [11], who
performed similar pulse propagation experiments on a CP\Wcftied on GaAs-based photo-
conductive material. Figure 2.6 a shows that the amplitddbeoreflection peaks, for instance
the amplitude of peak (c), is comparable to the amplitudeheffirst peak. In time-resolved
magnetotransport experiments the reflected peaks can aaus#iple excitation of the active
device which then complicates the data interpretation.rdfoee it is desirable to search for a
solution where reflections are avoided or reduced in angdias much as possible.

2.5.1 CPW with a bent parasitic waveguide

In a geometry with a bent central conductor, as shown in Fig.the amplitude of the reflec-
tions is reduced compared to the geometry with a straightaeronductor. Indeed, the trace
measured on this geometry is depicted on the positive patieofime axis in Fig.2.8a and
shows only the small peaks (b) and (c) at 59.3 ps and 96.4 psspmmdingly. The first peak

1.54 mm 1.8 mm

«—— 5 —
2.0 mm 1.4 mm

ri =0.26 mm

ro=0.30 mm

Figure 2.7. Schematic of a CPW in which the total length of the central conductor has
been increased by introducing two bends.
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Figure 2.8 a) Pulse propagation traces on the CPW with bends shown in panel b.
The bias voltage on the switch is -2 V and the optical power of the pump and probe
beam is 0.8 mW. For the trace going to the right the left switch acts as a source, while
the right switch is used as a detector. For the trace going to the left the role of the
switches is swapped. The zero time point on this axis is chosen arbitrarily. b) Pulse
paths associated with the peaks denoted a, b, c in the trace in panel a.
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(a) positioned at 8.2 ps is the result of direct pulse profiagdom the source switch to the de-
tector switch (trajectory a in Fig. 2.8b). This trace is at¢al for the case when the left switch
acts as a source and the right as a detector. Note, the zerpdimt is chosen arbitrarily and is
given only by the position of the steppermotor at the begigrf the experiment.

For the interpretation of time-resolved experiments itéadficial to know the propagation ve-
locity along the waveguide. The value of the velocity alkes also the identification of the
reflection peaks. This is achieved by exploiting the systsesywnmetry. For this, the roles of the
switches are exchanged, i.e. the right switch acts as aescamd the signal is monitored at the
left switch. Note, for this experiment only the DC-bias s@uand the current-voltage converter
are exchanged. Neither the optical setup nor the fibers adifieshbin any way. The trace of
this experiment is plotted on the same time axis as the pusw@@periment and goes to the left
along the time axis in Fig. 2.8a. For this inverse pulse pgatian the symbol/” is attached to
the peak labels in the propagation trace. The first pedlp¢sitioned at -21.5 ps corresponds
to the direct pulse travel from the source to the detectoe. tirhe difference between the peaks
(b) and (8) is the same as between the peaks (b) and (a). The same hollds fiiher features
in both traces. Therefore the outcome of both experimergsdentially identical and the CPW
does not exhibit any preferred direction for pulse propagafThis fact yields immediately the
zero time point; the time when the optical pulse trains argimultaneously at both switches.
Since peak (a) appears at 8.2 ps and peglafgears at -21.5 ps, the zero time point lies in
between at -6.65 ps. The distance between the switchesnsm dnd therefore the propagation
velocity amounts to 0.3X5wherec is the velocity of light in vacuum.

While propagating along the waveguide the pulse reflects evieerthe impedances are not
matched. This might be a short circuited end of the waveguwdeopen end of the side arms
etc. A reflection in the waveguide appears as an additiore{ pethe propagation trace. The
peaks (b),(h and (c),(¢) in Fig.[2.8a can be attributed to reflections along the waideg Here
we try to identify the location where reflection takes platie pulse trajectories, which reflect
at the open end of the waveguide, are labeled,aanll b in Fig./2.8b. Their length is 5 mm
each. It takes 53 ps to travel this distance. The bend in tveguade may also cause pulse re-
flection. The corresponding pulse trajectories are labejechd by. Their length is 5.4 mm and
it takes 57 ps to travel this distance. Peak (b) in[Fig. 2.§®ars at 59.3 ps + 6.6 ps = 65.9 ps
when taking into account the zero time point. In the simpteyse of pulse trajectories neither
trajectories /b, nor by/b, can explain the appearance of peak (b). Further, if the paftects
on the short circuited end of the waveguide it travels pathar ©,. The length of each of the
trajectories is 9.35 mm and it takes 98 ps to travel it. Pealn(€ig.2.8a appears at 102 ps
when taken into account the zero time shift. The deviatiomfthe experimental value is only
2% and thus peak (c) can be thought as a composition of trajestgrand ¢, which are shown
in Fig./2.8b.

2.6 Sample Design

To perform the time-resolved studies on a two-dimensiolegleon gas, it is necessary to com-
bine the photoconductive material, on which the photocaotidel switches are patterned, with
the GaAs substrate containing the 2DES. This can be accsimepliin several ways.

One of the approaches starts with the epitaxial growth d¢feeit T-GaAs or an ErAs:GaAs
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Figure 2.9. CPW scheme with integrated photoconductive switches to study the pulse

propagation across the interface (dashed line).

Electrical contact between the two

halves of the CPW is established by applying silver epoxy droplets between the corre-
sponding parts of the CPW. The right panel compares the pulse propagation traces at
room and at low temperatures. The feature around 15 ps is attributed to the reflection

at the interface.

superlattice. On top of these photoconductive materialstarbstructure, which contains the

2DES, is grown. This monolithic approach is difficult. The@perties of LT-GaAs will change
during the heterostructure growth. During the growth tlmegerature is high and the LT-GaAs
will be effectively annealed. This leads to a prolonged teteclife time in LT-GaAs. If al-

ternatively the heterostructure is grown on top of ErAs:Gddyers, the quality of the het-
erostructure is limited by the achievable quality in a systlat contains erbium. However,

since high quality 2DEGs are fabricated using the GaAs/Al§heterostructure and to keep
the lattice mismatch to a minimum between the heterostre@nd the photoconductive mate-
rial, this approach is limited to GaAs-based photocongactiaterials and thus to the operating

wavelength of 800 nm. The other two approaches are alscelimid the 800 nm operating
wavelength. They are described briefly here:

e one etches a mesa containing the high-mobility 2DES bas&hé&s/AlGaAs heterostruc-
ture. After the mesa is covered with a protecting layer, Hma@e can be overgrown then

either with LT-GaAs or ErAs:GaAs.

¢ Instead of etching and overgrowth steps, ion implantatibo the high-mobility material
can be considered to reduce the electron life time in the mahtélowever, the ions have
to be implanted at high energies in order to achieve an iniglimm depth of roughly
1 xm. This depth is desirable as the characteristic absorfgimgth for GaAs at 800 nm
is on the order of um. If the implantation depth is smaller tharuin, then the 800 nm
light will also be absorbed in the defect-free material vétlong electron life time. This
could cause a long tail in the electric transient pulse.
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To overcome the limitation of using only GaAs-based photoltwtive materials, we follow
in this work a more elegant way to combine GaAs/AlGaAs hetieuoture and photoconduc-
tive material. Here, the active device based on a 2DES iscied on a heterostructure with
a subsequent structuring of CPW, which leads to the devicpargtely from this processing
step the photoconductive switches and the waveguide argtsted on a photoconductive ma-
terial. Thereafter the chip with a photoconductive mataesi@leaved and the active device is
placed between the two halves. The coplanar waveguidegisealiat the interface between the
separate chips and the corresponding part of the coplaneagwale are contacted by applying
silver epoxy. This enables a reflection-free [23] electitdse propagation across the interface.
Since the device under test is placed between two photoctisdumaterials, this assembly is
addressed as a three-chip configuration. The technicdlgetethis configuration are summa-
rized in Appendix C. This configuration is flexible in the ch®iof the optical wavelength. In
fact, a replacement of ErAs:GaAs with ErAs:InGaAs enablesiiak change of the working
wavelength and partially solves the problems with the 2DESng from the illumination of
the photoconductive switches with the 800 nm Wavele,@lﬁhuch a three-chip configuration is
also flexible on the choice of the device under test; it mighé lmaterial which is different from
a GaAs/AlGaAs-heterostructure containing the 2DES. The i@striction is that the dielectric
constant of this material is comparable to that of GaAs.

The next experiment demonstrates that electrical pulseagates across the interface be-
tween two separate chips without substantial reflectionssimiplify the experiment only two
chips are used: one containing the source switch, the dtleedld@tector switch. Since this ex-
periment was done in the early stage of this work the photdgctive switches are integrated
differently into the CPW as shown in Fig.2.9a. The coplanavegaide is cleaved in two
halves between the switches as the dashed line in panel & Subwmatically. Thereafter the
two halves are brought together and the silver epoxy dreplet applied between correspond-
ing parts of the waveguide to provide electrical contacte Experiments are performed for
fiber coupled photoconductive switches at room temperaaceat 1.4 K temperature. For
comparison of both traces at different temperatures theatig normalized to the amplitude of
the first peak. The first peak at zero time is the result of dipetse travel from the source to
the detector switch. A small peak around 15 ps is caused hefleetion at the interface. Note
that the relative intensity of this peak does not changeeasdmple is cooled down. This shows
that the transmission properties of the interface are statih temperature. The peak at 28 ps
is due to pulse reflection between the switches [11]. The pe&R ps is due to pulse reflection
at the short circuited end of the coplanar waveguide. Tha slabw that for these reflections
requiring larger travel distances the relative peak iritgrggows as the sample is cooled. This
indicates that damping due to ohmic losses is lower at loamperature. Other peaks involve
multiple reflections along CPW.

4The later experiments showed an influence of the scattel@a®dight on the electron density. Additionally
the scattered 800 nm light caused a leakage current betlve&DES and the top gates evaporated on top of the
mesa. The leakage current disappears when one works withritB3aser light.
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2.7 Coplanar waveguide with four switches

There are several configurations how the photoconductitenaband the active device can be
combined. One of them is the reflection configuration, whieeeaictive device is positioned on
one side of the photoconductive switches. In this configomaboth the incident signal on the
device and the reflected signal from the device can be mewitdrhe other is the transmission
configuration, where the active device is positioned in leetwthe switches. Here, only the
transmitted signal, which has passed through the devicebeanonitored. In order to mea-
sure both reflected and transmitted signals a more complefigooation with two switches on
one side and one switch on the other side of the device sheuilchplemented. However, for
increased flexibility two switches are positioned on eade sif the device. Such a coplanar
waveguide with four photoconductive switches is shown m/Eil0. For this geometry, a total
of four fibers, one for each switch, are glued on top of the $ani monitor all signals simul-
taneously, an extension of the optical setup with extraydiet@s would be necessary. This is,
however, not pursued in this work. Instead, the signals atyestetector switch are monitored
successively. The switches are denoted as switch 1, 2, 3 asdHown in Fig. 2.10.

The first experiment involves switches 1 and 2 acting as tliecsoand the detector respec-
tively. The experimental outcome is depicted in panel a gf Eill on the positive direction
of the time axis. The role of the switches is swapped for theerplotted along the negative
part of the time axis. The time axis is shifted so that theetsa@re positioned symmetrically
with respect to the zero time point. The peaks (a) at 12.4 dga&nat -12.4 ps correspond to
direct pulse propagation from the source to the detectajefttory a in Fig.2.11b). From these
first peaks we deduce a propagation velocity of 8.32is velocity is the same as in the CPW
arrangement with two switches. The reflection peak (b) asetad8 ps, which corresponds to

1 2 3 4
1.54 mm 1.8 mm
o
— r.
2.0 mm 1.2 mm '
ri =0.26 mm
ro=0.30 mm

Figure 2.1Q The coplanar waveguide arrangement with four integrated photoconductive
switches. Each switch is driven by an optical fiber glued above it. The distance between
the switches is 1.2 mm. This CPW design allows for a simultaneous measurement of
the transmission and the reflection properties of the active device under study. Such a
device would be placed between switches 2 and 3.
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a traveled distance of 4.6 mm. The length of the trajectdsjeand b is 4.8 mm and is close

to this value for peak (b). Thus the peak (b) can be thought@sraosition of contribution

of b; and . Also the bend in the coplanar waveguide may cause a reffe@tidicated by
trajectory i whose length is 5.2 mm in Fig. 2.11b). This reflection woulgeqgr at 54 ps. As

in the CPW arrangement with two integrated switches the puégectories ¢ and ¢ bring
about peak (c). These trajectories are also included in2Eidb. Due to the different length

of these trajectories two peaks are expected, each of whiattribute either to the trajectory

c; or to the trajectory £ The peak associated with trajectoryis expected at 95.3 ps, while
the one associated with trajectoryshould appear at 145 ps. The peak (c) appears however at
85.8 ps. Even though there is a clear discrepancy with theasd time based on the sample
geometry, itis sill legitime to state that the origin of theflection is somewhere on the parasitic
waveguide (along trajectory, ©r ¢;). In order to understand the discrepancy experiments on
a CPW with different dimensions, e.g. different length ofgstic waveguide or/and different
length of the side arms, are needed.

An interruption in the waveguide geometry, as introducedrfstance by integrated photocon-
ductive switch, may cause a change in the spectral conteheqfulse. Its consequence may
be both the change of the propagation velocity and the putssdening.

In the experiment, which involves switches 1 and 3, the stedtpulse passes an interrup-
tion in the waveguide imposed by switch 2. The trace going@lbe positive direction of the
time axis in Fig. 2.12 is acquired for the case, when switch thé source and switch 3 is the
detector. The other trace in this figure goes along the negdirection of the time axis and
is acquired when the roles of the switches are reversed. €hksp(a) at 24.6 ps and’)at
-24.6 ps are assigned to direct pulse propagation betweesotirce and the detector. We again
obtain a propagation velocity equal to 0:3Z he experiment, which involves switches 1 and 4,
yields also the propagation velocity of 032 he traces of this experiment are not shown here.
Hence, we conclude that the propagation speed does notefargignals passing from switch
1 to switch 4.

In Fig.[2.13 we compare traces recorded with switches 2, aamldetector switch. They are
normalized by making the amplitude of the first peak equalrédeer, trey are shifted in time
so that all first peaks coincide on the time axis at time zetus @lata representation reveals a
marginal change of the width of the first peak, which indisateveak pulse broadening while
propagating along the CPW. The waveguide structure with fotoconductive switches con-
tains a number of interruptions, which favor the excitatddeven modes. Beside the reflection
peaks (b) and (c) in Fig. 2.13 the traces exhibit a more coxdétern. It probably originates
from mixing of odd and even modes.

It was argued above, that the origin of feature (b) is a reflacat the open end of the side
arm, which is used as a lead to bias the switch, This side atsrea@ parasitic waveguide. To
confirm this the propagation trace is acquired using switeim@ 3 in the same manner as the
experiments discussed above. The traces are depicted.iB.Fdg The propagation velocity
between the switches remains 0:3Zhe trace exhibits a complex structure, which is again at-
tributed to mode mixing. The striking feature here is thesprece of a reflection peak-#%8 ps.

Its position relative to the first peak is just the same as (1 Eil3. This agrees well with the
explanation that the peak originates from the reflectioh@bpen end of the side arm. Another
reflection peak, which is labeled (c), is absent in this pgapian trace. The assumption, that



2.7. COPLANAR WAVEGUIDE WITH FOUR SWITCHES 15

B
04 a(@) +(-)12.4 ps
= i b(b’) +(-) 48 ps
= av T™a c(c’) +(-) 85.8 ps
=02
2
L
®©
c
2
n
-200 -100 0 100 200
b

Figure 2.11 a) Propagation traces using switches 1 and 2 on the CPW with four
switches. The trace for positive time is obtained when switch 1 assumes the role of
the source and switch 2 is the detector. The data recorded when swapping the roles of
the switches is plotted on the negative time axis. b) Pulse trajectories, which account
for the peaks in panel a.
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Figure 2.12 Pulse propagation traces recorded on the CPW with four switches using
switch 1 and 3. The trace for positive time is obtained when switch 1 assumes the role
of the source and switch 3 is the detector. The data recorded when swapping the roles
of the switches is plotted on the negative time axis.
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Figure 2.13 Pulse propagation traces on the CPW with four switches. Switch 1 acts
as the source. The three traces show the signal at the detectors 2, 3, and 4 respec-
tively. The traces are shifted in time so that all first peaks coincide at time zero. The
amplitudes are normalized for the sake of comparison.
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this peak could be attributed to a reflection at the shodudied end of the parasitic waveguide,
is indirectly confirmed in the result shown in Fig. 2.14. Trevel distance to the short-circuited
end of the waveguide is longer than, for instance, in the eyt with switches 1 and 2. Thus
the signal is stronger attenuated and would appear at tipendel00 ps. Also the waveg-

uide discontinuities along the travel path favor the exidtes of the even mode and lead to
mode mixing. Therefore the attenuated peak might be hidaehne complex structure of the

propagation trace.

The experimental results suggest to keep as less inteyngin the waveguide geometry
as possible. Any interruption acts as an additional wawsgand results in spurious reflection
peaks. The interruptions in the waveguide are, howeveispetisable, as they are needed, for
instance, to integrate the switches into the waveguide ardiode the surface gates into the
structure of the device under study.

There are several strategies to tackle the problem withethections.

1. The metal used to fabricate the parasitic waveguide isdnge as what is used for the
main waveguide between the source and detector switcleddsa material with higher
resistivity can be used for parasitic waveguide to attenthet spurious signal [24].

2. The ends of the waveguide are poorly terminated; theyitrerepen or short-circuited.
A better way to terminate the waveguide is to load it with ap@aiance that matches the
wave impedance of the line. For the waveguide, which is clamsd in this work, the
wave impedance amounts to 24§ Appendix A). Such an impedance can be realized with
thin films of chromium or titanium [11]. The advantage of thantfilms is that they can
easily be integrated into the CPW geometry. Difficult howasdp reproducibly obtain
a specific resistance. The resistivity of these thin filmdss éemperature dependentand
impedance matching is only possible for a limited tempeeatange.

Following the work of M. Griebel [11], the propagation veitycalong a CPW can be calcu-
lated (see Appendix A). The propagation velocity along theeguide patterned on ErAs:InGaAs
amounts then to 0.39 For this a dielectric constant= 12.5 for InP is assumed [25]. This as-
sumption is legitimate, since the high frequency signalntyaravels within the InP substrate.
Note, that the thickness of the ErAs:InGaAs superlattic2.s, while that of InP is 500m.
The experiments in this chapter yield, however, a propagatelocity of 0.32. Though this
puzzle does not have any consequence for the experimessenpee in this work, it should be
addressed in the future work. This discrepancy becomesriantovhen the end of the waveg-
uide needs to be terminated with a load that matches the iampedof the waveguide. Based
on the experimental value of the pulse propagation veloitieyeffective quasi-statical constant
€4s Would be equal t®.8 and thus the wave impedance amounts t¢23Tn contrast, the wave
impedance is 43 if one follows the calculation presented in Appendix A. Téfere a load with
wrong impedance would resultin a poor termination of theeganvde and reflections would not
be avoided.
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Figure 2.14 The propagation trace going along the positive direction of the time axis
is measured for pulse propagation from switch 2 to switch 3. Sweeping the role of
the switches one obtains the trace going along the negative direction of the time axis.

The propagation velocity amounts to 0.32¢ and is the same as for other sections of the
CPW.



Chapter 3

DC-Experiment

3.1 Introduction

The measurement set-up developed in the previous chapiktatas the measurement of the
time which it takes for electrons to propagate through a wasguc device fabricated from a
high-mobility two-dimensional electron gas. For electansmall magnetic fields the outcome
of such a time-resolved experiment should be well-knowrhénballistic regime, the electrons
propagate at the Fermi velocity which is determined solglyhe density. The measured time
delay would, however, be composed of several contributitims time it takes for a pulse to
run from the source switch to the device, the time it takegdod through the device and
finally the propagation time to reach the detector switchly@me second contribution to the
time delay is of interest. Since it is difficult to predict théher contributions with sufficient
accuracy, it is essential to devise a scheme in which aveléithe delay is measured and the
other contributions automatically drop out. This can beoagalished by designing geometries
in which electrons can travel along two or more trajectookdifferent lengths depending on
a tunable parameter such as for instance the strength ofpiilee@ magnetic field. In this
chapter, different types of ballistic devices are pursued eéharacterized in DC experiment.
They are possible candidates for a time-resolved trangpperiment and are either modified
transverse magnetic focusing device or ballistic cavitigh different shapes (triangle, square,
hexagonal).

The experiments on the modified magnetic focusing devicesapported with numerical
calculations, which were conducted by Jakob Metzger and &dgrischmann from the Max-
Planck-Institute for Dynamics and Self-Organization.

3.2 Quantum Point Contact

A common element of the mesoscopic devices, which are cereidn this chapter, is a quan-
tum point contact [26, 27]. It serves as a source or as a @etetthallistic electrons. It consists
of a short and narrow constriction in the 2DES with a width lo@ order of the electron Fermi
wavelength. Hence, the momentum in the transverse direistiguantized and takes on discrete
values:k="", wherew is the width of the constriction. When an electron from theex2iDES
reservoir at the Fermi surface with wavevecterdnters to theith mode of the quantum point
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contact (QPC), its forward momentum changes to
k= k& — (k7)2 (3.2)

A small constriction in the 2DES can be realized with splitegaon top of the heterostruc-
ture [28]. A negative voltage applied on gates locally degsehe 2DES region underneath
leaving only a narrow undepleted channel. The width of trenclel and thus the resistance of
the QPC can be tuned by increasing the applied negative gitege. Alternatively a narrow
channel can be formed by removing the 2DES everywhere exoejpt narrow area. In this
case the channel width is fixed and cannot be tunegitu. The angular distribution of elec-
trons injected through the QPC is proportional to a cosimetion with an abrupt truncation
at a certain angle-«, which is determined by the shape of the QPC [29]. A gradughfieof
the confining potential of the constriction and the redimecof the electron flow as described
by Eq.3.1 above causes the collimation of the electron be@oilimation has been demon-
strated in transport experiments in a geometry with two spiapQPCs [29, 30]. In particular,
the experiments demonstrated that the collimation is geofor a narrower QPC opening. By
varying the voltages applied to the gates , which form the QR€peam collimation can be
tuned continuously. An in depth review about the properieguantum point contacts can be
found in Ref. [29, 31] and references therein.

3.3 Caustic

For the analysis of the DC transport characteristics ofdialldevices the concept of a caustic(
[32,33]) plays a central role. Consider two trajectoriesahitgtart from the same pointin space
at anglesy anda + da with o < « and bound a particle flux tube (gray area in Fig. 3.1a).
These trajectories are mathematically described ag) and 7 5. (t). The point where these
two trajectories cross is called a caustic:

T o(t) = T agsalt + 0t), (3.2)
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Figure 3.1 a) A caustic is formed at the point, where two trajectories, which bound a
particle flux tube (gray area), cross. b) In a magnetic field the orbits with radius R = 1
build a caustic (red circle). It is located at 2R away from the source of the trajectories.
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wheret is a parameter that describes the trajectory. This defindfa caustic does not specify
why the trajectories cross. In a magnetic field, for instarnkbe electrons move on circular
orbits with radiusR. A circular trajectory leaving the origin at anglemay be parameterized

as follows:
x = R(cos(a) — sin(t))
y = R(sin(a) + cos(t)),

wherea andt are parameters that describe the position of an electroheoarbit. Therefore,
the condition for a caustic Eqg. 3.2 can be rewritten as:

(3.3)

{ x = R(cos(a) —sin(t)) = R(cos(a + da) — sin(t + dt)) (3.4)

y = R(sin(a) + cos(t)) = R(sin(a + da) + cos(t + 0t)).

Assumingda < « anddt < t the equations have two solutions: the trivial solutior= 0 and
y = 0 where all trajectories start. The second solution

{ r= —2Rsin(a)

y= 2Rcos(a) (3:5)

describes an envelope of the electron trajectories andagstic formed in the magnetic field by

electron trajectories emitted from a point source. For gexcht on this envelope the density of

electron trajectories diverges. This effect may be deedrds focusing of electron trajectories
by a magnetic field. The electrons start from the same poispace and trajectories rejoin

at another point in space. This sort of deterministic focggakes place at a distance of one
cyclotron orbit diameter away from the source (Fig! 3.1 blescribed by the second solution.
The caustics of the electron trajectories can be detectettamsverse magnetic focusing (TMF)
experiment.

3.4 Transverse magnetic focusing device

Transverse magnetic focusing experiment is a school exatoplemonstrate the ballistic prop-
agation of electrons in a 2DES [34]. Here, two quantum paintacts are arranged along a line
at a distance 2apart. One of the QPCs serves as the electron injector, wialether collects
the electrons. A schematic of a TMF device is shown in[Fig. & Znagnetic fieldB applied
perpendicularly to the 2DES plane forces the electronsdimtmlar orbits. For electrons at the
Fermi surface, this orbit has a radius:

hkp h/2mn
r = B = B (3.6)

wheren is the electron density of the 2DES. The first caustic appeiaitse second QPC when
the radius of the cyclotron motioR = « and hence at the magnetic field

B, = 2 (3.7)

ea

At higher fields the electron trajectories bounce agairstbibundary between the two QPCs.
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Figure 3.2 Schematic of a transverse magnetic focusing device. Electron trajectories
are drawn for the magnetic field B = By. The injector emits a collimated electron beam
with a certain distribution of electron trajectory centered around the electron trajectory
denoted as 1. Shaded areas represents the spread of electron trajectories. The dark-
ness of the gray shading is a measure of the local trajectory density. At field B, a
caustic is formed at the collector. At this field also the central trajectory enters the col-
lector. At 2B, the electrons execute skipping orbits and their trajectories form a caustic
at the collector. The central electron trajectory (depicted 2) reflects at the wall and
enters the collector. (Picture provided by Jakob Metzger and Ragnar Fleischmann.)

The electrons execute skipping orbits. The trajectorias fraustic at the collecting QPC when
the cyclotron diameter or a multiple thereof equals theadist 2. In the experiment the voltage
drop across the collector QPC exhibits periodic oscillsiavith maxima at the magnetic fields
1By, where: is an integer number. This numbeérs called the peak order. Note the central
trajectory of the collimated electron beam (labeled 1 in[Big) runs directly into the collector
QPC at the magnetic field#,. Also at field 2B, the central trajectory labeled 2 enters the
collector QPC (Fig. 3/2). In general, each caustic peakenThlF device occurs at the same
values of the magnetic field for which also the central ttajgcof the electron beam enters the
collecting QPC.

A transverse magnetic focusing device is not suitable foetdifferential measurements. The
distance an electron travels before entering the collgc@RC is independent of the magnetic
field, i.e. order. trajectory length is independent of the magnetic fielddebd, the length of
the electron trajectory emitted perpendicular from the @®P@e magnetic fieldB, is given

by
hv2mn . hv2mn

™l =

L= .
eBo’i GBO

T = ar. (3.8)

A small modification of this geometry, however, allows to iempent the idea of making time-
differential measurements.
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3.5 Corner Device

Instead of placing the quantum point contacts along a siingge they are arranged along two
legs which form a corner. For the sake of simplicity we coesidnly a 90-corner and the
case where both point contacts are at equal distances f@eotiner. Such a device is shown
in Fig./3.3. Its operation can be understood intuitively @lfofvs. The magnetic field applied
perpendicularly to the plane of the device deflects the ladieam ejected from the QPC. At
field B, the central trajectory of the electron beam arrives at tHeaing QPC (Fig. 3.3a).
Note, at this magnetic field the caustic has not been builtilenhce, the signal at the detector
appears only due to the collimating properties of the QPC. Cehustic emerges, however, at
field v/2B,, which follows from a simple geometrical considerationislformed by the tra-
jectories that are emitted from the QPC under a slight anfjese trajectories are colored in
red in Fig. 3.3b. Note that the central trajectory 1 does niieaat the collecting QPC. As the
magnetic field increases further the electrons are defléatethe corner of the device. At field
2B, a caustic forms in the corner. After the reflection in the eortrajectories refocus at the
collecting QPC (Fig. 3.3c). The scenario of electron foegsh the corner and refocusing at
the collecting QPC takes place at field$ with < an even number. At these fields the electrons
behave effectively as in a conventional transverse magfatusing device provided the diam-
eter of the electron orbits is much larger than the dimengidhe corner. If the diameter of the
electron orbit becomes comparable to the size of the catmecaustic will no longer form in
the corner. Other peaks are expected at fielg}s wherei is an odd number. They arise when
the central trajectory from the emitting QPC enters thesoddr. Here, caustics form at the wall

a B =B, [g_ B=28, @_. B-=2B5

—>$ —>$ P —>$
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collector {¢ collector collector {¢

Figure 3.3 Electron trajectories in the corner device at different magnetic fields. The
electron trajectories, which are emitted from the QPC, are colored black. A part of
these trajectories (colored red) reach the collector QPC at the magnetic field indicated
in each panel. a) A peak attributed to the QPC collimation is detected at the field B,.
b) A caustic peak at field /2B, is formed by electron trajectories emitted from the QPC
under slight angle. c) A formation of caustic takes place at field 2B, and mimics the
behavior in a conventional transverse magnetic focusing device. Here the simulation
is done for a corner device with a chamfered corner. Qualitatively the focusing does
not depend on the corner shape. (Pictures provided by Jakob Metzger and Ragnar
Fleischmann.)
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adjacent to the injector QPC. After hitting this wall, theatten trajectories defocus and do
not build caustics later. These peaks are therefore cdlbm@eaks. Thus the resistance peaks
due to collimation and magnetic focusing are separated @mignetic field axis and appear
alternatingly. The decisive feature of the corner devicthesdifferent length of the electron
trajectories which contribute to the odd and even order pekideed, the distance an electron
travels along the central trajectory before entering thkecting QPC in the magnetic field3,
with 7 an odd number is

L; = a7r2Z — 1, (3.9

21

while for an even numberthe electron trajectory length is
L, =7a (3.10)

and thus independent of the peak order. Hence, the cornieeds\a suitable geometry for time-
differential measurements. Itis instructive to estimatettavel times which are expected in the
experiment. A typical electron density af= 2.10'* cm~2 corresponds to a Fermi velocity of
v = 0.2 um/ps. The length of the corner amrequals 3um. For the time-resolved experiment
it is sufficient to consider only two peaks, e.g. at fieldsand 28,. At field B, an electron
runs a distance ofa/2 = 4.7 um which takes 23.5 ps, while at3 the electron trajectory
length amounts taa = 9.4 um and the travel time is 47.0 ps. These travel times are velly we
accessible with the measurement technique presented pmdfai@us chapter.

3.6 Experimental results

The devices are fabricated from a modulation doped GaAsdAKSheterostructure in which
the 2DES is located 150 nm underneath the crystal surfacetwidiquantum point contacts of
the corner device are defined by three surface split gates.s@lit gate in the corner is shared
by both quantum point contacts. A negative voltage appliedhe gates depletes the 2DES
beneath and defines the constriction in the 2DES. The samiplieétion is outlined in detail in
Appendix C. The sample is placed in the center of a supercaingumil which allows to apply
a magnetic field in the experiment. The sample space is catwech to 1.4 K. A current of
5 nAis imposed through the sample and is modulated at a freguef 13.33 Hz in order to use
lock-in detection technique. As the magnetic field is swept @te of 15 mT/min, the voltage
drop across both the injector and detector QPC is measui@four-terminal configuration in
order to avoid the contribution from contact resistances.

Two types of corner devices are characterized: corner dswiith sharp (type I) and cham-
fered corner (type Il). The electron densityin these devices equals to 216" cm~2 and
2.210" cm~2 respectively. Figures 3.4 and 3.5 summarize the experaheggults for a device
of type | and type Il device. For the type | device (right insefig.3.4) the first resistance
peak appears d;"” = 25 mT, while the theoretically expected position iszit = 27.5 mT.
This discrepancy can likely be attributed to the precisiatinwhich both the electron density
and the device geometry are known. Bg, the central trajectory of the emitting QPC enters
the detector (trajectory 1 in right inset). According to @uevious theoretical consideration a
caustic peak is expected at a magnetic figl3;"™” = 35 mT. The left inset in Fig. 3|4 shows



3.6. EXPERIMENTAL RESULTS 25

B (mT)
B 2B, 3B
0 10203040 v" v’
T T 1T 177/ ; :
E
52
[72]
o
(0]
N 1
T
£
20
32mT
DN
§ 1kQ
g
D :
| :

0 50 100 150
B (mT)

Figure 3.4  Magnetoresistance traces measured on a corner device with a sharp

corner for a set of different gate voltages, i.e. QPC resistance values. The right

inset depicts an SEM picture of the corner device. Central electron trajectories of the

emitting QPC at fields By, 2By, 3B, have been included. The left inset shows the first
peak normalized in their amplitude. For clarity, these curves are offset by 0.25.

the first peak for different QPC resistance values. The daugdiof each peak is normalized to
1. Curves are offset for clarity by 0.25. A small additionahpemerges for a limited range
of the QPC resistance values at 32 mT. It grows as the QPQaesésincreases up to 2.5k
but then vanishes as the QPC width is reduced further. Ngalesimulations, which will be
discussed in section 3.7, show indeed that this behaviopisated for a caustic peak, which is
formed by electron trajectories emitted from QPC at a slagigle. Here, we restrict ourselves
to a straightforward simplified and intuitive descriptidim increase of the QPC resistance nar-
rows the electron beam. As a result, the broad collimatiatufe and, therefore, the number
of electron trajectories, which contribute to the causéalpaty/23,, reduces. This leads to a
gradual and eventually to a total suppression of the capst&. This is a distinct feature of the
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Figure 3.5 Magnetoresistance traces measured on a corner device with a chamfered
corner for a set of gate voltages. The inset depicts an SEM picture of the corner device
and the electron trajectories injected at the center of the upper QPC at fields By, 2By,
3By.

corner device. For the device with a chamfered corner thie(Gadlimation) peak is expected
at B = 25.8 mT and the first caustic af2BY" = 36.4 mT. Figuré 3)5 shows data obtained
on this device geometry. A double peak structure with maxan20 mT and 28 mT is ob-
served instead. Even though it might be natural to assigfidghgeak of this double structure to
collimation and the second at approximatelg larger value of the magnetic field to the forma-
tion of a caustic at the collecting QPC, we assert that thigasent is incorrect3;"” would
deviate more than 2@ from the theoretical estimate. A proper assignment of tiiestires
requires numerical simulations. We will show that disorteluced branching of the electron
flow can account for a splitting of the first collimation peafpected at 25.8 mT. Increasing
the magnetic field further bends the electron trajectooestd the corner (trajectory 2 in both
right insets) where they reflect and then enter the detettwse trajectories contribute to the
peaks at 50 mT and 52 mT for type | and type Il devices respagtiheir position coincides
well with the expected position at/2". Due to the chamfered corner the second peak is en-
hanced in the type Il device. The third peak is assigned tar#jectory 3, which hits every
side wall once. It is interesting to note that the third peshilgts a splitting with maxima at
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71 mT and 78 mT for the largest QPC resistance in the type ktdevihe third peak at 75 mT
is not split in the type Il device. The higher order peaks ap@e a multiple integer oB;™”
for both device types. At higher magnetic fields the electrajectories run closer to the edge
defined by the split gate where the density is reduced. Asudi idsviations can occur from the
predicted position on the magnetic field axis. This so-ddlgeft wall" effect has been reported
previously in the literature [35].

The most interesting feature in magnetotransport tracesepted here is the splitting of the
first peak. We point out that the traces shown in Figures 3Bahare typical for experimental
outcomes obtained in other 8 corner devices. The resulisositexperiments are not shown
here, as they do not significantly contribute to the undaditay of the peak splitting. We point
out that there is no correlation between the shape of theecarmd the shape of the first peak,
as the trajectories associated with this peak do not travées vicinity of the corner. This is
demonstrated on a device (Fig. 3.6a) with a corner gate #mabe operated separately from the
QPCs. The blue trace in Fig. 3.6b is recorded when the cormeesent (2DES under the gate
is depleted), while the red trace is taken when the corneotislefined. The length of the legs
forming the corner is Zm and the electron density equald@' cm~2. The first peak attributed
to collimation around the central trajectory emitted frdme QPC appears at a magnetic field
of B;™ = 23.6 mT and is independent of the presence of the cornerneTifea difference of
1 mT between this number and the theoretically expectecvdlhis small discrepancy can be
accounted for the precision with which both the geometrhefdevice and the electron density
are known. The second peak, which is a caustic pealkBgthas a very different amplitude
for the two cases. As expected, it is much weaker when theecasmot defined. Despite the
absence of the corner, the peak has however not entirelghechi The electrons leaving the
source quantum point contact have an angular distribufidrose particles injected under an
angle in both tails of this distribution may still hit the wahd hence may be responsible for the
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Figure 3.6 a) SEM picture of a corner device, whose corner is controlled indepen-
dently from the quantum point contact. b) Magnetotransport traces obtained in the
corner device. The red trace is the measurement with the corner turned off (the gate
is grounded). The blue trace was taken with the corner turned on (2DES under the
corner gate is depleted). The shape of the first peak is not influenced by the absence
or presence of the corner.
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appearance of a small peak. Electrons injected with angléeicentral part of the distribution
reach the corner and are absorbed in the large reservoly. ddeot contribute to the focusing
feature. The third peak around33” is expected to be present in both devices with a nearly
identical amplitude, since the associated trajectory bewfithe middle of the walls away from
the corner.

3.7 Numerical transport simulation in disorder-free landscape

The experiment is supported by numerical simulations oétaetron transport in the corner de-
vice. First, we consider the transport in a flat potentiatirape, i.e disorder-free landscape; it
is an ideal cases. For simulation a QPC is tailored as a sune efriable-depth hyperbolic tan-
gents and the saddle potential profile within the QPC is shiaviie inset of Fig. 3.7. Further,
we assume a cosine-like electron distribution which isic@ted by the saddle potential. Soft
wall effects due to depletion are modeled by using a quadpatiential at the walls. The maxi-
mum height in the saddle potential is varied betwee®.2nd 0.8, whereE is the Fermi

distance (um)
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Figure 3.7 The number of electron trajectories which reach the collecting QPC as a
function of B/ B, in the geometry depicted in Fig.3.5 without a disorder potential. The
calculation is done for four different maximum heights of the saddle potential in the QPC
and assumes a collimated cosine electron distribution. The caustic peak appears at
the field v/2B,. Its amplitude drops for higher saddle potentials. The brackets indicate
the assignment of the peak order. The inset shows the equipotential lines in the QPC
for a saddle potential 0.2Ex. (The calculation has been performed by Jakob Metzger
and Ragnar Fleischmann.)
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energy in non-depleted 2DES region?” t@jectories are tracked in the magnetic field until they
have reached the collector QPC. Figure 3.7 depicts the nuafl&ectron trajectories which
reach the collecting QPC as a function of the magnetic figldf,) for different heights of the
saddle potential. For the weakest saddle potentiaF;0,2ve observe a peak at2B, which

is the expected caustic peak. As the barrier in the QPC agmiily increases, the electron
beam emitted from the QPC becomes narrower. A high saddénpalreduces the number of
electron trajectories which contribute to the caustic fation and thus suppresses the caustic
peak. This brings out the peak Bf attributed to the trajectory bundle which is represented
by trajectory 1 in Fig. refSharpCorner. Such a behavior garesiccount of the experimental
observation (Fig. 3.4) and is a distinguished feature ofcthr@er device. The simulation also
reveals a splitting of the third peak (compare Fig. 3.4). réhie one peak positioned between
2.4B, and 2.8, depending on the saddle point height and another is fixe@&,3The former

is caused by a trajectory (trajectoryiB inset Fig. 3.4), which is emitted perpendicular to the
QPC and hits the collecting QPC at a different angle. A higlaeldle point potential suppresses
these trajectories and favors those emitted at a slightamgich can then pass the collecting
QPC more easily. This causes the peak to shift towafisf@r higher saddle points. The peak
at 3.2B, belongs to the trajectory bundle whose central traject®igheled as 3 in Fig. 3.4. It

is shifted slightly towards higher magnetic fields becaudb®triangular shaped QPC.

The simulation results of electron transport in a disofdes- landscape explains only a
small part of the experimental traces. It cannot explainniost interesting feature, the shape
of the first peak. In what follows the numerical simulatiome extended to the more realistic
case where the electron transport proceeds in a disordetedtjal landscape.

3.8 Numerical transport simulation in disordered landscape

In a high-mobility modulation-doped two-dimensional éfea gas two main mechanisms de-
termine the electron scattering at low temperatures: remootized dopants in the modulation-
doped layer and unintentional background charged impsr{®6, 37, 38]. While the ionized
dopants form a weak disorder landscape, which mostly dargs to small angle scattering of
the electrons, the background impurities cause hard sicaftef the electrons. The latter is the
largest contribution to the electron mobility even in stares with high purity [38] and deter-
mines, therefore, the electron mean free path in the steiciiowever, on length scales much
smaller than the electron mean free path, recent experini@®t40] and theoretical work [41]
demonstrated that the weak disorder potential has a stramgact on the electron flow. It
alters the electron flow and leads to a pronounced branchiing®©nly in low-mobility 2DES
the scattering by the background impurities becomes maeafent [40, 42]. Hence, we ex-
clude this scattering mechanism, as the work is performestractures with high mobility, and
consider only the impact of ionized dopants. Their weak rdiso potential acts on the elec-
tron flow analogous to an electrostatic lens [43], which canly focuses the electron flow and
thus forms caustics of electron trajectories (Eq. 3.2).s™aiustic is the origin of branch for-
mation - a region with an enhanced density of electron ttajexs compared to a disorder-free
system [40, 44]. To account for the disorder in our systemdiberder potential is modeled
by a Gaussian correlated Gaussian random field with a staugaiationl; and a correlation
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Figure 3.8 The number of trajectories which reach the collecting QPC as a function
of B/ B, in different realizations of the disorder potential. a) For one realization of the
disorder potential, the curves are calculated for different heights of the saddle potential
in the QPC. The caustic peaks at v/2B, decreases as the height of the saddle potential
increases ( compare Fig.[3.7). b) The curves are obtained for a different realization
of disorder potential. Note, the standard deviation 1}, and the correlation length [, of
the disorder potential do not change, but the shape of the first peak changes. The
red curve is obtained in a device of type | device, while the other two are obtained
in a device of type Il device. In both panels the brackets indicate the assignment of
the peak order. ( The calculation has been performed by Jakob Metzger and Ragnar
Fleischmann.)

length 7.

VIV = V2e P (3.11)

For the simulation, the following parameters of the disopgentiall, = 0.02F'» and/, ~ 180 nm
are used.

The solid lines in Fig. 3.8a are the trajectory counts ateotihg QPC in the type Il device
for various heights of the saddle potential. Unlike thedsain Figl. 3.7, the first peak (bracket 1)
shows a splitting as we have observed in the experiment3MEY. The right peak in the double
structure appears atf2B, for a lower saddle potential and vanishes with an increaséuglle
potential. The third peak is not split. This is opposite te tasult obtained in the disorder-free
potential landscape (Fig.3.7). We stress that the peaktsteidoes not change with small
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variations of the parametei$ and/.. It depends, however, on the specific realization of the
random potential, e.g. the form of the potential landscapech corresponds to carrying out
the experiment on different pieces of the same heterosteitt This is illustrated in Fig. 3.8b.
For comparison a curve from panel a is displayed togethdr twib other curves, which are
obtained for two other realizations of the disorder potdntin these two realizations the first
peak does not feature a splitting. But a small peak at ab@&, is seen in both cases. Note,
the parameters of the disorder potentigland/. are unchanged and the height of the saddle
potential is fixed at 0.Br. The red line is calculated, however, for a type | device sHEmiows
that even a weak disorder potential, whose amplitude is #lyof the Fermi energy, affects
the shape of the collimation peaks and in particular of tre fieak.

3.9 Comparison of experimental results with simulation

Panel a in Fig. 3/9 compares the experimental tracé&fgs- = 3 k2 in Fig./3.4 with the simu-
lation result (red line) from Fig. 3.8b calculated for thegnttial landscape shown in Fig. 3.9c.
The disorder potential deflects the electrons (black andflosd) from the trajectories they
would follow in disorder free case. For comparison, thetist®ws the electron trajectories at
By in the absence of disorder. The disorder potential causesiiog (branching) of the flow.
Two examples of branch formation are indicated by whitevasrm Fig!3.9c. Flow transmitted
to the collector contributes to the peakft and is marked in red. Here, the disorder potential
enhances the first collimation peak due to an additionaldimcpof the electron flow. The much
smaller satellite peak close t@2B, is the caustic peak due to magnetic focusing. Another
realization of the disorder potential is shown in panel dthis case, the first peak splits. The
curve obtained in this landscape is compared with the exyeertal trace folRpc = 4.4 K2 of
Fig.3.5. The caustic peak 2B, is hidden in the double peak structure.

It is noticeable that while various shapes of the fist pealbserved in the experiments and
reproduced in the numerical simulations, the shape of thergepeak barely changed. This
observation is attributed to different stabilities of paé flow at fieldsB, and 2B, at which
the collimation and the caustic peaks are formed respégtiveanels ¢ and d demonstrate
this. At field B, (Fig..3.9c) the collimated particle flow is focused by theodier potential
or, equivalently, the electrons are deflected from the d¢tajees they would follow in disorder
free case (inset panel c). In opposite, Figl 3.9s shows beaparticle flow is preserved to
large extend at B,. The trajectories, which contribute to the peak & 2are drawn red and
compared to the trajectories in the disorder free lands@apet panel d). Although the flow
is altered by the random potential, most of the trajectomdsch would be transmitted in the
clean system, still reach the collector. Thus the partide it field B, is more prone to be
focused by the disorder potential than the particle flow/ag. 2

When accounted for the disorder potential, the numericallsitions explain well the peak
shape and its variation in different realizations of theodigr potential. The discrepancy be-
tween the experimental and the simulated data can be aédlia several factors which are
uncertain in the simulation. One of them is the lack of knalgke on the real form of the disor-
der potential. The simulation assumes only a structureeoflitorder potential. But we cannot

We emphasize that the parametggsand/, are the statistical parameters of the disorder potenttedrédfore,
different landscapes of the disorder potential can bezedlior the same parametéigand/...



3.9. COMPARISON OF EXPERIMENTAL RESULTS WITH SIMULATION 32

2 [ — experiment 2 ¥ — experiment
= =5 — simulation -~ .S — simulation
n © . r B =25mT n © . 4 B.=25.3mT,
T €€- 0 T g8 ¢t 0
5 538 S5 583
g 80 s 8o |
%, 861 S 857
259 5224k
x 330 x 8F |
g9 T
e (_OJ ol I I T . R | e (_OJ 1 5 1 4 1 | | |
01 2 3 4 5 0o 1 2 3 4 5
B/B0 B/B0

Figure 3.9 Comparison of experimental and simulated data. a) The magnetoresis-
tance recorded in a type | corner device in comparison with a simulation of the number
of trajectories entering the collecting QPC as a function of B/B, for the disorder po-
tential landscape shown in panel c. b) Same as panel a for a corner device of type Il.
The disorder potential used in the simulation is shown in panel d and is distinct from
the disorder potential used in a. c) Electron trajectories at the magnetic field B, in the
presence of disorder. Disorder leads to the formation of branches indicated by white
arrows. The inset shows the particle flow in a disorder-free landscape. d) Another real-
ization of the disorder potential leads to a peak splitting (panel b). Though the particle
flow is affected by the disorder at the field 2B,, a caustic still forms at the collecting
QPC. The inset depicts the particle flow in the disorder-free potential. (The pictures
are provided by Jakob Metzger and Ragnar Fleischmann.)

expect that the simulation reproduces completely the tesbes of the disorder potential. It
would be therefore enthralling to combine the techniqudexfteon imaging ( [39,45]) with the

device characterization in DC-transport and numerical Etrans in order to obtain more in-

formation about the disorder potential and correlate D@dpart with imaging results. Also the
outcome of a time-resolved transport experiment shoulttate the structure of the disorder
potential, as the electron travel time will depend on thé p&ing which the electrons travel and
thus on the shape of the disorder. Another uncertain fasttirei height of the saddle potential
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in the QPC. Our numerical simulation shows that the saddlenpial affects the presence of
the caustic peak at fielg2B,,.

3.10 Ballistic cavities

A mesoscopic cavity is an alternative geometry that may latde for carrying out time-
resolved experiments. The trajectories electrons runefieatl by the strength of the magnetic
field and the boundary conditions imposed by the cavity gegmé/e seek a device which sup-
ports at least two electron trajectories of different lénfgr which the electron returns to the in-
jecting point contact. Time-resolved studies would no Emgquire a three chip configuration.
A two chip configuration, where the mesoscopic device is anamnp and the photoconductive
switch on the other, would be sufficient. This would représenenormous simplification. One
possible geometry is an equilateral triangle with a quanpomt contact in the middle of one
of its sides. The basic trajectories supported by this gari shown in Table 3.1. DC-transport
experiments on such triangular cavities were performeg @dently [46,47,48]. We have also
considered square and hexagonal cavities. In both casesnugn point contact is placed in
the middle of one of the cavity sides. In order to inject thecetbns inside the cavity a small
opening is fabricated in one of the corners, so that a biabeapplied. Table 3|1 lists the most
prominent trajectories for the three cavity types that avestigated here. Also listed are their
length and the time the electron travels before exiting thaty.

We have experimentally investigated the DC-transport beha¥ such cavities. The cavi-
ties are fabricated from the same modulation doped GaAslAKheterostructure as the corner
devices. The shape of the cavity is defined when a negativagels applied on two surface
split gates. We first consider a triangular cavity (Fig. &)l@ith a side lengttu of 3.5 um.
The magnetotransport data, obtained for different gategek, are shown in Fig. 3.11. We can
associate a number of the observed features with the proiriragectories listed in Table 3.1.
However, we also observe additional structures, which neneebe understood. The electron
density in this experiment is 210" cm~2. According to Table 3/1 we expect to see peaks at the
following values of the magnetic field=49 mT,4+147 mT andt-245 mT. At high gate voltages
we observe a peak at42.5 mT. This peak can be attributed to the electron trajgcidnich

3

i

Figure 3.10 SEM pictures of ballistic cavities. a) equilateral triangular cavity with a side
length of 3.5 um. b) square cavity with a side length of 2 um. c¢) hexagonal cavity with a
side length of 2 um. The lithographic opening of the quantum point contact in all cavity
types is 200 nm.
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triagonal a=3.5um Number of
cavity R Length (um)| Time (ps) | reflections
SN | ae 5.5 27.1 2
A al6 12.8 63.2 8
& a/10 14.3 704 14
square a=2pum Number of
cavity R |Length (um)| Time (ps) | reflections
] o 4.0 19.7 1
al2 6.3 30.9 3
£ g al6 | 105 51.6 11
hexagonal a=2um Number of
cavity R Length (um)| Time (ps) | reflections
<:D oo 6.9 34.1 1
&) | 3nea 9.4 46.4 2
@ al2 18.8 92.9 5

Table 3.1 The most prominent electron trajectories in the different cavity types. Here
R is the radius of the trajectory, a is the cavity side length. The third and fourth column
show the length of the trajectory and the time an electron needs to traverse this trajec-
tory. To calculate the traveled distance, Fermi velocity is assumed equal to 0.2 um/ps,
a typical value for the experiments.

hits each cavity side in the middle. It shifts towartid5 mT as the gate voltage is lowered,
while an additional peak emerges. At the largest negatite\gadtage, a double peak structure
is observed at-34 mT and+52 mT. Also at high voltages an additional peak has appeaad n
+97.5 mT. This peak may originate from trajectories with vsdk = a/4, even though Linke
et al. have predicted that this particular trajectory stiagt exist ([[46]). At higher values of
the magnetic field 146 mT, one can identify the trajectonhwidius? = a/6 (see Table 3.1).
However, we also observe a peak aroufitB6 mT. This field comes close to the field value
+196 mT, which would correspond to the trajectories withuadi8. According to the stability
diagram by Linke et al. this trajectory is also unstable (J4Bere we can observe a strong and
well-resolved peak. In short, some features can be ideshtifireequivocally, while others have
not been identified. Their appearance contradicts existiegry.

Another suitable cavity geometry is a square shape. The trggécttories, which can be sup-
ported by the cavity, are summarized in Table 3.1. Figur@ 3Hows the magnetotransport
results on a square cavity with a side length gird. A pronounced peak is present already
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Figure 3.11 Magnetotransport data obtained for a set of gate voltages on a triangular
cavity with a side length of 3.5 um. The top of the figure depicts the electron trajectories
in the cavity which can be attributed to each peak.

at zero magnetic field. Ballistic electrons entering the tyaaie reflected by the opposite wall
back to the quantum point contact. As the magnetic field isediron, the electron trajectory
will bend and straight reflection back into the quantum peomtact is suppressed. The next
pronounced feature is associated with a trajectory whereldgctron hits each wall in the mid-
dle. This trajectory has a radiug2, wherea is the wall length. The position of this peak
coincides very well with the predicted value from thesesilzd considerations. The next peak
is anticipated a#-222 mT. The trajectory has been drawn at the top ofFig. 3tli2.dbserved
at significantly higher magnetic fields near 275 mT. Since tfajectory runs close to the walls,
this discrepancy likely originates from soft-wall effects

Finally we have investigated a hexagonal cavity with a sihgth of 2:m (Fig./3.10c). To the
best of our knowledge, this geometry has not been studiadousgly. Magnetotransport data
acquired for a set of different gate voltages are depictéeddn3.13. The main trajectories are
schematically drawn at the top of the graph. The electrositieis 2.210'! cm~2. As argued

in the discussion about the square cavity, there must alsodsak in the hexagonal cavity at
zero magnetic field. A strong peak, as observed in the squaitydn Fig.3.12, is however
missing. The next peak is expected near 26 mT. A feature eethdbserved, albeit at a slightly
higher value of the magnetic field (29.5 mT). This peak exkispbme fine structure and is
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Figure 3.12 Magnetotransport data obtained for a set of gate voltages on a square
cavity with a side length of 2 yum. The position of the first and the second peak coincides
well with the expected values of the magnetic field. The third peak, however, is shifted
to higher fields. The electron trajectories, which are associated with each peak, are
shown at the top of the figure.

rather weak. A more pronounced peak is seeft @.7 mT. It coincides with the theoretically
expected value for a trajectory where the electron hits eadte six walls in the middle. The
higher order peaks are more difficult to account for. A domirieature occurs at 132 mT when
applying low gate voltages. As the gate voltage is lowerechdoe negative values, the peak
shifts to higher values of the magnetic field. At the most tiegayate voltage the peak occurs
at 150 mT. The best candidate trajectory to account for sk has a radiug = a/4. 1t would
form at a magnetic field value of 155 mT. Since the traject@tg glose to the corner, the details
of the corner may matter and may be responsible for the dewiat the experiment.

The mesoscopic cavities exhibit a wealth of magnetoresistpeaks with their substruc-
tures. The position of some peaks coincides with the inipicture of electron trajectories in
the cavity. The others cannot be explained in a simple mank@omplete analysis of cavi-
ties should include a calculation for the stability of eteattrajectories. Also the influence of
the disorder potential may not be neglected, as was impedgsihown in the experiments on
corner devices.
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Figure 3.13 Magnetotransport data obtained for a set of gate voltages on a hexagonal
cavity with a side length of 2 yum. The dashed lines are guides to the eye and show
how the peak moves from 132 mT to 150 mT as the QPC’ resistance increases, i.e.
the gate voltage is lowered.






Chapter 4

Time Resolved Experiments

In this chapter the experiments on time-dependent trahgpartwo-dimensional electron gas
are described. We start discussing the experiments peztbon a corner device, whose ge-
ometry is defined by applying negative voltages on top gategjeplete the 2DES beneath the
top gates. We perform then experiments on a corner deviceetdkelfiy wet chemical etching.
The last geometry, which we consider here, is a stripe of adweensional electron gas. In a
magnetic field its excitations show various modes of bulk etige magnetoplasmons. We also
measure the propagation velocity of the excitations in thpes

4.1 Time-dependent measurement on a corner device

The chip assembly for the time-resolved transport exparimeshown in Fig.4.1. The left
and the right part of the assembly is made of the photoconductaterial ErAs:InGaAs with
20 nm period [20]. The photoconductive switches are pattton this material, as indicated
in Fig.4.1, and integrated into the coplanar waveguide as#& discussed in Chapter 1. Each
switch acts either as a source of short electrical pulses @r @etector of an ultrafast signal.
The central part of the assembly contains an active devigectted from a GaAs/AlGaAs
heterostructure. At the interface between the chips, thierstpoxy droplets (Fig. 4.1) provide
an electrical contact between the different sections ottianar waveguide. The three-chip
assembly is fixed in a chip carrier and the optical fibers anedjabove the photoconductive
switches with an optical adhesive. Figure 4.2 shows the §ietip.

4.1.1 Gate defined corner device

A magnified image of the active device is shown in Figl 4.3ae Tbrner device is patterned
on top of the mesa by fabricating gates with e-beam lithdgyagnd metal evaporation. Fig-
ure/4.3b shows the electron microscope picture of the cateeice. The central line of the
waveguide, which goes from the photoconductive switclesjinates at the left and the right
ohmic contact. The ground planes of the waveguide are ugtgd by the leads which contact
the e-beam structure and the ohmic contacts.

We first measure the magnetotransport in the DC regime. We tire current between the
contacts 1 and 2 and measure the voltage drop over the de@® between the contacts 2
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Figure 4.1 Three-chip assembly for the time-resolved transport experiment on a device
made from a 2DES. The left and the right chips are fabricated from ErAs:InGaAs pho-
toconductive material and contain the photoconductive switches. The central chip is
fabricated from a GaAs/AlGaAs heterostructure and contains the 2DES. The distance
between the switches is 2.9 mm; the length of the central chip is 1.5 mm, the distance
from each switch to the interface is 0.7 mm.

and 3. The blue trace in Fig. 4.4 represents the experimeggalt when the laser light was
on. The arrows indicate the position of the magnetoresistéeatures due to electron ballistic
transport. The operation of the device changes, howevbstaatially when the laser light is
turned on. The red curve depicts the measurement recoraetlysafter the laser light was
turned on. The curve became noisy even though we still caogreze the ballistic peaks. A
further characterization of the device shows that the ta@ste of the quantum point contacts
changes with time and is unstable when the light is incidemlmotoconductive switches. The
repetition of the same magnetotransport measurement aeshow even those two ballistic
peaks.

4.1.2 Etched corner device

Instead of defining the corner device with top gates, we eltthe structure of the corner device
as shown in Fig.4.5. Note, that the overall chip assemblyrntwaseen modified. Only the
ground planes of the waveguide have been altered in thetyicifthe active device (Fig. 4.5a).
The ground planes are no longer interrupted to accommoeadts fthat contact topgates. As a
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optical fibers

chip carrier

Figure 4.2 Chip carrier with a three-chip assembly. Optical fibers are fixed above the
photoconductive switches with an optical adhesive.
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Figure 4.3 a) Magnified image of the active device. A corner device is patterned on top
of the mesa. Several electrodes contact the corner device. A DC bias voltage applied
to the electrodes depletes the 2DES and forms the corner device. Four ohmic contacts
marked in the picture are alloyed to the 2DES. The central line of the coplanar waveg-
uide terminates at the left and right ohmic contacts. b) Electron microscope picture of
the corner device structured in the middle of the mesa. In DC transport experiments
the current is driven between contacts 1 and 2, while the voltage is measured across
contacts 2 and 3.

result we expect fewer reflections of the propagating wage (Ghapter 1). The ground planes
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Figure 4.4 Magnetoresistance traces are measured on a corner device whose geom-
etry is defined with surface gates. The blue curve is obtained for the case when the
laser light was off. The red curve is obtained when the laser light was on. The arrows
point the position of the magnetoresistance peaks due to ballistic electron transport in
the corner device.

Figure 4.5 a) Corner device is fabricated by etching the mesa of the two-dimensional
electron gas. b) Electron microscope picture of the etched corner device in the middle
of the mesa.

are now used to contact the upper and lower ohmic contactike thle central conductor of the
waveguide still contacts the left and right ohmic contace &karacterize the corner device in
DC transport. Here, we drive the current between the cantiaahd 2 and measure the voltage
drop between the contacts 2 and 3 as a function of the madisddiapplied perpendicular to the
2DES plane. Figure 4.6 compares the magnetotransporstadatained in this three-terminal
measurement when the laser light was on and off. Magnettaesie peaks are superimposed
on top of a rising background, with a slope correspondinghto Hall resistance [34]. The
measured signal also contains the contact resistance tdatdh shared between the current
drain and the voltage tap. The arrows in Fig.|4.6 point thatijposof the magnetoresistance
peaks. Even though they are weak, the etched devices caretsteghin a stable fashion even
in the presence of stray light of the laser pulse. In the tigs®lved experiment contact 2 is
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Figure 4.6. DC characterization of the corner device in a three-terminal configuration.
The arrows indicate the position of the magnetoresistance peaks.

grounded, all others are floating. We apply a voltage on ortee@photoconductive switches
and sample the signal on the second photoconductive switaheadescribed in Chapter 1.
The data acquisition for time-dependent transport in thgmatc field proceeds as follows.
For a given position of the steppermotor, i.e. detapetween the pump and probe beam,
the signal is recorded from the oscilloscope screen forreliscvalues of the magnetic field.
Thereafter the steppermotor is moved to the next positidifamsignal is recorded for the same
discrete values of the magnetic field. The measurementtiss@presented by concatenating
the traces along the time axis for the same magnetic fieleegallhe raw experimental data are
displayed in color rendition in Fig. 4.7a. Unfortunatelg,magnetic field dependent features are
observed. Rather it shows a pattern of magnetic field indegperithes. In the hope, to identify
magnetic field dependent signal, the magnetic field indepeifeéatures were subtracted. They
are associated with the waveguide structure as will be shiowre course of this chapter. We
first Fourier transform the data along the field axis for ey@nt on the time axis. The Fourier
component at zero frequency contains the magnetic fielpgmdent signal. Hence, we set this
component to zero and perform the inverse Fourier transfdim result of this data analysis is
depicted in Fig. 4.7b. It does not show magnetic field depecelevhich could be attributed to
the ballistic electron transport in the corner device. Agaio the DC transport measurement,
we anticipate to observe the features of the electron baltnsport, when we integrate the
signal along the time axis in Fig. 4.7 for every value of thegmetic field. The result of the
integration is shown in Fig. 4.8. The ballistic peaks aredistinguishable in the noisy signal.

The experimental configuration can be improved in severgiswarhe geometry of the
corner device should be optimized so that the four-termmehsurement of DC transport is
possible. It avoids the increasing background with the ratigiiield (see Fig. 4.6) and there-
fore easies the identification of the ballistic peaks. Fentim order to increase the signal the
impedance of the quantum point contacts should be increagech implies that the geometri-
cal opening should be made smaller.

In order to understand the effect of the short electricad@un a two-dimensional electron
gas, we simplify the geometry of the integrated active deeien more.
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Figure 4.7. Time-dependent response of the etched corner device. a) raw experimen-
tal results are obtained by reading out the signal at the detector switch traces from the
oscilloscope screen for every value of the magnetic field and by subsequent concate-
nating the corresponding traces. Magnetic field independent signal is superimposed
on a magnetic field dependent signal. b) Magnetic field dependent signal is obtained
by filtering out the DC component along the magnetic field axis for every point on the
time axis.

4.2 Time-dependent transport on a stripe of the 2DES

Here, we remove both the upper and the lower ohmic contadigi.3, so that only two
ohmic contacts (left and right) are left. No additional teat are etched or written with e-beam
lithography. The central line of the coplanar waveguideniaates at each contact. This device,
called stripe, is depicted in Fig.4.9. Note, that the com&rice is not structured on mesa.
The distance between the ohmic contacts is.60and the width of the stripe is 20m. The
sample is cooled down to 1.4 K and the electron density of r610'' cm™2 is measured in a
two-terminal transport configuration in a perpendiculagnetic field.

After this initial sample characterization, we determihe zero time point, which is when
the two optical pulse trains arrive simultaneously at thetpbonductive switches. This proce-
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Figure 4.8 The signal from Fig./4.7a is summed along the time axis for every value of
the magnetic field. This data analysis does not show the signal of the electron ballistic
transport in the corner device.
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Figure 4.9 The device under study is a 60 ym long stripe of a 2DES. Two ohmic
contacts are alloyed to the 2DES. The central line of the coplanar waveguide terminates
at either of the ohmic contacts.

dure was already applied in the experiments described int€hap Therefor we implement
the photoconductive sampling technique and exploit thensgtry of the chip assembly. A bias
voltage is applied at one of the switches, which assumesadlleeof the source switch. The
photocurrent, which flows through the other (detector) gwits measured as a function of the
delay time between the optical pulse trains. It is sufficierdetermine the zero time point at
zero magnetic field. In Fig.4.10 the trace along the positivection of the time axis is ac-
quired for the case when the switch on the left side of the 2Btife acts as the source and the
switch on the right side of the 2DES stripe acts as the dateGtoe second trace is depicted
along the negative time axis and is acquired for the case wemoles of the switches are
interchanged. Both traces are symmetric with respect toélseeatl zero time point, which is
indicated by an arrow in Fig. 4.10. Since the propagationaigf of the electrical pulse along
the waveguide is 0.32c and the total distance between thetmgiis 2.9 mm, we conclude that
the peaks at 0 ps and -53 ps correspond to the direct pulsagatpn from the source switch
to the detector switch, as if the stripe of the 2DES acts axtmmsion of the central line of the
coplanar waveguide.
Figure 4.11a shows the time-dependent response in a mafjektiof the 60.m long stripe
to the excitation with a single electrical pulse. The sigealkecorded for 351 discrete values
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Figure 4.1Q0 Traces of the pulse propagation between the source and the detector
switch allow for the zero time point determination. The trace along the positive direction
of the time axis is measured when the left switch is the source and the right switch is the
detector. The first peak appears at the delay time of O ps. The trace along the negative
direction of the time axis is obtained when the role of the switches is interchanged.
The first peak appears at the delay time of -53 ps. The time point, when the two optical
pulse trains arrive simultaneously at the photoconductive switches, is in the middle
between the two traces and is indicated by the red arrow.

of the magnetic field between -1 T and 1 T in equidistant stdje figure depicts magnetic
field independent signal and indicates magnetic field depretrglgnal. Note, that the time axis
is the same as in Fig.4.10. The line at the delay time of O pesponds to the direct pulse
propagation between the source and the detector switchsaimdiependent of the magnetic
field. This assures us that this electrical pulse is bounti¢ontaveguide structure and not to
2DES. To bring out magnetic field dependent features it iseoient to subtract the magnetic
field independent component along the magnetic field axigevery point on the time axis.
Alternatively, we can perform a Fourier transform alongmniegnetic field axis for every value
of the delay time and set the zero frequency Fourier compdaoerero. By performing the
inverse Fourier transform we filter out magnetic field indegent features in the time domain.
Figurel 4.11b shows the result of the initial data analysis.il&\the signal at zero delay time
vanishes completely, a peak shows up at 16 ps. This pealeipreted as an excitation of the
2DES that propagates from one end of the stripe to the othgartArom a rich set of extremes
at zero magnetic field, Fig. 4.11b shows the lines which mgvaswell as down in time as the
magnetic field increases. We will show below that the Fourgrsform of these time dependent
signals yields a reach spectrum of excitations associaitide plasmon modes of the 2DES.

4.2.1 Plasmon modes in 2DES

The theory of plasmons [49] has been sufficiently coverethénliterature[50, 51, 52, 53, 54].
We only point out that plasmons are collective excitatiohsharge carriers in metals or semi-



4.2. TIME-DEPENDENT TRANSPORT ON A STRIPE OF THE 2DES 47

B B min 0 max
120 120 ~
_ _ Rl
100 100 .
80 80 il
TTEREUNE R p—— Ny
D 60— ' 2 60—
Z = E
£ e £ W'
T 4D f—— i ———— 40— .
~r
20 — 20— -
——————
| | | | | |
10 05 00 05 1.0 10 -05 00 05 1.0
B (T) B (T)

Figure 4.11 Time-dependent response of the stripe with a length of 60 xm and a width
of 20 um. The electron density is n = 0.6-10!' cm~2 is achieved after the sample is
cooled down to 1.4 K. a) raw experimental data. A magnetic field independent signal
dominates, but is superimposed on a magnetic field dependent signal. b) Magnetic
field dependent signal is obtained by substracting the magnetic field independent com-
ponent along the magnetic field axis for every point on the time axis.

conductors. In the two-dimensional case the plasmon digpeat zero magnetic field is

neQ

W = k+ §v%k2, (4.1)

2
P 2m*eeq 4

wheren is the electron density,is the electron charge;* is the effective electron massis the
dielectric constant of the medium akds the wave vector of the excitation. The second term
includes electrodynamic effects, such as retardatiortieféand should be accounted for when
the phase velocity of the plasmons approaches the lightiglo[55,56]. In the approximation

of small wave vectok (vr < w/k ), the second term can be neglected and one obtains:

2
9 ne

W = k. (4.2)

P 2m*eeq
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In a magnetic field applied perpendicular to the 2DES plameptasmon excitation couples
to the electron cyclotron motion. This coupling leads to aridization of the plasmon and
cyclotron resonance mode [57]. The hybrid mode has a reserfegquency at:

wgmp = wf + w]%, 4.3)
wherew. = eB/m* is the electron cyclotron resonance frequency in magnetid f8. This
mode is associated with charge oscillations across theeesystem. They are therefore referred
to as bulk modes. Note, the bulk magnetoplasmon frequerncgases with the magnetic field
and approaches the electron cyclotron resonance freqaeihoyh magnetic field{. > w,).

The other type of excitation is bound to the edge of the sampdkis called edge magne-
toplasmon [58, 59, 60]. Here an edge is a fully or partiallpldeed region of the bulk 2DES.
The depletion can be achieved either by applying a voltagiegtdop-gates or by etching of the
2DES material. The depletion at the edge causes the changéyj@nd thus the potential, to
vary with the distance perpendicular to the edge. If thenaaigehis moved against the edge, the
restoring force due to the potential shape at the boundadsl& various resonance conditions.
The frequency of edge magnetoplasmon is given by:

2

LA (1>, (4.4)

Wemp & n
P 2neeg B |k|a

wherea is a characteristic length of the boundary strip to which ¢harge oscillations are
confined,n is the electron density far away from the boundary anslthe wave vector of the
plasmon. Note, the edge magnetoplasmon frequency desred@bethe magnetic field. This
dispersion relation in Eq. 4.4 had been obtained for an dloingp of the electron density near
the boundary. For a realistic edge potential profile thetedaalensity changes smoothly at the
vicinity of the edge. In this case, additional edge modexiste These acoustic modes [57]
have a linear dispersion given by

ne?
2meeg B

klj,  j=1,2,.. . (4.5)

Wi

4.2.2 Fourier spectrum

We now return to the experimental data in Fig.4.11. At evedyi® of the magnetic field, the
data in Fig.4.11b is numerically Fourier transformed albimg time axis. The result of the
Fourier transform comprises the real part and the imagipart; from which the phase of the
Fourier transform can be obtained by evaluating the aretaingf the ratio of the imaginary
and the real parts for every data point. Panels a and b in Aig.show color renditions of the
real part and the phase of the Fourier transform respeyﬁiv@he phase jumps form contours
that either increase in frequency with increasing magriegid or the frequency drops to zero
in the large field limit. Apparently these phase jumps arsealp connected to the bulk and
edge magnetoplasmons of the 2DES. We attempt to identigethedes. We first focus on the

IWe point out that the excitation spectrum can also be oldaivieen the raw signal in Fig. 4.11a is Fourier
transformed first along the time axis and the magnetic fiedépendent features are filtered out afterwards. The
spectra extracted with both methods do not differ signifigarin this chapter we use the first approach, i.e. the
magnetic field independent features are removed beforettimtton spectrum is extracted.
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bulk magnetoplasmon modes whose frequency increasesheithagnetic field. We determine
their frequency at zero magnetic field and thereafter asswgave vector to each of the observed
resonances. The attempts to fit the observed branches ugidgBElid not deliver satisfactory
results; the bulk mangetoplasmon frequency does not apiptba electron cyclotron frequency
at high magnetic field«{. > w,). Therefore we use the following function to fit each bulk
magnetoplasmon branch:

fbmp = fﬁ + (C ’ f0)2» (4.6)

where f, = %wp is the fit parameter for the plasmon frequency at zero magfietd. f. is
calculated for an effective electron mass=0.068n,. C is another fit parameter that corrects
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Figure 4.12 Fourier spectrum of the time domain data shown in Fig.[4.11b. a)The real
part of the Fourier transform of the time-dependent data shown in Fig./4.11. Two types
of excitation are seen: bulk magnetoplasmons and edge magnetoplasmons. The fre-
guency of the bulk magnetoplasmons increases in the magnetic field, while that of the
edge magnetoplasmons decreases in the magnetic field. The spectrum shows several
modes of each excitation type. b) Phase of the Fourier transform of time-dependent
signal shown in Fig.4.11. The phase shows also spectral components whose fre-
guency increases/decreases in the magnetic field. The phase change between 7/2
and -7/2 indicates the resonance condition.
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for the cyclotron resonance frequenfy= %wc. C would for instance account for deviation
of the effective mass from this value. The dashed red linésgmn4.13a are the best fits of the
first eight branches. The fit parameters are summarized i Rigb. The last row shows that
the cyclotron resonance frequency has to be corrected hyt 46 to 15%. For clarity, we
assign a mode number to every branch; this number is givemeifiirist row of the table. For
comparison, Fig. 4.14 shows the same fits plotted on the egabpthe excitation spectrum. It
shows that the branches run along the border between blacklaite regions.

The edges and ohmic contacts of the 2DES impose boundarytiomsdfor the plasmon
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b | 1 2 3 4 5 6 7 8

fp(THZ) 0.101 | 0.112 | 0.119 | 0.128 | 0.135 | 0.143 | 0.149 | 0.156

C 0.903 | 0.889 0.90 | 0.901 | 0.92 0.926 | 0.946 | 0.957

Figure 4.13 a) The phase component of the Fourier transform with a best fit of the first
eight branches of the bulk magnetoplasmon modes of a 2DES stripe with a length of
60 um and an electron density 0.6-10'' cm~2 . The abrupt change of the phase from
m/2 to -w/2 is taken as a signature of a resonance. b) Parameters f, and C which yield
the best fit for the bulk magnetoplasmon modes. The parameter f, is the plasmon
frequency in zero magnetic field and C' is a correction factor of the cyclotron resonance
frequency.
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Figure 4.14 The real part of Fourier transform with several modes of bulk excitation
of time-dependent signal shown in Fig.4.11l Two types of excitation are visible: bulk
magnetoplasmons and edge magnetoplasmons. The frequency of the bulk magne-
toplasmons increases in the magnetic field, while that of the edge magnetoplasmons
decreases in the magnetic field. Several branches of each excitation type indicate the
excitation of different modes. Red dashed lines represent a best fit to the data using
the bulk magnetoplasmon formula of Eq/4.6l These best fits run along the boundary
between the white and dark region.

excitations that can be excited in the 2DES. We anticipaaé ttie characteristic dimensions
of the 2DES accessible (its width and length) determine arahtize the wave vector of the

plasmon modes. It is plausible to assume that the obsenaetiies correspond to magneto-
plasmon modes at the fundamental wave vectors and highersaittereof. For a 2DES with a

length L and widthw, we expect the following wave vectors to be relevant:

k(j,i) = (]%Z%) (4.7)

wherei,j =0, 1,2, ....

In the remainder of this section we attempt to confirm thisdtlgpsis and identify the ob-
servable excitation modes. The wave vector can be detednfinen the frequency of each
plasmon mode using Eq. 4.2.

Figure 4.15 depicts the frequency of the bulk magnetoplasmade at zero magnetic field
for k(j,i =0), k(j,7 = 1), k(j,7 = 2) andk(j,7 = 3) as a function ofj. These frequencies are
compared with frequency at which a phase shift & observed in the experimental data. These



4.2. TIME-DEPENDENT TRANSPORT ON A STRIPE OF THE 2DES 52

mode
—u—K(,0) —=—k(j,1) —=—k(j,2) —=—K(j,3) [ number
017} /./_/- . _
08 N atte D
~N 0.15 l/ ....... .,/' «— 7

H

] I /.//_,_6
O3 /\/ ..................... T4

012— ......................... ... L —4_3

0.1
/ 0

010_ ............ L Y £ R I I T _4—1

frequency

(030 = A N S A N R R R R

number |

Figure 4.15 The electron plasmon frequency as a function of the j, which describes
the quantization of the wave vector k(j,) in length direction of the stripe. The number
1 describes the wave vector quantization across the width of the stripe and assumes
here the values 0, 1, 2 and 3. The plasmon frequency is evaluated for the stripe with the
length 60 um and the width 20 zm. The electron density is 0.6-10'' cm~2. Horizontal
dotted lines indicate the position of the fitted frequency from the table in Fig./4.13 and
the mode number is assigned to each fitted frequency.

frequencies were determined in Fig.4.13b as best fits to dke ahd are marked in Fig. 415
with dotted lines. By correlating these frequencies withsthoalculated we identify the first
four bulk magnetoplasmon branches as modes with the waverséq2,1), k(3,1), k(4,1)
andk(5,1). Above the frequency of the fourth branch the plasmon mod#siw= 2 can be
excited (red line in Fig. 4.15). Hence, the 5th branch maydségaed to the mode with wave
vectork(2,2) or alternatively as:(6, 1). If we assume that the driving force of the excitation,
i.e. the electrical pulse, acts uniformly across the widtthe 2DES stripe, then according to
the dipole approximation modes with even ordeannot be excited [61, 62]. Even though the
symmetry of our experimental arrangement favors the digppgoximation, we cannot entirely
exclude the excitation of the modes with an even oid&he 6th branch might be attributed to
a mode with wave vectot(4, 2). The 7th and the 8th branches can be attributed either to wave
vectorsk(5, 2) andk (6, 2) or to wave vectorg(7, 1) andk(8, 1) respectively. The modes with
i = 3 (green line in Fig. 4.15) can only be excited above 160 GHzd #erefore this mode
is not relevant for the analysis of the first eight observedl@so One should point out, that
the values of the bulk magnetoplasmon frequency at zero etiagield are obtained with the
fit function Eq. 4.6 that allows for the correction of the étea cyclotron frequency. Since the
cyclotron frequency deviates by about’d@om its expected value (see Table in Fig. 4.13), it
is not clear whether also the bulk magnetoplasmon frequdeciates at zero magnetic field.
We note that the frequency of bulk magnetoplasmons is ptigpad to \/n and that the
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Figure 4.16 Time-dependent response of a stripe of the 2DES with a length of 60 xm
and a width of 20 ;zm. The electron density is n = 1.0-10!' cm~2. a) Raw experimental
data. A magnetic field independent signal dominates, but is superimposed on a mag-
netic field dependent signal. b) This magnetic field dependent signal is brought out
by subtracting the magnetic field independent component along the magnetic field axis
for every point on the time axis.

edge magnetoplasmon frequency scales linearly with densitThe density is therefore an
interesting parameter to explore and to verify the intdgiien of the data put forward here. The
electron density in the stripe can be increased 101 cm~2 by illuminating the 2DES with a

light emitting diode, which is positioned above the sam@eneen the optical fibers. The raw
result of time-resolved transport experiment is presemelor rendition in Fig. 4.16a. Note,

that the pattern of magnetic field independent features bashanged in comparison with the
data in Fig.4.11. This confirms that these field independestiufes are only determined by
the waveguide geometry and not the property of the 2DES. Tghesize the magnetic field
dependence, magnetic field independent features are reniovbe same fashion as in the
previous experiment. The result is shown in Fig. 4.16b. Tist fieak has moved to an earlier
time and appears now at 8 ps. The Fourier transform of the diomeain data is depicted in

Fig.4.17. Panel a shows the color rendition of the real padtthe panel b shows the color
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Figure 4.17 The real part and the phase of the Fourier transform of the time domain
data plotted in Fig./4.16for the 60 xm long 2DES stripe at n = 1.0-10'! cm~2. a) Real
part of the Fourier transform. b) Phase of the Fourier transform.

rendition of the phase. Both panels show clearly that theraéipa between adjacent bulk
magnetoplasmon modes has increased as a result of thesedrekectron density. The zero-
field frequency of the first eight bulk magnetoplasmon modesagain identified from the
fitting EqJ/4.6 to the lines corresponding to a phase shiftiofpanel b of Fig. 4.17. Figure 4.18
shows the color rendition of the phase together with thefiissPanel b lists the fit parameters.
The value of the cyclotron resonance frequency deviatebbytdl %% from its expected value.
To assign wave vectors to each of these modes we proceed sauthe fashion as before.
A correlation is established between the zero-field plageguency and the fit frequendy.
Figure 4.20a plots the zero-field plasmon frequency caledlaccording to Eq. 4.2 as a function
of j; i serves again as a parameter and assumes the values 0, 1, 2Tdred®rizontal dotted
lines indicate the values gf,. According to the figure, the first branch can be attributetthéo
excitation mode with a wave vecté(5, 1) and the second branch can be attributed to the mode
with a wave vectok:(6, 1). The mapping is carried out by successively increasing tineter
by 1 for other branches. Therefore, the last branch is astsatwith a mode with a wave vector
k(12,1). Graphically the introduced mapping is shown in Fig. 4.2@here the fitted frequency
from table in Fig. 4.18a is plotted versus the theoreticallgluated frequency. The best linear
fit (orange line) shows a correspondence of almost one to etvezlen the two frequency sets.
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Figure 4.18 a) Phase of the Fourier transform of the time dependent data shown in
Fig.l4.16. The phase change between 7/2 and -7/2 is interpreted as a resonance. The
red dashed lines are best fits to the data for the first eight branches of the bulk magne-
toplasmons using the functional dependence described by Eq./4.2. The parameters to
obtain best fits to the data are listed in the table b. b) Table lists the best fit parameters
of bulk magnetoplasmon modes. They are the plasmon frequency in zero magnetic
field f, and the correction factor C' of the cyclotron resonance frequency f..

Figurel 4.20a shows that above the frequency of the first bréme modes with = 2 can
be excited and that= 3 modes cane be relevant above the frequency of the 5th exgresaity
observed mode. As argued above the excitation of modes wath rumber is unlikely. The
excitation of modes withh = 3 is however not prohibited with the symmetry arguments. Even
though we have assigned all eight branches to the excitatioth : = 1, the mapping in
Fig.[4.20a allows also for an assignment of the 5th branchecaekcitation of a mode with a
wave vectork(1, 3) or k(2,3). Note, that both modes have almost the same frequency as the
modek(9, 1). The strength of the excitation &f2, 3) mode will depend on the coupling of the
driving force to this mode. Following the same arguments,@tin branch can be attributed to
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Figure 4.19 Real part of the Fourier transform. The red lines are the best fits of bulk
magnetoplasmon modes from Fig./4.18.

the excitation of a mode with a wave vectais, 3). The assignment of other branches to an
excitation withi = 3 is straightforward with the help of Fig. 4.20a.

4.2.3 14Qum long stripe

We discuss now the results of identical experiments peddrion a stripe with a length of
140um instead of 6Qum at the same electron density n 4@ cm~2. Figure 4.21a shows the
raw data of time-resolved experiments. The magnetic figbddent features are presented in
panel b. Note, that the first pulse appears at a delay time.6fds88and thus later than for the
60 um long stripe where this feature appeared at 8 ps. To andhgzexcitation spectrum we
proceed in two steps. First, we analyze the edge magnetopiess which are well seen when
the signal of the first 60 ps in Fig.4.21b is Fourier transfedmThereafter, we proceed with
the analysis of the bulk magnetoplasmons, which show up Feweier transform 100 ps of the
signal.

Figure/ 4.22 depicts the phase and the real part of the Fowaesform of 60 ps; it shows
clearly the spectral components whose frequency decressdse magnetic field increases.
According to Egs. 4.4 and 4.5 the frequency of edge plasmeaedses in the magnetic field
and thus resembles our experimental observation. The a@ndf those equations is that they
are derived for a semi-infinite plane and do not consider thigefsize of the system. Aleiner
et al. [60] described theoretically the excitation of lowméinsional plasmons in a stripe and



4.2. TIME-DEPENDENT TRANSPORT ON A STRIPE OF THE 2DES 57

3] mode
o number
0.24 = rrrrrrrrrree e /../ ..... ./.=_._<_ 8
.............................. ./-.//I/ <« 7
/I\T 022_./I/ .......... - /: ........ | — 6
I I/./ .............. I/ N
t e / /. «— 5
g Q.20 - e St /:/ ................ <+ 4
8 l./. /I/
ERTTRPPPPPPRIY AT A W |3
o 0.18 _=u I/
8‘ ...._._._.-,_.r.- ............. ./ .............................. pra— 2
qu_J 0.16_.// ............................. _4_1
0.14 /'// —u— Kk(,0) —=— k(,2) 4
= —u— K(j,1) —=— k(j,3
0'12_7/7/ 1 Y | (JI )I_

number |

b
. 0.24F
N
N i
= 022k k(12,1)
>
o -
[
8 0.20F
o i
2 _
3 0'18__ ffitted_ 103 ftheory
= 0165 —k(5,1)

| I | I | I | I |

0.16 0.18 0.20 0.22 0.24
calculated frequency (THz)

Figure 4.20 Mapping between the fitted and calculated values of plasmon frequency for
a 60 um long stripe with an electron density 1.0-10%! cm~2. a) Comparison between the
theoretically calculated values of the zero-field bulk magnetoplasmon modes k(j,i =
0), k(7,i = 1), k(y,i = 2), k(j,7 = 3) as a function of j and the experimentally extracted
zero-field magnetoplasmon frequencies. The experimentally extracted values from a fit
to the data (Fig./4.18) are included as horizontal dotted lines. b) Correlation diagram
between fitted and theoretically calculated zero-field magnetoplasmon frequencies if
all observed modes are assigned to k(j,i = 1) wave vectors. The best fit (red line)
shows an almost 1 to 1 correspondence between two frequency sets.
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Figure 4.21 Time-dependent response of a stripe of the 2DES with a length of 140 ym
and a width of 20 zm. The electron density is n = 1.0-10'* cm~2. a) raw experimental
data. A magnetic field dependent signal is superimposed in a dominating magnetic field
independent signal. b) A magnetic field dependent signal is brought out by removing
the magnetic field independent features for each data set at a fixed time.

Kukushkin et al. confirmed it experimentally [61]. The eation frequency is given by

wrLo
- 4.8
\/1 wc/wTo ( )

wherewro is the plasmon frequency give by Eq. 4.2 with a wave vectcemgivy the width of
the stripe and

TLU}€2

8
2 _ 2 -
who= gree oK [m( — 0.577)], (4.9)
wherew is the width of the stripe and the wave vecigr= = /L is given by the stripe length
L. Thus, at zero magnetic field the frequency of plasmon exaitas given byw;o and is

proportion to 1L.
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Figure 4.22 The phase and the real part of the Fourier transform of the time-domain
data obtained on a 140 um long stripe. The spectrum shows the excitation of edge
magnetoplasmons. Red dashed lines show the best fit for edge magnetoplasmons.
The bulk plasmons are not well seen in the spectrum.

However, we find that the spectral components in|/Fig. 4.28vothe dependence

0.95 - f,(k(3,0)) (4.10)

27
\/1+ (0:98 -y

which is plotted with dotted red lines in Fig.4/22. The numpelescribes here the mode
number,f, is the plasmon frequency at zero magnetic field given by Eopdd/. is the electron
cyclotron resonance frequency. The correcting factorS arfl 0.98 of the zero-field plasmon
frequency can be explained with the precision with which gleetron density, the dielectric
constant and the effective electron mass are known. Equétid shows that the frequency at
zero magnetic field becom@s95f,(k(j,0)) and is proportional ta/1/L (L is the length of
the stripe). Note, that with Eq. 4.10 we have approximatecettperimental data assuming that
the drop in the edge magnetoplasmon frequency is identicadlf modes and determined by
f»(k(0,2)). Though Eq.4.10 reflects the same dependence on the mafjeletias given by
Eq.4.8, it remains unclear why the frequency at zero magfietd deviates from that in Eq. 4.8
and thus has a different dependence on the stripe length.

While the edge magnetoplasmons are well seen in Fig. 4.22hutkemagnetoplasmons
are only weakly pronounced. This indicates, that bulk mé&gplasmons are not excited yet.
Remember, we Fourier transformed only the first 60 ps of theasigHowever, the bulk mag-
netoplasmons become visible in the Fourier transform dhinlydata in Fig. 4.21b up to 100 ps.
The real part of the Fourier transform is shown in Fig. 4.23\hile the modes of the edge

f=
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Figure 4.23 a) Real part of the Fourier transform of the time dependent data shown in
Fig.l[4.21. Red lines are best fits to the bulk magnetoplasmon modes. b) The table
summarizes the parameters used for these fits for the first 13 bulk magnetoplasmon
modes. f, is the plasmon frequency at zero magnetic field and C'is a correcting factor
for the cyclotron resonance frequency.

magnetoplasmons are blurred by other spectral featuresvatéquencies, which most prob-
ably originate from the fact that the magnetic field indem@ricsignal in Fig. 4.21b cannot be
completely removed. The modes of bulk magnetoplasmon na@adearly visible. The modes
of the bulk plasmons are positioned denser on the frequeqisytan in the spectrum obtained
for 60 um long stripe for the same electron density. This affirms thatwave vector is given

by the length of the stripe. We identify the first 13 modes mekcitation spectrum and fit them
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Figure 4.24 Mapping between the fitted and calculated values of plasmon frequency
for a 140 um long stripe with an electron density 1.0-10'! cm~2. a) Comparison be-
tween the theoretically calculated values of the zero-field bulk magnetoplasmon modes
k(7,0 =0), k(5,i = 1), k(4,7 = 2), k(j,7 = 3) as a function of j and the experimentally
extracted zero-field magnetoplasmon frequencies. Horizontal dotted lines indicate the
position of the fitted frequency from the table in Fig.[4.23 b) Plasmon frequency from
table in Fig.4.23a vs. evaluated frequency. Two sets of mapping between the fitted
and the evaluated frequencies are represented with circle and square symbols. The
orange and the green lines are the best linear fits of each mapping.

using Eq. 4.6. The parameters of the best fits are listed itathle in Fig. 4.23b. The cyclotron
resonance frequency deviates only by a few percent fromxbected value, while a correction
of up to 15% is needed for the 60m long stripe.

We assign now the mode numbérand j to each excitation mode as we have done pre-
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viously for the 60um long stripe. Figure 4.24a plots the dispersion of the fiedd-magne-
toplasmon frequency as a function pfor three values of. The dotted lines indicate again
the position of the zero-field magnetoplasmon extractea ttee experimental data(see table in
Fig.[4.23b). According to this plot modes with= 1 are excited. Due to the fact that the sepa-
ration between two adjacent resonances is small, am urezgligssignment of mode numbers
is difficult. Two different assignments seem possible amdgaaphically presented in Fig. 4.24.
In the first mapping, the first magnetoplasmon mode is asdigma mode with a wave vector
k(1,1). We obtain the wave vectors for other branches by succéggiveeasing theg in incre-
ments of 1. Hence, the last mode has13. Circles in Fid. 4.24b represent this assignment. The
best linear fit (orange line) confirms an almost 1 to 1 corradpace between the two frequency
sets. In the other mapping the first mode is assigned to a mibd@wave vectok (2, 1). Also
here it is sufficient to successively increase the increments of 1 in order to obtain the wave
vector for all other modes. This mapping is shown with sgsiaré-ig. 4.24b. When plotting the
experimentally extracted frequencies as a function of ieeirtetically calculated frequencies,
here too data points fall on a line with a slope close to 1 (gtee).

4.3 Pulse propagation velocity in a stripe

Since the frequency of the bulk magnetoplasmons increaghswagnetic field, their phase
velocity V,,.se = w),/k increases with magnetic field as well. Therefore the linas tiove to
earlier times with increasing magnetic field in the time dejent data plotted in figures 4.11b,
4.16b/ 4.21b are assigned to the bulk magnetoplasmons.nirast, the phase velocity of the
edge magnetoplasmons decreases with increasing magekticlinerefore the lines that move
to later times with an increasing magnetic field in figuresl,14.16b, 4.21b are attributed to
these edge magnetoplasmons.

Another interesting feature can be picked from the figurésltand 4.21b. If the lines of
the bulk magnetoplasmons are continued to their imaginaimyt pf origin at zero magnetic
field, one obtains that this point is blurred around 40 ps b long stripe and around 90 ps
for 140.m long stripe. This fact is directly linked with the selectiof the wave vector and can
be comprised in the following model of bulk plasmon excda. The spectral components of
electrical pulse, which arrives at the 2DES, covers a tetalieequency range. Each of these
spectral components couples to the excitation of the 2DEB the corresponding frequency.
The composition of these excitations constitutes a pulsegtopagates in the stripe. We stress
that the selection of the excitation modes cannot happemeabégin of the pulse formation,
since the spatial boundary conditions are not given for thisepyet. The pulse propagates
then in the stripe and can probe the boundaries. The boumdagitions in the transverse
direction are imposed on the pulse during its first run from llegin to the end of the stripe.
And therefore, only the second quantum number of the wav®retEq. 4.7 can be selected.
Indeed, Figure 4.22 depicts the Fourier transform of theé 6@sps and shows only weakly
pronounced bulk plasmon mode with a wave vector given by tiaghvof the stripe. When
the pulse arrives at the end of the stripe, a part of it is refteback. Thus the pulse can run
back and forth in the stripe several times and probe the bayrabnditions in the longitudinal
direction. After at least three runs in the stripe the firsarqum number of the wave vector
in Eq./4.7 can be selected as well. The continuation of thie Imalgnetoplasmon lines to their
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imaginary origin indicates the time point, when the wavetoeis selected. Thus this time point
appears earlier for the shorter stripe than for the longer which is consistent with the points
of origin at 40 ps for 6Qum long stripe and 90 ps for 14@m long stripe.

It is natural now to determine the propagation velocity af fhulse across the stripe. It
was discussed above that the first peak in figure 4/11b, 44 @ekhas 4.21b is interpreted as
the propagation of the pulse due to collective excitationthe stripe. Since both the length
of the stripe as well as the time, at which the peak appeagkrawn, we can determine the
propagation velocity. Figure 4.25a shows the time at whighgeaks appears as a function of
stripe length: 3Qum, 60,m, 90 um and 140um. The electron density here is Q6'! cm~2.
The figure shows that the signal arrives at the detector fatexr longer stripe. The time of the
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Figure 4.25 Dependence of the time resolved data on the length of the 2DES stripe.
The stripe length varies from 30 ym to 140 ym. The stripe width is 20 ym. Figure
captures the time-dependent response up to the first 35 ps after the excitation with an
electrical pulse. a) The color rendition for an electron density n = 0.6-10'! cm=2. b)
The color rendition for an electron density n = 1.10'! cm~2. Both panels show that the
response of the stripe to the pulse excitation appears at later times for longer stripes.
For a given stripe length a response appears earlier for a higher electron density.
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signal maximum is plotted versus the stipe length in/Figo4vith blue squares. The linear fit
passing through time 0 for a stripe yields a propagationoigiof 4.9 10° m/s. The results for
stripes of the same length but with a different electron igi$ 1.0-10' cm~2 are summarized
in Fig.4.25b. The functional dependence on the stripe fesgows the same trend; the 2DES
response arrives later at the detector for a longer stripgomparison of data sets for the same
stripe length but different density illustrates shows tihat pulse arrives earlier at the detector
for a stripe with a higher electron density. With red squaneBig.4.26 we plot the time at
which the peak appears versus the stripe length. The etedémsity here is-10'! cm=2. The
best linear fit passing through time O for a stripe length ofdddg a propagation velocity of
7.410° m/s.

4.4 Temperature dependence

The last topic in this chapter illustrates how the outcomtheftime-dependent transport mea-
surement changes with temperature. Itis demonstrated Opa%ong stripe. The experiments
are performed at four temperatures 1.4 K, 10 K, 70 K, and 12Dh€.temperature is measured
with a cernox sensor. The experiment at each temperaturenis after the system has ther-
malized at the given temperature for several hours. Figl@ gummarizes the experimental
results. The upper row shows the raw data of the time-reddhamsport experiment, while the
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Figure 4.26 The time when the first peak around B = 0 appears as a function of the
stripe length. These data points are extracted from Fig./4.25. The blue and red squares
are for an electron density of 0.6-10'* cm~2 and 1.0-10%' cm~2 respectively. The red
and blue lines are best linear fits to each data set. We enforce an interception at time
0 for a stripe of length 0. The propagation velocity is given in the plot for each electron
density.
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lower part of the figure depicts the experimental resultsrdfteir filtering. Note, that the mag-
netic field independent features do not change with temperatVe therefore attribute them
purely to the waveguide structure. This is the main conolusif this section.

Since we have developed an intuitive understanding of soagnstic field dependent fea-
tures, we can read from the bottom panel of Fig. 4.27 thatwlerhagnetoplasmons are present
attemperatures of 1.4 K and 10 K, but are absent at higheraanpes. Only the features from
the edge magnetoplasmons remain visible at 70 K, even thieyhare strongly damped. At
even higher temperatures ( 120 K ) all plasma excitationg wanished. For completeness,
we mention here that the electron density changes with thpaeature, which leads to a slight
shift of the first peak along the time axis. The electron dgngsas determined from the slope
of the two-terminal transport resistance in a magnetic fiétdt n = 1.210'' cm~2 at 10K,
n=1.610" cm 2 at 70K and n=1.40" cm~2 at 120K.
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Figure 4.27. Temperature dependence of the time resolved data in a stripe of 90 um
length. The measurements are done at 1.4 K, 10 K, 70 K and 120 K. The upper panels
summarize raw data, while the bottom panels depict data after removing magnetic
field independent features. The plasmon modes vanish gradually as the temperature
increases. The bulk magnetoplasmons have disappeared at 70 K, while the signature
of the edge magnetoplasmons survives up to 120 K.



Chapter 5

Correlation of electrical pulses on a 2DES

This chapter introduces an alternative measurement coteeipe photoconductive sampling

technique. The suggested measurement method adopts ¢hefighotocurrent autocorrela-

tion, which is used to characterize the electron lifetimglimtoconductive switches [11,12,

14,19, 20], and can be utilized for time-resolved transpmgasurements in low-dimensional

systems. It is therefore referred as electrical pulse tifoe. The experiment introduced in

this chapter is the first attempt to implement the new measeméapproach. The experimental
results are preliminary and therefore raise a number oftounss Nonetheless we can devise an
experiment, that facilitates the measurement of timelvesicelectron transport in mesoscopic
device.

5.1 Idea behind the electrical pulse correlation technique

In order to explain the idea of the electrical pulse correfain a 2DES, it is instructive to
outline first the idea of the photocurrent autocorrelaticgthnod in photoconductive switches.
This method utilizes the fact that the photocurréntwhich is created in the photoconductive
switch, is commonly non-linearly proportional to the irraigd optical power”, i.e. [ ~ P,
wherea < 1 is the power that describes the non-linearity. It is assuthat the laser spot
size on the switch is fixed. Figure 5.1 a shows the photocdivduswitch, which is integrated
into the CPW geometry, and the experimental arrangement &sune the photocurrent. The
photoconductive switch is irradiated by two short opticalses, which are delayed in time
relative to each other [11], and the total average photeatiis measured as a function of the
delay time between the optical pulses. Figure 5.1 b disglsy/photocurrent as a function of the
delay timeAr between the pulses. The reduction of the photocurrent aidaday time is due to
the sub-linear response and can be understood as follovasdalay time, which is larger than
charge carrier lifetime in the switch, the total photocuatrs the sum of photocurrents created
by each optical pulse separately, i.B® + P“, since the measured current is integrated over
several laser cycles. However, at zero delay time the tétadgzurrent amounts t@” + P)“
and is less than the sum of the currents created by every ipdlisedually.

In this autocorrelation arrangement the switch is excitgdvio optical pulses, each of
which, in its turn, creates a transient current pulse. Thaydane between the electrical pulses
is therefore given by the delay time between the opticalgsuldn the following experiment,
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Figure 5.1 Analogy between the photocurrent autocorrelation on a photoconductive
switch and the electrical pulse correlation on a 2DES. a) A setup for photocurrent auto-
correlation measurement on a photoconductive switch, which is integrated into a CPW.
The photoconductive switch is operated by two short optical pulses, which induce time-
dependent photocurrents in it. The average photocurrent in the switch is measured as
a function of the delay time between two optical pulses. b) Autocorrelation curve mea-
sured on the switch. The total average current, which flows in the switch, is plotted as
a function of the delay time between two optical pulses. c) A setup for electrical pulse
correlation measurement on a 2DES. The stripe of a 2DES is excited by two electrical
pulses and the average current is measured as a function of the delay time between
the two electrical pulses. The delay time between the electrical pulses is given by the
delay time between the optical pulses which operate the switch. d) Correlation curve
measured on the 2DES. The average current is measured as a function of delay time
between the two electrical pulses excited with the photoconductive switch.

those electrical pulses excite the 2DES and the currentasuned as a function of delay time
between the pulses. Note, in order to consider two eletpidaes to be well separated in time,
the time interval between them should be larger than thereletifetime in the photoconductive

material. The electron life time in the photoconductive eniai used in the current experiment
is on the order of 1 ps. Figure 5.1 c shows the schematic ofxperenental arrangement for
the electrical pulse correlation measurement on a 2DE&ditates that two electrical pulses
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are created on the left side from the 2DES. The experimerri®pned on a 2DES stripe with
alength of 14Qum and a width of 2Q:m. The electron density at 1.4 K equals to-Q@' cm—2.
Figure 5.1 d shows the outcome of the experiment in zero niagdfield. The reduction of the
current at zero delay time reflects the measurement of thipinwent autocorrelation curve on
the photoconductive switch, which is used in the experinfgmnpare with Fig. 5,1 b). At non-
zero delay the curve exhibits oscillations which are absettiie photocurrent autocorrelation
curve. Hence, we conclude that those oscillations origifraim the 2DES, since its presence
in the experiment is the only difference between the expamial setups in panel a and c.

In the following, it will be shown that these current osdilkens are strongly affected by an
externally applied magnetic field. Since the behavior ofghetoconductive switch is magnetic
field independent in the field range under considerationsidyeal variations can be attributed
solely to the 2DES.

5.2 Correlation in magnetic field

The bottom panel of Fig. 5.2 depicts a color rendition of therage correlation current as a
function of both the magnetic field and the delay tilde. The observed dependence of the
signal on the magnetic field is surprising and confirms thataBES is responsible for this
signal. The starting point for understanding the expertaeresult may be as follows. In
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Figure 5.2 Electrical pulse correlation measurement in the magnetic field. The bottom
panel shows a color rendition of the average current as a function of both the magnetic
field and the time delay A7. The red line in the top panel represents a trace extracted
from the color plot at zero time delay A7 along the magnetic field axis. The black line
depicts the derivative of the two-point resistance with respect to the magnetic field. The
dotted lines mark the integer filling factors. Some features are correlated between the
two curves. For negative magnetic fields, the correlation curve exhibits a dip, whenever
2DES condenses in an even integer filling factor quantum Hall state.
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the previous chapter it has been shown that an electricakpxcites plasmons in the 2DES
stripe. Prior to the pulse excitation the 2DES is in an efuiim state. After the first electrical
excitation, the dynamics of plasmon excitations is obstime the time scale of 100 ps (see
Chapter 3). Hence, when the second electrical pulse, whidklgyed in time, arrives at the
2DES, the system is in a non-equilibrium state. The secaatradal pulse excites additionally
the 2DES stripe. In other words, the second electrical gurislees the state of the 2DES after its
excitation by the first pulse. It is not clear yet, how the setexcitation of the system leads to
a measurable signal. From the analogy between the phoémtwautocorrelation in the switch
and the electrical pulse correlation on a 2DES, we concloderton-linear effects should play
an important role for the observation of the signal. Henbis, mon-linearity originates from
the 2DES. If so, than this non-linearity must be linked tophleesmon excitations in the 2DES.
But is it essential to have a non-linearity for signal obseove? The open questions must be
addressed in further experiments and in theoretical mpaddlish support the experiments.
Here, we highlight several important features in the meament plotted in Fig. 5/2:

e Magnetic field independent signal is absent. This is copti@the experimental results
presented in the previous chapter. The recorded data dequire a pre-filtering, which
was necessary for the experimental results presented jprév@us chapter in order to
remove magnetic field independent signal. This measuremetiiod apparently offers
the advantage of being sensitive only to the propertiesS®@RDES for|A7| > 7; fetime-

e Signal asymmetry with respect to the direction of the magrfetld. This behavior is
unclear yet. An asymmetry with respect to the direction efrttagnetic field may indicate
that the edges of the stripe are not identical. The asymnoetd also be related to
the misalignment of the ohmic contacts on the stripe. Howduether experiments are
needed to clarify the origin of the asymmetry.

e Signal variation at zero delay time. It was suggested aboatthe signal around zero
delay time reflects the autocorrelation measurement onwitelrs It was also stated
that the magnetic field does not affect the operation of théckw However, the signal
at zero delay time varies with the magnetic field. Hence, wes ha revise the above
statement: the measured signal is a convolution of the Bwititocorrelation signal and
the non-linear 2DES response.

e The dependence of the signal on the Landau level filling ff6&®]. The red line in the
top panel of the Fig. 5|2 depicts a trace from the color platesib delay time along the
field axis. Integer filling factors are marked. The black Ist®ws the derivative of the
two-point resistance with respect to the magnetic field.s€éhevo traces exhibit a strong
correlation with each other; the photocurrent curve (red)lexhibits a dip, whenever the
2DES condenses in an integer quantum Hall state. This etioelis well pronounced
for the integer filling factors 2, 4 and 6 for negative valuéshe magnetic field . Even
though it is less clear for positive values of the magnetidfigis also there.

The electrical pulse correlation signal persists alsotat imes. Figure 5/3 a depicts the cor-
relation signal up to 100 ps. Filling factors= 1 andr = 2 have been marked for negative
magnetic field. The asymmetry with respect to the directiomagnetic field is apparent here.
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Figure 5.3 a) Color rendition of electrical pulse correlation measurement in the mag-
netic field. The stripe length is 140 xm and the electron density equals 0.6-10'' cm~2.
The filling factors » = 1 and v = 2 are indicated. b) Traces from color plot along the
time axis for the filling factors v = 1 and v = 2. The amplitude of traces is adjusted so,

that both traces appear with the same amplitude.
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Another interesting fact is brought out when the traces@tbe time axis at theses filling fac-
tors are plotted together. Figure 5.3 b shows these tradessevamplitude is scaled so that
both traces appear with the same amplitude at zero delay Tims representation makes clear
that the traces have the same periodicity, but are phagechd local minimum of one trace
corresponds to a local maximum of the other trace. The pHes®ge happens at a field around
-2 Tas seenin Fig. 5.3 a.
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Figure 5.4 Real part of Fourier transformation of correlation signal shown in Fig.[5.3!
The red dashed lines indicate the cyclotron resonance line of electrons. In GaAs the
electron cyclotron resonance frequency f. in a magnetic field B is f. = 0.41B (THz/T).
The arrows point to the position of the features at the double cyclotron resonance

frequency 2f..
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Figure 5.5: Phase of Fourier transformation of correlation signal shown in Fig.5.3. The
red dashed lines indicate the cyclotron resonance line of electrons. The arrow points
to the position of the features at the double cyclotron resonance frequency 2f..

5.3 Excitation spectrum

The time domain data presented in the previous sectiondraiseimber of questions. Fourier
transform of the data can likely help to answer some of thermay give a hint. Each time
dependent trace at fixe@l plotted in Fig: 5.8 a is transformed. Figlre 5.4 and Figubedepict

the real part and the phase of the Fourier transformatiqremsely. The spectrum does not
contain various modes of plasmon excitation, which werenteypl in the previous chapter. Both
plots show, however, a spectral component whose frequecoyases in the magnetic field and
follows well the electron cyclotron frequendy in high magnetic field (red dashed red line in
Fig./5.4). As shown in the previous chapter, the resonamegiémncy of bulk magnetoplasmons
approaches the electron cyclotron resonance frequentyeihnit of high magnetic field, but
it is finite at zero magnetic field. Unfortunately, the spewtris blurred in the vicinity of
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zero magnetic field and in the low frequency region, where woald expect the plasmon
resonance. Hence, it is difficult to tell with certainty, winer this line represents the electron
cyclotron resonance or an excitation of a single magnesopte mode. This complicates the
identification of the spectral line and thus leaves room fcsilation. Moreover, Figure 5.4
exhibits an intriguing feature. It shows a spectral line @aildle the frequency of the electron
cyclotron resonance mode. This fact suggests a generdtithe second harmonic, which is
a strong evidence for non-linear processes, which takesplathe 2DES. The spectral line
at the doubled frequency are observed, however, only atébative magnetic field. Another
noticeable feature is that the spectrum in Figl 5.4 and Egcévers a frequency range of up to
1 THz. Remember, in the previous chapter the spectral rartgadsonly up to 0.45 THz. Itis
not clear yet why the spectrum, which is obtained from theetation measurement, covers a
larger spectral range.

Figure 5.6. Square cavity is a suitable geometry to conduct a time-resolved transport
experiment with the measurement technique introduced in this chapter.

The main conclusion of the experiment is that the 2DES mkstyliexhibits a non-linear
behavior, which leads to the signal shown in Fig. 5.2. Thgiomf the non-linearity is unclear
yet and should be addressed in further experiments. This ¢yghe experiment may also
be very useful to measure the electron’s Fermi velocity isoseopic devices. The idea of the
measurement is elucidated on the example of a square oahith is shown in Fig. 5.6 and was
characterized in the DC-transport in Chapter 2. The first etedtpulse injects the electrons
through a quantum point contact (QPC) into the cavity. In zaegnetic field the electrons
reflect from the opposite wall and return back to the QPCdttayy 1). The second electrical
pulse also injects the electrons into the cavity. When thayd&he between two pulses is so that
the electrons of the second pulse are being injected intoa¥igy at the time as the electrons of
the first pulse return to the QPC, we expect to observe a digeindrrelation signal. The same
consideration holds for the magnetic field, at which elewneflect on each wall once and then
reach eventually the QPC ( represented by trajectory 2 ).I8igth of electron trajectories for
these two different magnetic fields is different, as it waxdssed in Chapter 2. Therefore, the
dip in the correlation curve will appear at different timébath magnetic fields. And this fulfills
the requirement for conducting the time differential meament as outlined in Chapter 2.



Chapter 6

Summary and Outlook

The work presented brings forward the ambitious objectyeetrform picosecond time-resolved
transport experiments in nanostructures or mesoscopicatewith Composite Fermions. These
guasi particles come into play in the regime of the Fractigsantum Hall Effect, which re-
quires both high magnetic fields and an ultra-cold enviramrfer GaAs-based heterostructures.
One level of complexity lower are time-resolved experinsemth electrons, which are also per-
formed in a magnetic field and at cryogenic temperatures s leperiments are pursued in
this thesis and are presented in four main chapters. It wageogent to explain the photocon-
ductive sampling measurement technique, which is usedn@-tesolved experiments, and to
characterize the mesoscopic devices in DC transport depanathe first two chapters. There-
after we use the photoconductive sampling technique toyghalexcitations in the frequency
regime up to approximately 1 THz. The last chapter of thisighdeals with measurements
which highlight non-linear properties of the device undeidyg. This alternative measurement
concept is referred to as electrical pulse correlation. &tperiments presented in the chapters
have triggered ideas for further experiments as well asestgms how to improve the existing
experiments.

Here we review each chapter and underline the main resuttseeadtudies. Subsequently, we
suggest further experiments using the photoconductiv@lagitechnique.

Chapter 2 establishes the basis of time-resolved transppetrienents. Here we demon-
strate the photoconductive sampling technique and stugpribpagation of a picosecond long
electrical pulse along a coplanar waveguide. The wavegrod&ains two integrated photocon-
ductive switches, each of which acts either as a source of sleztrical pulses or as a detector
of an ultrafast signal. We directly measured the pulse grafian velocity on the waveguide
by employing its symmetry. The measured value of 0 @viates from the expected value of
0.3%. Though this deviation is puzzling, it does not influenceftivther experiments. It was
decisive to obtain the value of the propagation velocitygsiit eases the understanding of pulse
reflection in the waveguide as well as the interpretatiomeétresolved transport experiment on
a 2DES. Furthermore, the pulse propagation experimenbg&tinot only the reflections at the
end of the waveguide but also showed that the electricabmdsaples easily into any interrup-
tion of a waveguide structure which acts then as a paras#ieguide. Additional peaks in the
pulse propagation trace are the fingerprints of reflectibtfsesends of the parasitic waveguide.
Unfortunately, the interruptions of the waveguide geognate unavoidable when integrating
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the switches or a device to be studied. Thus we suggest seygm@aches how to suppress
or at least reduce these reflections. A waveguide with twockws allows to study either the
transmission properties of the active device, when it isgrated between the switches, or its
reflection properties, when the device is positioned on dae fsom the switches. To moni-
tor both properties simultaneously, it is necessary tagiatiee more than two photoconductive
switches. Therefore, we studied the pulse propagatiorgadonaveguide geometry with four
integrated switches. Finally, we describe how to configuohip assembly for time-resolved
transport experiments in a device made from a GaAs/AlGaAarbstructure. Regarding the
time-resolved transport experiments on a mesoscopic elewie argue for a device geometry
that supports at least two electron trajectories of difietengths depending on the strength of
the applied magnetic field. Such a geometry allows us to nmeasrelative time delay between
the trajectories and eliminate other contributions to tekagltime, which can not be predicted
with sufficient accuracy.

Hence, in Chapter 3 we considered such mesoscopic deviced basa GaAs/AlGaAs
heterostructure and characterized them in DC transpoererpnts. One of the devices is a
modification of a conventional transverse magnetic foausgievice; it is addressed as a corner
device. Even though not anticipated, this novel device ggponenabled us to observe the effect
of the disorder potential on the ballistic electron transpo macroscopic DC experiment. A
part of the disorder potential originates from the chargetdiation in the donor layer of the het-
erostructure, which perturbs the potential landscapeesiteins by a few percent of the Fermi
energy. This affects, however, considerably the electadlshc transport - the electron flow
forms branches. So far this phenomenon was only observethimsg imaging experiment.
When measuring the magnetoresistance curve in DC trangip@rodification of the electron
flow manifests itself in a variable shape of the first collimafpeak. Its shape depends strongly
on the potential landscape through which the electrons mblace, it is not surprising that
the experiments performed on different pieces of the satsedstructure yield different shapes
of the first collimation peak. Beside the collimation peak ¢bener device exhibits also peaks
which appear due to the focusing of the electron trajectdmiethe magnetic field - magnetic
focusing peaks. They are less sensitive to the influencesofdier. And therefore our device al-
lows for studying the competition between two focusing naetsms: random focusing by the
disorder potential and deterministic focusing by the mégrieeld. We stress that branching is
not specific to the material used, the details of the geomiétsya consequence of particle flow
in a weak disorder potential. Therefore, when interpretivggresults of experiments performed
in the ballistic regime, one should always be aware of thecef the disorder potential. The
studies of the disorder potential should be performed ontard&tructure with a back gate,
which would allow to tune the disorder potential contindgud he results of this experiment
will likely allow to infer the structure of the disorder paiigal. The experiments can also be
extended into the regime of high magnetic field, where theipecof composite fermions comes
into play, to study the influence of the disorder potentiabdhe ballistic transport of the com-
posite fermions.

Another type of mesoscopic device is mesoscopic cavity. 8mpmed DC transport exper-
iments on cavities of different shapes: triangular, sqaaek hexagonal shape. These cavities
also support electron trajectories of different lengthsasteling on the strength of the magnetic
field. Magnetoresistance traces showed peaks which coudgdigned to such electron trajec-
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tories. The traces exhibit also additional peaks, whichctoat be explained in a simple model.
Nevertheless, the ballistic cavities were proven to beradte/e geometries for time-resolved
studies.

In Chapter 4 a corner device was integrated into the wavegirdeture. We described
the time-resolved experiments on corner devices whose geei@s are defined by depleting the
2DES either by wet chemical etching or by applying a voltagéop gates. These experiments
did not yield the expected results. Therefore, we took alséex and performed time-resolved
experiments in the magnetic field on a non-patterned reatangtripe of a 2DES. The time
domain data contained magnetic field independent signathaould be related to the waveg-
uide geometry, and magnetic field dependent signal. Thése tavealed a wealth of collective
plasmon excitations: bulk and edge magnetoplasmons. Ti@ugamodes of plasmon excita-
tions could be identified by Fourier transforming the timendin data. The Fourier spectrum
showed the magnetoplasmon excitations with frequencie® Wp5 THz. The phase of the
Fourier transform easied the assignment of the wave vezath excitation mode of the bulk
magnetoplasmons. The wave vector is given by two numberishvetescribe the wave vector
guantization along the length and the width of the stripee &periments performed on stripes
with different lengths and for two electron densities cboate both the excitation of various
plasmon modes and the wave vector assignment to each modede Besexcitation spectrum,
the time-domain data also allowed to extract the pulse maipan velocity in the 2DES. It is
4.910° m/s for an electron density of 0" cm~2 and 7.410° m/s for an electron density of
1.10" cm™2.

Chapter 5 demonstrates another measurement method forégsubkred studies, which is re-
ferred to as electrical pulse correlation. This method psabe non-linearity of the system and
is suggested as an alternative approach to measure the Waauity in a mesoscopic device.
The electrical pulse correlation was demonstrated on pestf the 2DES. The time domain
data did not feature a magnetic field independent signa,thie one observed in the previous
chapter. This is one of the advantages of this method - it doesequire a pre-filtering of the
signal. Further, the signal trace along the field axis at detay time can be correlated with the
integer filling factor of the Landau levels: the correlatggnal exhibits a dip whenever an even
number of Landau levels is filled. Also the traces along thretaxis at the filling factors 1 and
2 are out of phase. Furthermore, the Fourier transform afdhelation signal did not show the
various excitation modes of the electron system, like indireious chapter. Instead, it shows
a single line, which can either be attributed to the groundenaf plasmon excitation or to the
electron cyclotron line. This excitation extends up to @frency of 1 THz. A remarkable fea-
ture of the spectrum is a line at the double frequency of teetein cyclotron resonance. The
observation of lines at. and 2u.. is a strong indication of a non-linearity in a two-dimensbn
electron gas, whose origin is not clear yet.

Beside the experiments with the GaAs-based two-dimensaaetron gas, the time-resolved
experiments can easily be extended to GaAs-based two-diorai hole gas [64]. Due to a
strong spin-orbit interaction in such a system [65, 66], Riogbn et al. could demonstrate
the spatial separation of hole spin states in a transvergadtia focusing device [67]. Another
GaAs-based system, that has recently attracted a lot otiatte is a bilayer of two-dimensional
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electron system [68]. The DC magnetotransport measurenmensuch a system indicate a
condensation of excitons composed of electrons and holdshvare located in two separated
two-dimensional electron layers, when the total fillingtéaan both layers is 1. Commonly
such structures contain a top- and back-gate to tune the@iedensity in each layer. An in-
corporation of such a structure into the three chip assemnalidgs a problem. The conducting
gate planes change the waveguide structure of the centpadicti make it incompatible with the
waveguide patterned on the side chips with the photocondusivitches. Recently, an intrinsic
density matching in both layers was achieved by proper erging of the heterostructure [69].
This is an elegant way to omit both gates. Thus the time-vegotlynamical and non-linear
properties of the double layer 2DES can be studied in thetting configuration.

Two-dimensional charge carrier distributions are alsmtbun other materials. One example
is an isolated monolayer of carbon atoms - graphene. Tharlgispersion of charge carriers in
graphene distinguishes this material from the conventiGa#\s-based heterostructures. Since
the charge carriers in graphene can be described as mas$issstic particles, which obey the
Dirac equation, one hopes to observe relativistic efféldtss and the fact, that the conductivity
in graphene can easily be changed between n-type and pstypelated the research on it. Low
dimensional carriers are also found in a novel class of bstarctures - oxide heterostructures.
The most prominent arkaAlO3/SrTiO3 heterostructure, in which the superconductivity and
its onset via tuning the electron density have been denairst{70, 71, 72], andlgZnO/ZnO
heterostructure, in which both Integer and Fractional QuarHall Effect [73, 74] have been
demonstrated. It would be enthralling to apply both the pbohductive sampling technique
and the electrical pulse correlation method to learn aldeitiynamical and non-linear proper-
ties of these materials.

The three chip assembly used in this work facilitates thegpropagation without reflec-
tion at the interface between the two adjacent chips duenttostlidentical dielectric constants
of the GaAs-heterostructure and of the photoconductiveenaht The dielectric constants of
alternative materials that contain low-dimensional esimay differ from that of the photo-
conductive material used in this work and hence lead to tiectens at the interface. In fact,
the dielectric constant ¢fr'TiO3 might be 300. As for the experiment with graphene, the cen-
tral chip should contain a back gate to tune the density ofgehaarriers in the flake. This
additional conducting plane modifies the waveguide strectd the central chip and makes it
incompatible with the three-chip configuration introdu@ethe thesis.

Several strategies can be pursued to overcome the connuhis@ind to conduct the picosec-
ond time-resolved experiment. One strategy involves tpectiip bonding technique and can
be applied for any suggested materials. The ohmic contcjsaphene/oxide heterostructure
are then directly contacted with the corresponding parefiwaveguide structure.

Alternatively, graphene, which is usually isolated on auisrate, can be transferred onto
any other substrate using the method described for narof7s¢. We believe that also a
controlled positioning of a graphene flake on the substatieasible. To conduct the time
resolved experiment we suggest to use a GaAs material wiédmdnedded Si-doped layer, that
acts as a back gate for a graphene flake deposited on theagab$dn the same substrate the
photoconductive LT-GaAs is grown only in the area where thetpconductive switches are
patterned. Such a substrate can be easily grown with MBE. ilhgegjuent structuring of the
waveguide and the contacting of the graphene is an easygsiogestep.

As for oxides, we can profit from the interest of integratingde materials with the con-
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ventional semiconductors [76,77]. There are reports ath@ugrowth of botlsrTiO3; andZnO
on GaAs substrate [78,79]. And therefore it is conceivablgrow an oxide heterostructure on
the central chip of the three-chip assembly. But, due to a&l&tlice mismatch between the
oxide materials and GaAs, the high-quality of oxide hetieuasures grown on GaAs and the
phenomena observed in them need to be verified.






Zusammenfassung und Ausblick

Die vorliegende Arbeit treibt das ambitionierte Projekt Rurchfihrung der zeitaufgelosten
Messungen mit Verbundfermionen in Nanostrukturen und slegoschen Bauelementen vo-
ran. Diese Quasiteilchen sind relevant in dem Regime de®gebnzahligen Quanten- Hallef-
fekts, der hohe Magnetfelder und tiefe Temperaturen egfbréine Komplexitatstufe niedriger
sind die zeitaufgelosten Messungen mit Elektronen andekjelie aber auch in hohen Magnet-
feldern und bei tiefen Temperaturen durchgefuhrt werdeles®Experimente werden in vier
Hauptkapiteln der vorliegenden Doktorarbeit préasentiert

Die Photoleitungs-Sampling Methode, die fir die zeitalifgien Messungen eingesetzt
wird, und die Charakterisierung der mesoskopischen Baueleme DC Transport werden
in den ersten zwei Kapiteln prasentiert. In dem darauf fodgem Kapitel wenden wir die
Photoleitungs-Sampling Methode an, um die zeitaufgetistessungen an dem zwei- dimen-
sionalen Elektronensystem (2DES) durchzufihren. Dasgelétapitel beschreibt eine andere
Messmethode, die die Nichtlinearitat eines zu untersubéeBauelements hervorbringt. Die
in den Kapitel prasentierten Experimente fuhrten zu neuagdstellungen und haben Ideen fur
weitere Experimente und Verbesserungsvorschlage fur oldramdenen Messaufbau hervorge-
bracht.

Hier geben wir den Uberblick (iber die einzelnen Kapitel undwern die wichtigen Ergeb-
nisse jedes Kapitels. AnschlieBend schlagen wir weiteqgeEmente unter Anwendung der
Photoleitungs-Sampling Methode vor.

Kapitel 2 bildet die Basis fur die zeitaufgeldésten Untersuaden. Wir verwenden die
Photoleitungs-Sampling Methode fur die UntersuchungenPdepagation eines elektrischen
Pulses entlang des Koplanaren Wellenleiters, der zweidRhtingsschalter enthalt. Jeder
dieser Photoschalter agiert entweder als der Erzeugeruieerk elektrischen Pulsen oder als
der Detektor des ultraschnellen Signals. Die Symmetrie/deenleiters erlaubt uns, die Pul-
spropagationsgeschwindigkeit direkt zu bestimmen. Sigife0.32 und weicht damit von
dem erwarteten Wert von 0.3@b. Obwohl die Grinde fur diese Abweichung unklar sind, be-
einflusst das in keiner Weise die weiteren Experimente.dBeidend war nur die Bestimmung
der Propagationsgeschwindigkeit. Dies erleichtert nialnt die Interpretation der Propaga-
tionskurve des Pulses auf dem Wellenleiter, sondern tndgjt aum besseren Verstandnis der
zeitaufgeldsten Messungen an dem 2DES in Kapitel 4 bei. Bitaufgelosten Untersuchun-
gen auf dem Wellenleiter zeigen nicht nur Reflektionen desd3uhm Ende des Wellenleiters,
sondern auch seine Kopplung in die Wellenleiterunterhragkn, die als parasitare Wellen-
leiter wirken. Zusétzliche Peaks in der Pulspropagationskstammen von der Reflektionen
am Ende der parasitaren Wellenleitern. Leider ist die iigigerunterbrechung unvermeidbar,
wenn die Schalter oder das zu untersuchende Bauelement Wellienleitergeometrie einge-
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baut werden mussen. Daher schlagen wir vor, wie man die Rieftekt unterdriicken bzw. die
Amplitude des reflektierenden Signals reduzieren kannV¥ghenleiter mit zwei eingebauten
Schaltern erméglicht die Untersuchungen entweder dersinasionseigenschaften des zu un-
tersuchenden Bauelements, wenn es zwischen den Schaitgebaut ist, oder der Reflektions-
eigenschaften, wenn das Bauelement auf einer Seite vonrb8aleltern positioniert ist. Um
beide Eigenschaften gleichzeitig untersuchen zu kénnéssem mehr als zwei Schalter in den
Wellenleiter eingebaut werden. Deswegen wurde die Puiseiisng auf dem Wellenleiter mit
vier eingebauten Schaltern untersucht. In dem Kapitel &irdh auf den Chipaufbau einge-
gangen, der fur die zeitaufgeldsten Messungen auf der GéBaAs-basierten Heterostruktur
geeignet ist. Im Hinblick auf die zeitaufgeldsten Messumgeden mesoskopischen Bauele-
menten streben wir nach so einer Geometrie des Baueleméntsiintestens zwei Elektro-
nentrajektorien unterstitzt, deren Lange von der Starkeadgelegten Magnetfeldes abhangt.
Diese Notwendigkeit ruht daher, dass nicht alle BeitrAgeerlggmessenen Zeit mit einer ho-
hen Genauigkeit vorhergesagt werden konnen. AllerdingBefdt die Messung der relativen
Transportzeit entlang der zwei Trajektorien derartigei@ge aus.

Daher betrachten wir im Kapitel 3 solche Bauelemente, dieemdr GaAs/AlGaAs-He-
terostruktur basieren. Eines der Bauelemente ist eine mimdié Geometrie der transver-
salen Anordung fur die Fokussierung des Elektronflusses mgridtfeld. Diese neue Ge-
ometrie wird in dieser Arbeit als Ecke bezeichnet. Die neeer@etrie ermdglichte den Ein-
fluss des Unordnungspotentials auf den ballistischen Ele&htransport in einem einfachen
DC-Transportexperiment zu beobachten. Ein Teil des Unargspotentials entsteht dutch
Ladungsfluktuationen in der Donatorenschicht der Hetarktr. Diese Stdérung der Poten-
tiallandschaft der Elektronen betragt nur weniger PronemtFermienergie. Trotz des ange-
blich kleineren Einflusses auf die Elektronenbewegungd] war Elektronentransport stark be-
einflusst. Der Elektronenfluss wird fokussiert und bildetefye aus. Bis jetzt wurde dieses
Pha&nomen nur mit Rastersondenmikroskopie beobachtet.r D@dransportmessung aul3ert
sich die Anderung des Elektronenflusses in der Anderungaten Bes Kollimationspeaks, die
stark davon abhangt, in welcher Potentiallandschaft siektbnen bewegen. Deswegen ist es
auch nicht verwunderlich, dass die an unterschiedlicheriBeen der gleichen Heterostruktur
durchgefuhrten Messungen unterschiedliche Formen ddisitabionspeaks zeigen. AuRer dem
Kollimationspeak werden Peaks beobachtet, die durch dikeidsterung des Elektronflusses
in dem Magnetfeld zustandekommen. Sie sind weniger empfima@iuf die von dem Un-
ordnungspotential verursachten Stérungen des Elektss#tuals der Kollimationspeak. Damit
ermdglicht unser Bauelement die Untersuchungen von zweissigrungsmechanismen: zufal-
lige Fokussierung des Elektronenflusses durch das Unogdpotential (Verzweigung) und
deterministische Fokussierung des ElektronenflussesrmnMagnetfeld. Wir betonen, dass
die Verzweigung des Elektronflusses weder die materialpez ist noch von der Geome-
trie des Bauelements abhangt. Sie ist lediglich die Kongsegder Elektronenbewegung in
einem Unordnungspotential. Daher muss stets der Einflus&Jderdnungspotentials bei der
Interpretation der im ballistischen Regime durchgeflihEgperimente berlicksichtigt werden.
Die weiteren Untersuchungen sollten an einer Heterostrukiit einer Rickseitenelektrode
gemacht werden, das eine kontinuierliche Anderung desdimmgspotentials ermoglicht. Es
ist vorstellbar, dass die Struktur des Unordnungspotisrdias solchen Messungen ersichtlicht
werden kann. Solche Experimente kdnnen in den Bereich holagnktfelder erweitert wer-
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den, indem der Transport mit Verbundfermionen beschrietenden kann. Dabei sind Expe-
rimente maglich, die den Einfluss des Unordnungspoterdi#islie ballistische Bewegung der
Verbundfermionen untersuchen.

Eine andere Klasse der mesoskopischen Bauelemente sindkopsthe Resonatoren.
In DC-Transportexperimenten charakterisieren wir Resgaatanterschied- licher Geome-
trie: Dreieck-, Viereck- und Sechseck-Resonatoren. Auehusierstitzen Trajektorien un-
terschiedlicher Lange, die von der Starke des angelegtgmétteldes abhangen. Die Magne-
towiderstandskurven zeigen Peaks, die solchen Trajektaugeordnet werden kdnnen. Zuséat-
zliche Peaks sind ebenfalls vorhanden, die allerdingsnamieinfachen Modell nicht erklart
werden kdnnen. Trotzdem kénnen diese Resonatoren flr defggeldsten Messungen einge-
setzt werden.

Im Kapitel 4 integrieren wir die Ecke in den Wellenleiter. M¥eigen zeitaufgeloste Mes-
sungen an diesem Bauelement, dessen Geometrie durch dieiening des 2DESs entweder
durch das Anlegen der Spannung an Oberflachenelektrodemlood das Atzen der Hetero-
struktur definiert ist. Leider ist der Erfolg bei diesen Espeenten ausgeblieben. Daraufhin
wurde das Bauelement vereinfacht, in dem die Oberflachdwistan entfernt wurden und nur
ein Streifen des Elektronengases verblieb. Die auf denif&trgewonnenen Zeitbereichsdaten
zeigen ein magnetfeldunabhangiges Signal, das mit der &eiendes Wellenleiters assoziiert
ist, und ein magnetfeldabh&angiges Signal. Die Fouriesframation des Signals entlang der
Zeitachse zeigte die Anregung mehrerer Moden der Magretomnen mit Frequenzen bis zu
0.5 THz. Die Phase der Fouriertransformation erméglicieeZzdiordnung des Wellenvektors
zu jeder Anregungsmode. Dieser Wellenvektor ist durch Zakien gegeben, die seine Quan-
tisierung entlang der Lange und der Breite des Streifenshbeiben. Die Experimente wur-
den fur Streifen unterschiedlicher Lange und fur zwei Lagfiriigerdichten durchgefihrt und
bestatigten sowohl die Anregung der unterschiedlichenéiads auch die Wellenvektorzuord-
nung. AulRer dem Anregungsspektrum kann man aus den Zedhsdaten auch die Propaga-
tionsgeschwindigkeit des Pulses im 2DES bestimmen. Siédtet.910° m/s fur eine Elektro-
nendichte von 0.40' cm~2 und 7.410° m/s fiir eine Elektronendichte von1D! cm—2.

Kapitel 5 behandelt einen anderen Ansatz fir die zeitadfgeh Untersuchungen. Er basiert
auf der Korrelation der elektrischen Pulse. Diese neue diheignet sich fur die Unter-
suchung der nichlinearen Eigenschaften des 2DES und wirdine als alternativer Ansatz zur
Messung der Fermigeschwindigkeit in mesoskopischen Baggiten vorgeschlagen. Diese
Methode ist fur Experimente am Streifen des Elektrongasgewendet worden. Die Zeit-
bereichsdaten zeigen kein eindeutiges magnetfeldunglgemSignal, wie es in dem vorheri-
gen Kapitel zu sehen war. Dies ist einer der Vorteile diesethidde - es ist keine zusatzliche
Analyse der Messdaten notwendig. Darlberhinaus kann deskieve entlang der Magnet-
feldachse bei Zeitpunkt Null mit den ganzzahligen Fulléah der Landauniveaus korreliert
werden; die Messkurve zeigt einen Dip bei geradzahligeffdkiibren. Betrachtet man nun
die Kurven entlang der Zeitachse bei Fllfaktor 1 und 2, 8d sie um 180phasenverschoben.
Des Weiteren zeigt das Spektrum des Korrelationssignaig Kenregung der unterschiedlichen
Moden, wie in dem vorherigen Kapitel zu beobachten war.t@&asen ist eine Linie im Spek-
trum zu sehen, die entweder als die Anregung der Plasmameshgiode oder als Elektron-
zyklotronresonanzlinie interpretiert werden kann. Diéseegung ist bis zu 1 THz zu sehen.
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Bemerkenswert ist das Auftreten einer Spektralkomponeetaér doppelten Frequenz der
Elektronzyklotronresonanzfrequenz. Das Vorhanden deiehibeiw. and 2v. ist ein starker
Hinweis auf die Nichtlinearitat in dem Elektronengas.

Neben den Experimenten mit dem GaAs-basiert Elektronekiyasen zeitaufgeloste Mes-
sungen leicht auf die GaAs-basierten zwei-dimensionalechgjase erweitert werden [64].
Aufgrund der starkeren Spin-Orbit-Wechselwirkung in bele System [65,66], zeigten Rokhin-
son u.a. raumliche Trennung der Spinzustande in dem magheti Fokussierungsexperi-
ment [67]. Ein anderes GaAs-basiertes System ist die Digeeldes zwei-dimensionalen
Elektrongases [68]. DC-Messungen an solchen Systememldgséondensation der Exzi-
tonen, die aus einem Elektron in einer Schicht und einem lioder anderen Schicht gebildet
werden, beim Gesamtfullfaktor 1 vermuten. Der Einbau esoéshen Bauelements in die Drei-
chipanordnung fuhrt dazu, dass die Wellenleitergeomdé&semittleren Chips inkompatibel mit
der Wellenleitergeometrie der seitlichen Chips wird, ddeitenden Flachen der Elektroden die
Wellenleiterstruktur des mittleren Chips verandern. Dulgh Anderung des Heterostruktur-
aufbaus wurde der intrinische Ausgleich der Ladungstdigleten vor Kurzem erreicht [69].
Das ist ein eleganter Weg, den Einsatz der Oberflachenetkktind der Riuckseitenelektrode
zu vermeiden. Somit kann das aus der Doppellage des zwergionalen Elektrongases
bestehende Bauelement in die Dreichipanordnung eingebenatew, was die Durchfihrung
der zeitaufgelosten Messungen ermdglicht.

Zwei-dimensionale Ladungsverteilungen existieren amctlen anderen Materialen. Ein
Beispiel dazu ist eine isolierte Monolage von Kohlenstoffa¢n - Graphen. Die lineare Dis-
persion der Ladungstrager in Graphen unterscheidet dMagsrial von der konventionellen
GaAs-Heterostruktur. Da die Ladungstrager in Grapheregdsivistische Teilchen ohne Masse
beschrieben werden, die der Dirac-Gleichung gehorched,esi spekuliert, dass relativistische
Effekte in Graphene beobachtet werden kénnen. Das und deaclee, dass die Graphen-
Leitfahigkeit leicht zwischen n-Leitung und p-Leitung geé&rt werden kann, stimulieren die
Forschung an Graphen. Niederdimensionale Ladungstrégerek auch in neuartigen He-
terostrukturen gefunden werden - Oxid-Heterostruktuzevei Beispiele davon sind dieaAlO;/
SrTiO5-Heterostruktur, in der Supraleitung und ihre Entstehumigld die Anderung der La-
dungsdichte demonstriert wurden [70, 71, 72], sowie digZnO/ZnO-Heterostruktur, in der
der ganzzahlige und gebrochenzahlige Quanten-Halleffektonstriert wurden [73, 74]. Es
waére interessant, die Photoleitungs-Sampling MethodaismBulskorrelationsmethode fur die
Untersuchungen der Dynamik und Nichtlinearitat derartigaterialien anzuwenden. Daflr
missen die neuen Strukturen in die Dreichipanordnungrietegverden.

Die Dreichipanordnung lebt davon, dass es keine Reflektianetbergang zwischen den
benachbarten Chips gibt, da die DielektrizitatskonstadéziGaAs-Heterostruktur und des pho-
toleitenden Materials fast identisch sind. Die Dielektétskonstante eines anderen 2DES en-
thaltenden Materials kann sich von der des photoleitendateals unterscheiden. Dies wirde
dann zu Reflektionen am Ubergang fiihren. Das ist der FaB:flitOs; seine relative Dielek-
trizitdtkonstante betragt 300. Was die Experimente mitpBGea betrifft, so sollte der mittlere
Chip eine Ruckseitenelektrode enthalten, um die Ladungstlédnte in der Graphenflocke zu
veréanderen. Die leitende Flache des Backgates verandertialys die Wellenleitergeome-
trie des mittleren Chips und macht diesen Wellenleiter ingatibel mit den Wellenleitern der
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seitlichen Chips.

Wir schlagen Losungsansatze vor, wie man die mit der Zusarseteung der unterschied-
lichen Materialien verbundenen Schwierigkeiten Ubernemdéann. Die Flip-Chip Montage
ist einer der Ansatze. Hier werden die ohmschen KontakteGmaphen/Oxid-Heterostruktur
direkt mit der Wellenleiterstruktur verbunden.

Alternativ kann Graphen, das meist auf einem Si-Substiggirert wird, auf ein anders
Substrat mit der Methode libertragen werden, die fiir Utgpitrg von Kohlenstoff-Nanorérchen
beschrieben wurde [75]. Dabei ist eine kontrollierte Rosierung der Graphenflocke auf dem
neuen Substrat durchaus vorstellbar. Fir die zeitaufggiddessungen bietet sich GaAs mit
einer Si-dotierten Schicht an, die hier als Ruckseitensdelkt agiert. Auf dem gleichen Sub-
strat kann ein photoleitendes LT-GaAs an den Stellen geseciverden, wo die Photoschal-
ter strukturiert werden sollen. Ein solches GaAs-Subsiaain problemlos mittels Moleku-
larstrahlepitaxie gewachsen werden. Die darauf folgeridet&ierung des Wellenleiters und
die Flockenkontaktierung sind unkomplizierte Prozesstieh

Was die Oxide betrifft, so kbnnen wir von den Anstrebungesfipieren, Oxidmaterialien
mit konventionellen Halbleitern zu kombinieren [76,77]o ®ird zum Beispiel dartiber be-
richtet, dass sowoldrTiO3 als auchZnO auf GaAs gewachsen werden kdnnen. Somit kdnnen
die Oxid-Heterostrukturen auf dem mittleren (GaAs) Chip gewsen und strukturiert werden.
Eine der offenen Fragen ist, ob aufgrund der Gitterfehlaspag zwischen Oxidstrukturen und
GaAs-Substrat die gleichen Phdanomene zu beobachten sengh den Oxidstrukturen, die auf
dem gitterangepassten Substrat gewachsen sind.






Appendix A

Calculations for CPW

In quasi-static approximation the wave impedance of théaoap waveguide is given by:

1 1 1

Zy = - Al
07 deeg /€45 K(Qepw) A1)
where
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K(Gepw) = 2 (A.2)
ore) = (/T )
with K is the complete elliptic integral of the first kind agg,, given by
. s+ A
Gere = S 2w — A (A-3)

Here s is the width of the central conductor, w is the distdrm®a the central conductor to the
ground plane. The parametaris given by
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where d is the thickness of the evaporated metal. The paeag)ets the effective quasistatic

dielectric constant give by:

A:

0.7(eps — 1) 2
€gs = €gs — (& )wd (A.5)
K(Qcpw) + 075

with
g0 = 51 { tanh [1.7851og & + 1.75] +
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wheree, is the dielectric constant of the substrate, h is the thiskraf the substrate and the

geometrical factor g,, is given by
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In the quasistatic limit the signal propagates with a veyjoci

C

Vgs = = (A8)
According to Eq. A the wave impedance of a CPW with s zu#@®and w = 1Qumis 7, = 43Q).
Here we assumed the typical experimental values for thetrsbghickness h = 500m and
the thickness of the evaporated metal d = 300 nm.

The quasi-static approximation is valid only for the wawgjéh which are larger than the
dimension of the coplanar waveguide. Beyond the quasesagiproximation, i.e. the wave-
length is comparable with the CPW dimension, the dielecwitstant becomes frequency de-
pendent [80]. This leads to a frequency dependent dispeasid influences therefore the pulse
propagation in a CPW [80, 81]. The pulse propagation is alfinenced by the skin effect,
which implies the frequency dependence of the CPW condutctiWe neglect the skin effect
here, as its contribution is small compared with the modspelision. The total dispersion can
be written as:

w w
e+ — od(w A.9
c Eq c €m d( ) ( )

The modal dispersion is given [82] by

Vemod(w) = Ve~ Ve (A.10)

1+ g (2LE)1S

The cut-off frequency g of the lowest TE mode is given by

xe

= A.l11
WrE ohe —1 ( )

The parametet, is given by
log ug = uq log <£> + Us (A.12)

w
and

uy = 0.54 — 0.64uz + 0.015u3 (A.13)
uy = 0.43 — 0.86u3 + 0.540u; (A.14)
us = log (%) (A.15)



Appendix B

Fiber Alignment and Gluing

The time-resolved transport experiments presented irthbis use photoconductive switches
to generate the short electrical pulses and to detectedtthéast signals. Each switch is driven
by an optical fiber, which is glued above it. Here we descriteegrocedure how to position
the fiber above the switch and to fix it there. The fiber end igifixe a wedge shaped holder
with a piece of a soft magnet. The wedge is placed on a nangulatot, which moves
the wedge in three spatial direction. This allows for theitpmsing of the fiber tip above the
switch. Figure B.1 shows the circuit scheme, which is usethduhe alignment. A chopper
modulates the optical pulse train before it is being coupted the fiber. The modulation
frequency is 800 Hz. A DC voltage is applied across the swittls typically 5 V. Due to
the modulated irradiation of the photoconductive switehA& photocurrent is induced in the
switch. A lock-in amplifier measures the voltage drop, whgcimduced in the secondary coil of
the transformer. This signal is monitored during the fibegrahent. An optimal fiber position
is achieved once the signal on two lock-in amplifiers is eqlrabur experiment we use only
one switch. Therefore, the optimal position is achievedeathe induced signal is the largest.
With a piece of a steel wire we apply a drop of optical @Ioe the switch. To fix the fiber at
place we cure the glue with a UV-light for about 40 minutese@uthe mechanical tension the
fiber tip is being moved as the curing begins. It is possibEightly reposition the fiber at the
begin of curing process. At the end of the curing procedueeniduced signal drops usually
by 20 % from its original value. Since the experimental setup afldw fix only one fiber at
time, the gluing procedure described above is repeatedlfewdches which are involved in
the experiment.

IMelles Griot piezoelectric controller
2adhesive NOA61 purchased by Thorlabs
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Figure B.1: Circuit scheme to monitor the photocurrent in the photoconductive switch
during the fiber alignment.



Appendix C

Sample Fabrication

The experiments presented in this thesis are performed omaterial classes: photoconduc-
tive material and GaAs/AlGaAs heterostructure, which aorg a two-dimensional electron
system. The heterostructure VU-495 is kindly provided by\W@adimir Umansky (Weizmann
Institute of Science, Israel). The 2DES in this structurd43 nm beneath the surface and
the spacer thickness is 65 nm. The photoconductive mateasisupplied by two groups. At
the begin of the thesis Prof. Werner Dietsche (Max-Planskitute for Solid State Research,
Stuttgart) provided GaAs grown at low temperature. Laterekperiments were adopted to the
1550 nm wavelength. The group of Prof. A. C. Gossard (Mateiapartment, UCSB, USA)
provided ErAs:lp ;3Ga 47 photoconductive material with 20 nm period and the actiyerda
thickness of 2um?.

The three chip assembly, which is used in this thesis, is gordd out of the photocon-
ductive material and the GaAs/AlGaAs heterostructure. EBe&ssembling the chip, we have
to reassure that all three chips have the same thicknessthidk@ess of a chip is measured
looking at its facet under the optical microscope with alralied scale. If necessary, the thicker
material has to be abraded down to the thickness of the thmagerial. In this work the pho-
toconductive material was roughly 1@@n thicker than the GaAs heterostructure.

In following we describe the processing steps to fabrida¢estmple.

C.0.1 Mesa definition
Mesa is defined only on a high mobility sample with opticdldigraphy.
e clean the pieces
e spin S1805 photoresist for 30 seconds at 4500 ™in
e bake at 90C for 2 minutes.
e align the sample and expose it for 6 seconds with the MESAqgfdine mask.
e develop for 30 seconds in AZ726.

We use the following mixture to etch the mesa

lwafer number 070326A.
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e mixture H,0:H,0,:H,SO, 1000:4:1.

The etch rate of this mixture is about 40 nm/sec. To calibtia¢eetching rate use a dummy
sample out of GaAs. Note, the etch rate of a heterostrucsuteitimes faster than that of the
dummy material.

C.0.2 Ohmic contacts

The following receipt for making of the ohmic contacts wathkeell

e clean the pieces

spin AZ photoresist for 30 seconds at 6000 min

bake at 90C for 4 minutes.

expose it for 6 seconds with the Ohmic Contact part of the mask.

bake it for 1 minute at 12&.

float exposure for 35 seconds.
e develop for 35 seconds.
cleaning procedure
e process sample inf&plasma for 30 seconds at pressure 0.3 Torr and power 200W.
e immerse sample in "Semico Clean" for 120 seconds .
e Dip sample in DI-water for 5 seconds.
e Dip HCl for 2 seconds.

e Dip in DI-water for 1 second.

After cleaning place the sample in evaporation machineiwilrminutes. Pump the evaporator
until the pressure reached the region of 4tbar. Evaporate consequently the metal films.

e 7nm Ni
e 140nm Ge
e 280nm Au
e 36nm Ni

After metal evaporation, immerse sample into acetone, f@athe photoresist to dissolve,
metal will only stick at the predefined areas. After liftdfietohmic contact has to be annealed.
Use annealing oven AZ500 with forming gas. Make sure thevahg settings of the annealing
procedure

e 370°C for 120 seconds
e 440°C for 120 seconds
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C.0.3 Alignment marks for ebeam lithography

If the active device is intended for the experiments witmeordevice, one structures the align-
ment marks with optical lithography.

e clean the pieces
e spin AZ5214 photoresist for 30 seconds at 6000 Thin

e bake at 90C for 4 minutes. Here it is important to remove the phototdsisn the sample
edges. For this expose the edges of the sample for 5 minutedeselop thereafter for
40 seconds.

e expose the sample for 6 seconds with the Alignment Marksgide mask.
e bake it for 1 minute at 12%.
¢ float exposure for 30 seconds.
e develop for 35 seconds.
evaporate
e 20nm Cr
e 120nm Au

The devices were written by Ulrike Waizmann from the MaxrRlaInstitute, Stuttgart, Ger-
many, specialized in e-beam lithography. The structure® weitten with Leica EBL 100-03
e-beam lithography machine.

C.04 Pads

Pads are needed to contact the structure written with e-tidergraphy.
e clean the sample.
e spin AZ5214 photoresist for 30 seconds at 6000 Thin
e bake at 90C for 4 minutes.
e expose it for 6 seconds with the Pad part of the mask.
e bake it for 1 minute at 12%.
¢ float exposure for 35 seconds.
e develop for 35 seconds.
e Deposit metallization 20 nm Cr/ 120 nm Au.

o Liftoff.
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C.0.5 Coplanar waveguide

The coplanar wave guides are patterned the photoconduntterial as well as on the GaAs
heterostructure.

e clean the pieces
e spin AZ5214 photoresist for 30 seconds at 6000 Thin
e bake at 90C for 4 minutes.
e expose the sample for 6 seconds with the Waveguide part oh#sé.
e bake it for 1 minute at 12%.
¢ float exposure for 30 seconds
e develop for 35 seconds
evaporate
e 20 nm Cr
e 300nm Au

C.0.6 Three-chip assemble

After the samples are structured a three chip assemblehwbiasists of photoconductive and
high mobility materials, can be built up. We separate a siagkive device from the processed
chip by cleaving it. Commonly several active devices arei¢albed on a single chip. Also
the chip with a CPW structure is cleaved between photocongustvitches. The surface of
a cleaved facet should be mirror like, i.e. it may not contairy crystal lattice defects, for
instance crystal steps. The presence of this defect coatgdiche building of the assemble.
When handling the samples after the cleaving one has to b&utar to touch the cleaved
edges.

Now the samples has to be configured in three chip assemlgereFC.1 shows the appli-
ance for this. We put a dummy piece (shown in blue in|Fig. C.1Ga#s or InAs with a size,
which is slightly larger than the size of the three chips tbge A piece of the thermoplastic
epoxy film? with the same size is put on top of the dummy piece. The thrges ¢photocon-
ductive material is shown in green and GaAs heterostrucsigieown in red in Fig. C/1) are put
on top of the film. The center conductors of CPWs on both intedace aligned under micro-
scope with a needle. The spring pins sticking from the side push the assemble aside and
fix the assemble’s alignment. Another piece of GaAs wafewuisom top of the configuration
and covers it completely. A square shaped head applies sypessver the whole assemble and
assures that the assemble’s surface is flat. To cure the dp&stic film we put the appliance
with the assembled chip in an oven at 16Gor about 13 minutes. Thereafter the system should
cool down in a natural way. After taking the assemble fromappliance, one should check for

2Cookson electronics, Staystick 472 with 3mil thickness
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square shap od

spring pins

Figure C.1: Appliance to assemble three chip configuration.

a step and a gap at the interface under the microscope. Thisrigcial check before applying
a silver epoxy. A too large step or a too wide gap retards tipdcgtion of the silver epoxy. If
the gap is smaller than;dm and the step is smaller than:eh the sample is put is a chip carrier.

The silver epoxy droplets are applied between the correpgnparts of the coplanar
waveguide. We use a stzﬁn\with a tip diameter of 12.7um. It is fixed in a bonder machine,
which operates in manual modus. To cure the silver epoxy wéhplchip assemble in an oven
at 90C for 90 minutes.

3Micronnect BV






Bibliography

[1] K. von Klitzing, G. Dorda, and M. Pepper. New method foglHaccuracy determination
of the fine-structure constant based on quantized halltaesis.Phys. Rev. Le(t45:494,
1980.

[2] D. C. Tsui, H. L. Stérmer, and A. C. Gossard. Two-dimensignagnetotransport in the
extreme quantum limitPhys. Rev. Le{t48:1559, 1982.

[3] R. B. Laughlin. Quantized hall conductivity in two dimeaoss. Phys. Rev. B23:5632,
1981.

[4] B.I. Halperin. Quantized hall conductance, currentrgiag edge states, and the existence
of extended states in a two-dimensional disordered paieRinys. Rev. B25:2185, 1982.

[5] R. B. Laughlin. Anomalous quantum hall effect: An incomgsible quantum fluid with
fractionally charged excitation®hys. Rev. Lett50:1395, 1983.

[6] J. K. Jain. Composite-fermion approach for the fractlapantum hall effectPhys. Rev.
Lett, 63:199, 1989.

[7] B. I. Halperin, Patrick A. Lee, and Nicholas Read. Theorytd half-filled landau level.
Phys. Rev. B47:7312, 1993.

[8] V.J. Goldman, B. Su, and J. K. Jain. Detection of compdsiteions by magnetic focus-
ing. Phys. Rev. Lett72:2065, 1994.

[9] J. H. Smet, D. Weiss, R. H. Blick, G. Luetjering, K. von Kiitg, R. Fleischmann, R. Ket-
zmerick, T.Geisel, and G.Weimann. Magnetic focusing of posite fermions through
arrays of cavitiesPhys. Rev. Let{t77:2272, 1996.

[10] I. V. Kukushkin, J. H. Smet, K. von Klitzing, and W. Wedsgider. Cyclotron resonance
of composite fermionsNature 415:409, 2002.

[11] Martin Griebel. Ultraschnell Ladunstragerdynamik in LTG-GaAs und ErAsASa
Ubergittern — Grundlagen und AnwendungeRhD thesis, Max-Planck-Institut fiir Fes-
tkorperforschung, 2002.

[12] D. H. Auston. Picosecond optoelectronic switching gating in silicon. Appl. Phys.
Lett, 26:101, 1975.



BIBLIOGRAPHY 98

[13] P. R. Smith D. H. Auston, A. M. Johnson and J. C. Bean. Piansg¢®ptoelectronic
detection, sampling, and correlation measurements in @moois semiconductor#\ppl.
Phys. Lett.37:371, 1980.

[14] ChiH. Lee.Picosecond optoelectronic device984.

[15] S.Y. Chou, Y. Liu, W. Khalil, T.Y. Hsinag, and S. Alexarar. Ultrafast nanoscale metal-
semiconductor-metal photodetectors on bulk and low-teatpee grownGaAs. Appl.
Phys. Lett.61:819, 1992.

[16] S.Y.Chouand M. Y. Liu. Nanoscale terahertz metal-semiluctor-metal photodetectors.
IEEE J. Quantum Electron28:2358, 1992.

[17] David C. Look. Molecular beam epitaxi@laAs grown at low temperaturesrhin Solid
Films, 231:61, 1993.

[18] Gerald L. Witt. LTMBE—GaAs: present status and perspectivéaterials Science and
Engineering B22:9, 1993.

[19] M. Griebel, J. H. Smet, D. C. Driscoll, J. Kuhl, C. Alvareze2, N. Freytag, C. Kadow,
A. C. Gossard, and K. von Klitzing. Tunable subpicosecon@@lettronic transduction
in superlattices of self-assemblBdAs islands.Nature Materials 2:122, 2003.

[20] F. Ospald, D. Maryenko, K. von Klitzing, D. C. Driscoll, N*. Hanson, H. Lu, A. C. Gos-
sard, and J. H. Smet. 1.%8n ultrafast photoconductive switches basedioAs: InGaAs.
Appl. Phys. Letf.92:131117, 2008.

[21] D. C. Driscoll, M. P. Hanson, A. C. Gossard, and E. R. Browrtra#hst photoresponse at
1.55,m in InGaAs with embedded semimetallierAs nanoparticles Appl. Phys. Lett.
86:051908, 2005.

[22] K. C. Gupta, Ramesh Garg, and I. J. BaMicrostrip Lines and Slotlines1979.

[23] N.Zamdmer, Qing Hu, S.Verghese, and A.Fdrster. Moderaminating photoconductor
and coplanar waveguide circuit for picosecond samplixgpl. Phys. Lett.74:1039, 1999.

[24] N. G. Paulter, D. N. Sinha, A. J. Gibbs, and W. R. Eisertsta®ptoelectronic mea-
surements of picosecond electrical pulse propagationptacar waveguide transmission
lines. IEEE Transactions on Microwave Theory and Technig3&s1612, 1989.

[25] U. Rossler and D. Strauch. Group IV elements, IV-IV arld\l compounds. part b -
electronic, transport, optical and other properties, 2002

[26] B. J.van Wees, H. van Houten, C. W. J. Beenakker, J. G. Wiliian, L. P. Kouwenhoven,
D. van der Marel, and C. T. Foxon. Quantized conductance oftmaintacts in a two-
dimensional electron ga®hys. Rev. Lett60:848, 1988.

[27] D. A. Wharam, T. J. Thornton, R. Newbury, M. Pepper, H. Aldm& E. F. Frost, D. G.
Hasko, D. C. Peacock, D. A. Ritchie, and G. A. C. Jones. Quantiaaductance of point
contacts in a two-dimensional electron gadsPhys. C: Solid State Phy21:1.209, 1988.



BIBLIOGRAPHY 99

[28] H. Z. Zheng, H. P. Wei, D. C. Tsui, and G. Weimann. Gatetadled transport in narrow
GaAs/Al,Ga;_,As heterostructure?hys. Rev. B34:5635, 1986.

[29] H. van Houten, C. W. J. Beenakker, and B. J. van We&@gsantum Point Contactsol-
ume 35 ofSemiconductors and Semimetdl992.

[30] L. W. Molenkamp, A. A. M. Staring, C. W. J. Beenakker, R. Epge, C. E. Timmering,
J. G. Williamson, C. J. P. M. Harmans, and C. T. Foxon. Elecheam collimation with
a quantum point contacBhys. Rev. B41:1274, 1990.

[31] C. W. J. Beenakker and H. van Hout&puantum Transport in Semiconductor Nanostruc-
tures volume 44 ofSolid State Physics1991.

[32] J. D. LawrenceA Catalog of Special Plane CurveNew York: Dover, 1972.
[33] E. H. Lockwood.A Book of CurvesCambridge University Press, 1967.

[34] H. van Houten, C. W. J. Beenakker, J. G. Williamson, M. BBroekaart, P. H. M. van
Loosdrecht, B. J. van Wees, J. E. Mooij, C. T. Foxon, and J. JisdaCoherent electron
focusing with quantum point contacts in a two-dimensiodat®on gas.Phys. Rev. B
39:8556, 1989.

[35] J. H. Smet, D. Weiss, R. H. Blick, G. Lutjering, K. von Klitig, R. Fleischmann, R. Ket-
zmerick, T. Geisel, and G. Weimann. Magnetic focusing of posite fermions through
arrays of cavitiesPhys. Rev. Lett77:2272, 1996.

[36] R. Lassnig. Remote ion scattering@nAs-AlGaAs heterostructuresSolid State Com-
munications65:765, 1988.

[37] V. Umansky, R. de Picciotto, and M. Heiblum. Extremelgtrimobility two dimensional
electron gas: Evaluation of scattering mechanigyppl. Phys. Lett.71:683, 1997.

[38] V. Umansky, M. Heiblum, Y. Levinson, J. H. Smet, J. Nibknd M. Dolev. MBE growth
of ultra-low disorder 2DEG with mobility exceeding 830°acnt/Vas.Journal of Crystal
Growth, 311:1658, 2009.

[39] M. A. Topinka, B. J. LeRoy, R. M. Westervelt, S. E. J. Shaw, Rig€hmann, E. J. Heller,
K. D. Maranowski, and A. C. Gossard. Coherent branched flow mwadimensional
electron gasNature 410183, 2001.

[40] M. P. Jura, M. A. Topinka, L. Urban, A. Yazdani, H. Shinlkan, L. N. Pfeiffer, K. W. West,
and D. Goldhaber-Gordon. Unexpected features of brancbhedfirough high-mobility
two-dimensional electron gablature Physics3:841, 2007.

[41] Jifi VaniCek and Eric J. Heller. Uniform semiclassical wave functioncoherent two-
dimensional electron flowPhys. Rev. E67:016211, 2003.

[42] P. T. Coleridge. Small-angle scattering in two-dimensil electron gasPhys. Rev. B
44:3793, 1991.



BIBLIOGRAPHY 100

[43] J. Spector, H. L. Stérmer, K. W. Baldwin, L. N. Pfeiffen&K. W. West. Electron focusing
in two-dimensional systems by means of an electrostats: l&ppl. Phys. Lett.56:1290,
1990.

[44] D. Maryenko, J. Metzger, F. Ospald, R. Fleischmann, Vddeky, K. von Klitzing, and
J. H. Smet. Evidence for the branch formation of the elecfiam in DC transport exper-
iment. to be published

[45] Katherine E. Aidala, R. E. Parrott, T. Kramer, E. J. HelR. M. Westervelt, M. P. Han-
son, and A. C. Gossard. Imaging magnetic focusing of coh@lentron wavesNature
Physics 3:464, 2007.

[46] H. Linke, L. Christensson, P. Omling, and P. E. Lindel&tability of classical electron
orbits in triangular electron billiard®2hys. Rev. B56:1440, 1997.

[47] L. Christensson, H. Linke, P. Omling, P. E. Lindelof, |.Zbzulenko, and K-F. Berggren.
Classical and quantum dynamics of electrons in open eqralatengular billiardsPhys.
Rev. B57:12306, 1998.

[48] P. Boggild, A. Kristensen, and P. E. Lindelof. Magneticdising in triangular electron
billiards. Phys. Rev. B59:13067, 1999.

[49] Charls Kittel. Introduction to Solid State Physicgviley & Sons, 1995.

[50] Frank Stern. Polarizability of a two-dimensional étea gas. Phys. Rev. Lett18:546,
1967.

[51] Alexander L. Fetter. Electrodynamics of a layered gt@tgasl. single layer.Annals of
Physic$81:367 — 393, 1973.

[52] S. A. Mikhailov. Edge and Inter-Edge Magnetoplasmons in Two-Dimensionaititie
Systemsvolume 236 oHorizons in World PhysicsNova Science Publishers, 1990.

[53] V. A. Volkov and S. A. Mikhailov.Electrodynamics of Two-dimensional Electron Systems
in High Magnetic Fieldsvolume 27 ofModern Problems in Condensed Matter Physics
chapter 15. North-Holland, 1991.

[54] R. H. Ritchie. Plasma losses by fast electrons in thin filRtsys. Rey.106:874, 1957.

[55] I. V. Kukushkin, V. M. Muravey, J. H. Smet, M. Hauser, Widbsche, and K. von Kilitzing.
Collective excitations in two-dimensional electron stap@ransport and optical detection
of resonant microwave absorptioRhys. Rev. Br3:113310, 2006.

[56] I. V. Kukushkin, J. H. Smet, S. A. Mikhailov, D. V. Kulakskii, K. von Klitzing, and
W. Wegscheider. Observation of retardation effects in ffecgsum of two-dimensional
plasmonsPhys. Rev. Lett90:156801, 2003.

[57] I. L. Aleiner and L. I. Glazman. Novel edge excitationgwo-dimensional electron liquid
in magnetic field.Phys. Rev. Leit72:2935, 1994.



BIBLIOGRAPHY 101

[58] V. A. Wolkov and S. A. Mikhailov. Edge magnetoplasmongow-frequency weakly
damped excitations in homogeneous two-dimensional eledystems.Zh. Eksp. Teor.
Fiz, 94:217, 1988.

[59] V. A. Volkov and S. A. Mikhailov. Edge magnetoplasmonkw frequency weakly
damped excitations in inhomogeneous two-dimensionaltrelecsystems. Sov. Phys.
JETP, 67:1639, 1988.

[60] I. L. Aleiner, Dongxiao Yue, and L. |I. Glazman. Acousggcitations of a confined two-
dimensional electron liquid in a magnetic fielhys. Rev. B51:13467, 1995.

[61] I. V. Kukushkin, J. H. Smet, V. A. Kovalskii, S. I. GubateK. von Klitzing, and
W. Wegscheider. Spectrum of one-dimensional plasmons imglesstripe of two-
dimensional electron®hys. Rev. B72:161317, 2005.

[62] S. A. Mikhailov and N. A. Savostianova. Microwave respe of a two-dimensional elec-
tron stripe.Phys. Rev. B71:035320, 2005.

[63] Peter Y. Yu and Manuel CardonBundamentals of Semiconducto&pringer, 1999.

[64] H. L. Stormer and W.-T. Tsang. Two-dimensional hole gia semiconductor heterojunc-
tion interface.Appl. Phys, Letf.36:685, 1980.

[65] H. L. Stormer, Z. Schlesinger, A. Chang, D. C. Tsui, A. C. &od, and W. Wiegmann.
Energy structure and quantized hall effect of two-dimemaidholes. Phys. Rev. Lett.
51:126, 1983.

[66] J. P. Lu, J. B. Yau, S. P. Shukla, M. Shayegan, L. WissingerRdssler, and R. Win-
kler. Tunable spin-splitting and spin-resolved balligt@nsport inGaAs/AlGaAs two-
dimensional holesPhys. Rev. Lett81:1282, 1998.

[67] L. P. Rokhinson, V. Larkina, Y. B. Lyanda-Geller, L. N. Hfer, and K. W. West. Spin
separation in cyclotron motioriRhys. Rev. Lett93:146601, 2004.

[68] J. P. Eisenstein and A. H. MacDonald. BosEinstein condensation of excitons in bilayer
electron systemd\ature 432:691, 2004.

[69] S. Schmult, private communication.

[70] A. Ohtomo and H. Y. Hwang. A high-mobility electron gatstiae LaAlO3/SrTiO5 het-
erointerface Nature 427:423, 2004.

[71] S. Thiel, G. Hammerl, A. Schmehl, C. W. Schneider, anddnhhart. Tunable quasi-two-
dimensional electron gases in oxide heterostructi®egence313:1942, 2006.

[72] A. D. Caviglia, S. Gariglio, N. Reyren, D. Jaccard, T. Seider, M. Gabay,
S. Thiel, G. Hammerl, J. Mannhart, and J.-M. Triscone. Eiedteld control of the
LaAlO3/SrTiOj interface ground statéNature 456:624, 2008.



BIBLIOGRAPHY 102

[73]

[74]
[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

A. Tsukazaki, A. Ohtomo, T. Kita, Y. Ohno, H. Ohno, and Kawasaki. Quantum hall
effect in polar oxide heterostructureScience315:1388, 2007.

A. Tsukazaki and M. Kawasaki, private communication.

Liying Jiao, Li Zhang, Xinran Wang, Georgi Diankov, aHdngjie Dai. Narrow graphene
nanoribbons from carbon nanotub&ature 458:877, 2009.

M. Hong, J. Kwo, A. R. Kortan, J. P. Mannaerts, and A. M.dgst. Epitaxial Cubic
Gadolinium Oxide as a Dielectric for Gallium Arsenide Paagon. Science283:1897,
1999.

R. A. McKee, F. J. Walker, M. Buongiorno Nardelli, W. A. Stum, and G. M. Stocks.
The interface phase and the schottky barrier for a crystadielectric on siliconScience
300:1726, 2003.

Z. P. Wu, W. Huang, K. H. Wong, and J. H. Hao. Structuradl aelectric properties
of epitaxial SrTiO3 films grown directly onGaAs substrates by laser molecular beam
epitaxy.J. Appl. Phys.104:054103, 2008.

Y.R.Ryu, S. Zhu, J. D. Budai, H. R. Chandrasekhar, P. F. Miaeli H. W. White. Optical
and structural properties @nO films deposited ortizaAs by pulsed laser depositionl.
Appl. Phys.88:201, 2000.

J.F. Whitaker, R. Sobolewski, D.R. Dykaar, T.Y. Hsiangd @& A. Mourou. Propagation
model for ultrafast signals on superconducting disperstviplines. IEEE Transactions
on Microwave Theory and Techniqu&$:277, 1988.

D.S. Phatak and A.P. DeFonzo. Dispersion characiesistf optically excited coplanar
striplines: Pulse propagatiohEEE Transactions on Microwave Theory and Technigues
38:654, 1990.

G. Hasnain, A. Dienes, and J. R. Whinnery. Dispersion cbgecond pulses in coplanar
transmission lines.IEEE Transactions on Microwave Theory and Technigui2s738,
1986.



Acknowledgements

| would like to thank Prof. Dr. Klaus von Klitzing for welcomg me in his department and
for his continuous interest in progress of the work. | am bidd to Dr. Jurgen H. Smet, who
was my direct supervisor, for giving me interesting reseaopic, for providing all necessary
equipment for the experiment, for discussions on variopge$y which concerned not only the
physics, and for giving me the chance to work independeR#éy questions of him pushed me
to think beyond my project and to develop own ideas for expenits. Both Dr. Jurgen H. Smet
and Prof. Dr. Klaus von Klitzing gave an opportunity to peigate on several conferences and
to visit other labs. 1 would like to thank them also for thaipport of my future research plans.
And I'm looking forward to collaborating with them. | thankd®. Dr. Harald Giessen who
kindly agreed to co-advise the thesis.

This work would not be possible without the support of:

e Jakob Metzger and Dr. Ragnar Fleischmann (Max-Plancktitistfor Dynamics and
Self-Organization in Gottingen). | enjoyed the collabamatwith them. They were very
much interested in the experimental results of ballis@n$port in the corner device.
Their theoretical considerations and numerical simufeaticompleted the part of the the-
sis on ballistic transport in the corner device.

e Dr. Bernd Rosenow (Max Planck Institute for Solid State Resgaaad Dr. Sergey
Mikhailov (now Augsburg University). | profited from the disssion with them on plas-
mon excitations and was glad to get suggestions for datgsisal

e Frank Ospald, whom | know since the studies at Munich Unitsers was glad to have
shared with him both the lab and the office. His friendship hisdsense of humor are
invaluable.

e Stefan Schmult, Myrsini Lafkioti, Andre Schwagmann anddglera Storace. | enjoyed
extensive discussions about life, science, etc. Theyemlaegood company both in the
institute and beyond.

e Manfred Schmid, Ingo Hagel and Steffen Wahl. A great bungtewoiple, whose technical
support was much valued in the lab.

e Monika Riek, Achim Guth. They were always ready to help in tle@oroom and were
busy with the sample preparations at the final stage of my work

e Ulrike Waizmann. She did a fabulous job on fabricating tHeeam structures.



BIBLIOGRAPHY 104

e Frank Schartner and Benjamin Stuhlhofer from the Technoleggvice group. Their
expertise on the bonding technique made it possible to altaitty apply the silver epoxy
droplets with the size of 20m and less with a 100 yield.

| thank my parents and my brother for supporting me morallpughout the extend of this
thesis. | owe my special gratitude to my girlfriend Rita for h@ve, for her patient, for an
always good piece of advise and for her endless support oflamgp



Curriculum Vitae

Personliche Daten

Name Denis Maryenko

Geburtsdatum 10. Juni 1977

Geburtsort Kiew, Ukraine

Ausbildung

1991-1994 Naturwissenschaftliche Schule No.145, Kiew

Allgemeine Hochschulreife

09/1994-04/1996 Taras Schewtchenko Universitat Kiew
05/1997-05/1998 Studienkolleg bei den Universitaten destaates Bayern
09/1998-04/2003 Ludwig-Maximilians-Universitat Minchen

Diplom in Physik
Experiments in Solid State NMR in Dipolar Crystals for
Quantum Computation

04/2002-04/2003 Ginzton Labor, Stanford Universitat
wissenschaftlicher Mitarbeiter bei Prof. Y. Yamamoto

seit 09/2003 Max Planck Institut fir Festkorperforschung , Stuttgart
Promotion in Physik bei Prof. Klaus v. Klitzing



	Symbole und Abkürzungen
	Introduction
	Experimental Method and Technique
	Metal--Semiconductor--Metal--Switch
	Coplanar waveguide
	Sampling technique
	Experimental setup
	Experiments on pulse propagation along CPW
	CPW with a bent parasitic waveguide

	Sample Design
	Coplanar waveguide with four switches

	DC-Experiment
	Introduction
	Quantum Point Contact
	Caustic
	Transverse magnetic focusing device
	Corner Device
	Experimental results
	Numerical transport simulation in disorder-free landscape
	Numerical transport simulation in disordered landscape
	Comparison of experimental results with simulation
	Ballistic cavities

	Time Resolved Experiments
	Time-dependent measurement on a corner device
	Gate defined corner device
	Etched corner device

	Time-dependent transport on a stripe of the 2DES
	Plasmon modes in 2DES
	Fourier spectrum
	140m long stripe

	Pulse propagation velocity in a stripe
	Temperature dependence

	Correlation of electrical pulses on a 2DES
	Idea behind the electrical pulse correlation technique
	Correlation in magnetic field
	Excitation spectrum

	Summary and Outlook
	Calculations for CPW
	Fiber Alignment and Gluing
	Sample Fabrication
	Mesa definition
	Ohmic contacts
	Alignment marks for ebeam lithography
	 Pads
	 Coplanar waveguide 
	Three-chip assemble


	 Acknowledgements

