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1. Introduction 

X-ray single crystal crystallography allows precise determination of crystal structures 

(Ladd & Palmer, 2013) and in some cases even analysis of the electron charge density 

distribution due to chemical bonding by the multipole formalism (Gatti & Macchi, 2012). On 

the other site, synthesis of single crystals of sufficient quality can be very complicated or even 

impossible. Often single crystals of industrially important materials are highly twinned or 

mosaic. In some cases single crystals possess completely different properties than the 

corresponding bulk powder due to modification of the in-pores structure during specific 

growing procedure (Kazin et al., 2003) or crystals can be destroyed during first-order phase 

transitions. In all these cases the only alternative to extract structural information is the method 

of powder diffraction.  

Powder diffraction data contain reduced information in comparison to single crystal 

diffraction data due to the projection of the three-dimensional reciprocal space onto the one 

dimensional 2θ-axis and the resulting accidental and intrinsic peak overlap. Thus, the accuracy 

of structural information from powder diffraction data critically depends on the quality of the 

powder diffraction data and on sophisticated methods for data analysis. Different methods for 

the analysis of the crystal structure of materials from powder diffraction data have been 

developed over the last 50 years. They include the constant development of laboratory and 

synchrotron diffractometers (Dinnebier & Billinge, 2008) as well as improvement of data 

analysis techniques, e.g. development of methods for indexing, structure solution, and 

refinement from powder diffraction data (Pecharsky & Zavalij, 2003; Dinnebier & Billinge, 

2008), complementary use of electron microscopy (McCusker & Baerlocher, 2008, 2013; Xie et 

al., 2008, 2011), methods for analysis of amorphous and low-crystalline materials by pair 

distribution function and X-ray absorption spectroscopy (Egami & Billinge, 2003; 

Koningsberger, 1988), microstructural analysis of bulk material (Mittemeijer & Welzel, 2012), 

analysis of accurate electron density distribution from powder diffraction data (Dinnebier et al., 

1999; Samy et al., 2010; Buchter et al., 2011), and methods for qualitative and quantitative 

description of structural phase transitions (Carpenter et al., 1998a; Campbell et al., 2006; 

Stinton & Evans, 2007). Increasing the accuracy in powder diffraction is a challenging task 

including the development of both, instruments and data analysis. The focus of the presented 

thesis lies in the development of advanced data analysis methods using the method of maximum 



 

 10

entropy (Chapter II and IV) and parametric refinement of in situ X-ray powder diffraction data 

(Chapter III). 

Chapter II deals with increasing accuracy of the reconstructed electron density distribution 

from powder diffraction data, which is of great interest in structure solution and refinement as 

well as in the analysis of fine details of the electron density distribution, the key feature for the 

understanding of structure-property relations. Conventional Fourier synthesis strongly depends 

on the resolution of experimental powder diffraction data and was shown to be not applicable to 

the analysis of fine features of electron density from conventional laboratory and synchrotron X-

ray powder diffraction data with a typical resolution of sinθ/λ≈0.6-0.8 Å-1 (de Vries et al., 1994; 

Roversi et al., 1998; Mondal et al., 2012). To overcome the limitations of Fourier synthesis, the 

maximum entropy method (MEM) was introduced in the field of crystallography. The MEM 

allows the maximization of the information extracted from intrinsically limited and/or noisy 

experimental X–ray powder diffraction data. This can be achieved by applying different 

improvements for data treatment procedure, which are not available in Fourier synthesis: 

procrystal electron density for known part of the crystal structure based on the analytical Fourier 

transform (Zheludev et al., 1995; Papoular et al., 2002, van Smaalen et al., 2003), several 

possibilities of incorporation of experimentally measured amplitudes of structure factors by 

changing their order or weighting schemes (de Vries et al., 1994; Palatinus & van Smaalen, 

2002), decreasing the model biasing for the extraction of individual intensities from a group of 

overlapping reflections through the application of G-constraints (Sakata et al., 1990), prior-

derived FPD-constraints for approximation of the non-measured high-angle structure factors 

(Palatinus & van Smaalen, 2005), etc. It has been demonstrated that the maximum entropy 

method (MEM) can be successfully used with powder diffraction data for localization of 

missing atoms with high occupancies in incomplete crystal structures (Takata, 2008), for 

revealing the true nature of structural disorder (Dinnebier et al., 1999; Samy et al., 2010) and 

for determination of integrated atomic charges (Buchter et al., 2011).  

On the other hand, the capability of the MEM to locate missing atoms with low 

occupancies was not explored. This holds in particular true in case of commonly used high-

resolution laboratory X-ray powder diffraction data. In the present study, the MEM is used to 

locate very small amounts of intercalated metal atoms (Cu, Ni, Zn) in incomplete crystal 

structures of apatites, and to determine their electron density distribution (Magdysyuk et al., 
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2012). Also the intercalation of noble gas atoms in metal-organic frameworks ZIF-8 and MFU-

4l was investigated by conventional laboratory X-ray powder diffraction methods and by MEM 

(Soleimani-Dorcheh et al., 2012; Chapter IV). 

Another important problem, considered in Chapter II, is the determination of the accurate 

electron density distribution and of ionic charges from low-temperature X-ray powder 

diffraction data. The MEM was successfully applied to single crystal X-ray diffraction data and 

showed results which are comparable to a traditional multipole refinement (Hofmann et al., 

2007; Netzel et al., 2008). But the multipole refinement is not applicable to powder diffraction 

data even in the case of high resolution diffraction data of a simple cubic crystal structure of 

diamond (Svendsen et al., 2010). Nevertheless, the determination of the electron density 

distribution from powder diffraction data would be an interesting alternative in case single 

crystals are lacking. So far, only one successful example of using MEM for the determination of 

the charge density distribution was reported for the low-temperature modification of LiBD4, 

which consists only of light elements (Buchter et al., 2011).  

For the first time the applicability of MEM to reconstruct the electron density of heavy-

atoms compounds was investigated in the presented work for the low-temperature crystal 

structures of BaZnF4 and BaMgF4. 

A new approach for the advanced analysis of structural phase transitions is considered in 

Chapter III. The development of fast area detectors during last years provided the possibility for 

fast acquisition of X-ray powder diffraction data upon changing temperature and pressure, 

making it necessary to improve the methods for analyzing large amounts of data. One of the 

most promising methods for this propose is parametric refinement (Stinton & Evans, 2007), 

which allows simultaneous refinement of up to thousands of data sets with the possibility to 

apply physical models during the refinement. In additional, the combination of parametric 

refinement with the distortion mode approach (Campbell et al., 2006) opens great opportunities 

for the improvement of description and analysis of structural phase transitions (Campbell et al., 

2007). Distortion modes are based on the group-theoretical approach and are used to describe 

the deviation of the low-symmetry structure from the high-symmetry parent structure in terms of 

the distortion of a high-symmetry structure by atomic displacement/ordering (structural 

distortion) and by lattice distortion (strain). The coupling between strain and structural distortion 

(which can be quantified by an order parameter) is critical for the description of the evolution of 
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material and was previously analyzed based on the results of sequential refinements (Carpenter 

et al., 1998a; Carpenter & Salje, 1998b). This sequential approach does not always allow to 

unambiguously determine the type of coupling between strain and order parameter (Tan et al., 

2012). 

In the presented PhD thesis for the first time, parametric refinement was successfully 

applied to obtain precise information about the type of coupling between strain and order 

parameter for temperature-dependent structural phase transitions in LuF[SeO3] and Sr2CoOsO6. 

Parametric refinement was used to test several possible models of coupling between strain and 

order parameter and to validate the best one (Magdysyuk et al., 2014). For this propose, the 

theory for coupling between strain and order parameter was further developed for the case of 

biquadratic coupling between strain and order parameter with explicit temperature dependence 

of strain. 

Chapter IV reportes advanced investigations of noble gas adsorption in different metal-

organic frameworks CPO-27-Ni, CPO-27-Mg, ZIF-8, Zn-MFU-4l, and Cu-MFU-4l by state of 

the art high-resolution laboratory and synchrotron powder X-ray diffraction, revealing the key 

factors, which determins the adsorption of noble gases by MOFs. 
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Chapter 2 

Application of the maximum entropy method (MEM) to powder diffraction data 

 

2.1. Introduction 

 
Conventional Fourier synthesis is the most commonly used method for localization of 

missing atoms in crystal structures from powder diffraction data. A “perfect” Fourier map 

would require a complete set of structure factors up to a resolution of at least sinθ/λ = 5.0 Å-1 

(de Vries et al., 1994; Roversi et al., 1998; Mondal et al., 2012). This resolution is far beyond 

any realistic experimental resolution (the resolution of powder diffraction data measured on 

laboratory instruments is generally limited to [sin(θ)/λ]max ≈ 0.6 A−1 for CuKα-radiation). 

Another limiting factor of powder diffraction is intrinsic and accidental peak overlap due to the 

projection of the three-dimensional reciprocal space onto the one dimensional 2θ axis (Fig. 2.1). 

A strong disadvantage of the Fourier synthesis for electron density reconstruction is the inability 

to incorporate additional information about the density map, like positivity of the electron 

density. As a result, the Fourier transform is affected by series termination errors (e.g., spurious 

peaks of positive electron densities that do not correspond to atoms in the structure and 

unphysical local minima with negative densities). 

The concept of entropy of a map of strictly positive values goes back to Shannon (1948a, 

1948b). Maximizing the entropy of a map has become a powerful tool for reconstruction of 

nuclear and electron density distributions from intrinsically limited and/or noisy experimental 

X-ray powder diffraction data. 

The concept of informational entropy was introduced in the field of crystallography to 

handle series termination effects in Fourier maps. Series termination effects are much less 

pronounced in MEM-optimized electron density maps than in Fourier maps obtained with the 

same data. It has been demonstrated that MEM can be successfully used with powder diffraction 

data for localization of missing atoms with high occupancies in incomplete crystal structures 

(Papoular et al., 1995; Ikeda et al., 1998; Kitaura et al., 2002; Matsuda et al., 2005), for 

revealing the nature of structural disorder (Dinnebier et al., 1999; Samy et al., 2010) and for 

determination of integrated atomic charges (Buchter et al., 2011). On the other hand, the 

capability of the MEM to locate missing atoms with low occupancies and to reconstruct their 
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accurate electron density distribution is not fully investigated. This holds in particular true in 

case of commonly used high-resolution laboratory X-ray powder diffraction data. 

 

Figure 2.1. X-ray single crystal and powder diffraction data of Pb3O4. The powder diffraction 

pattern includes systematically and accidentally overlapping reflections. 

 
2.2. Basics of application of MEM to powder diffraction data. 

In the MEM, the unit cell (with lattice parameters a, b, and c) is divided into a grid of Npix = 

Na × Nb × Nc pixels. The entropy of the system is defined as: 

S = – ∑
= 








++−
Npix

i
prior

i

i

i

prior

ii

1

log
ρ

ρ
ρρρ                                                             (1.1) 

considering the density ρi of pixel i and the prior density ρi
prior. The prior density ρi

prior can 

be used for the introduction of prior information that is available about the system. The prior 

density can represent any desirable distribution of the available electrons over the unit cell. The 

prior density can be also a constant function, thus called a flat or uniform prior. In the present 

study either the density of the independent spherical atom model (ISAM) of the structure 

obtained after Rietveld refinement (procrystal density), or a uniform (flat) prior were employed.  
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The ρi are adjusted so that S is maximized under the constraints of normalization of the 

density and constraints representing the diffraction data. 

The normalization of the electron density }{
i
ρ  over the unit cell to the expected number of 

electrons, Nel, in the unit cell of volume VUC: 

CN = Nel – ∑
=

Npix

i

i

pix

UC

N

V

1

ρ  = 0                                                                                 (1.2) 

The experimental data for the electron density reconstruction are represented by the 

observed structure factors (so-called F-constraints) 

∑
=

=

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 −
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iMEMiobs

i

F

aimF

FF

N
C

1

2

2 0
)H(

)H()H(1
r

rr

σ

ωχ                                       (1.3) 

where NF is the number of observed structure factors Fobs( i
H

r

) with standard uncertainties 

)H(
i

r

σ ; FMEM(
i

H

r

) is obtained by discrete Fourier transform of the  current estimate of the 

charge density }{
i
ρ . The standard version of the MEM employs ωi = 1 and 1

2
=

aim
χ . 

Integrated intensities of individual Bragg reflections can be determined by powder 

diffraction for resolved reflections as well as for reflections with little overlap, employing one of 

the decomposition techniques for powder diffraction data. For reflections with severe 

overlapping, only the sum of intensities of group of reflections can be measured. When the 

crystal structure is at least partially known, the calculated intensities of all individual reflections 

are available from the current structural model. These calculated intensities can be used to 

divide the total intensity of the peak into contributions of all overlapping reflections 

proportional to their calculated intensities (Rietveld, 1967, 1969). This procedure results into 

strong bias by the (incomplete) model of the intensities and phases of individual reflections. A 

Le Bail fit (Le Bail et al., 1988) assigns the intensities for overlapping reflections based only on 

the quality of refinement (intensities are varied as independent variables to minimize the least-

square function), regardless if this assignment is meaningful. For fully overlapping reflections 

the total intensity of the peak will be equally divided between all contributed reflections.  

Fig. 2.2 presents an example of decomposition of the intensities of overlapping reflections 

into individual reflections by a Le Bail fit (without structural model) and by a Rietveld 

refinement (with structural model) for K2C2O4 (Samy et al., 2010; Dinnebier et al., 2005). 
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Careful consideration of the Rietveld and Le Bail plots shows strong differences between peak 

fitting at 2θ = 37.57o. Two reflections at 2θ = 37.57o are fully overlapped, and the Le Bail fit 

assigns equal intensities to both reflections. The Rietveld refinement assigns all experimental 

intensity to one Bragg reflection and zero intensity to the other, because the calculated structure 

factor of the latter is zero. 

Any technique of decomposition of integrated intensities for a group of overlapping 

reflections into individual intensities of single reflections decreases the accuracy of the 

reconstructed electron density distribution due to the possible bias by the model used for 

decomposition of integrated intensities of the group. These uncertainties can be avoided by the 

use of so-called G-constraints based on the integrated intensities of groups of overlapping 

reflections (Sakata et al., 1990). 

G-constraints are based on 
G
N  groups of overlapping reflections. Group i has contributions 

of i

G
N  reflections, resulting in a "group amplitude" i

G  equal to the square root of the integrated 

intensity and related to the structure factor amplitudes through: 
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where mj is the point-group multiplicity of reflection j. The summation runs over the symmetry-

independent structure factors contributing to group i. The standard uncertainty of the group 

amplitude i
G  follows as: 
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 The group amplitudes can be used in the G-constraint in a way similar to the F-constraint 

(eq. 1.3):  
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where i

obs
G  and )(

i

obs
Gσ  are the group amplitude and standard uncertainty as obtained from the 

experiment and i

MEM
G  is computed from FMEM(

j
H

r

) according to eq. 1.4.  
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Figure 2.2. Dividing of the total intensity of overlapping reflections into the contributions of 

individual reflections by Rietveld refinement (with structural model) and by Le Bail fit (without 

structural model) for powder diffraction data of K2C2O4 (adapted Fig. 3 from Samy et al., 2010). 
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2.3. Application of MEM for reconstruction of electron density of apatites from X-ray 

powder diffraction data 

2.3.1. Background information 

 

Figure 2.3. Crystal structure of investigated hydroxy-apatites of general formula Sr5(PO4)3OHx-δ 

with intercalated oxygen-metal-oxygen linear units in the channels (inside of green polyhedra). 

These apatites are used as inorganic pigment because of their bright color. 

 

The unique physical properties of apatites make them attractive for a variety of practical 

applications: catalysis, bone replacement, inorganic pigments, solid-oxide fuel cells (White & 

ZhiLi, 2003; Fukuda et al., 2012; Wopenka & Pasteris, 2005; Karpov et al., 2003; Kazin et al., 

2003, 2007, 2008, 2012, 2014). Sr-apatites with intercalated copper atoms are used as non-toxic 

inorganic pigments in industrial production (patents: Kazin et al., 2002; 2004), and the 

development of new inorganic apatite-based pigments are subject of ongoing basic 

investigations (Kazin et al., 2014). The latter requires deep understanding of the chemical 

process of apatite synthesis and relation between color and structural changes. It is important to 
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note, that single crystals of apatites with intercalated atoms are colorless in contrast to powdered 

samples (Kazin et al., 2003), thus the growing of single crystals results in substances with 

different properties, and possibly, different in-channel structure. 

Apatites with general formula A5(BO4)X (sg. P63/m) are comprised of BO4 tetrahedra (pink 

tetrahedra in Fig. 2.3), cations A (yellow atoms in Fig. 2.3) are located in two symmetry 

independent positions (between BO4 tetrahedra and along the one-dimensional channels), and 

anion X is located in the channel formed by A cations (Fig. 2.3). The A(1) cation (surrounded by 

BO4 tetrahedra) is described by being coordinated by nine oxygen atoms (6 of them are closer to 

A(1)), while the A(2) cation (along one-dimensional channels) is coordinated by seven oxygen 

atoms and one X atom. The location of the large anion X in position (0,0,0) instead of (0, 0, ¼) 

often results into a decrease of the symmetry of the crystal structure of apatite (White & ZhiLi, 

2003). Often anion X is displaced from its position and statistically occupies two closely located 

symmetry-equivalent positions. 

Synthesis and physical properties of all apatites, investigated in this work, were previously 

described by Karpov et al. (2003) and Kazin et al. (2003, 2007, 2008, 2012, 2014). 

In the present study, the MEM was used to locate the intercalated metal atoms (Cu, Ni, Zn) 

in the incomplete crystal structures of apatites, and to determine their electron density 

distribution. The localization of missing atoms using either Fourier synthesis or MEM is based 

on the Rietveld refinement of the initial incomplete crystal structure model. Alternatively, 

amplitudes of structure factors extracted after a Le Bail fit were used for MEM calculations of 

centrosymmetric crystal structures. For non-centrosymmetric structures problems arise in 

dividing intensities between real and imaginary parts and in assigning phases. 

 

2.3.2. X-ray powder diffraction investigation of apatites 

X–ray powder diffraction data of hydroxyl-apatites Sr5(PO4)3Ni0.2OH0.8-δ (sample 

SrA(0.2Ni)) and Sr5(PO4)3Zn0.15OH0.85-δ (sample SrA(0.15Zn)) with intercalated nickel and zinc 

atoms were collected at room-temperature on a laboratory powder diffractometer STOE (Cu–

Kα1 radiation from a primary Ge(111) monochromator; position sensitive detector Mythen-

Dectris with 12o opening) in Debye-Scherrer geometry. 

X–ray powder diffraction data of all hydroxyapatite compounds with intercalated copper 

atoms, hydroxy-apatite, and peroxyhydroxy-apatite were collected at room-temperature on a 
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laboratory powder diffractometer D8–Advance (Cu–Kα1 radiation from a primary Ge(111) 

monochromator; Linx-Eye position–sensitive detector with 3.5o 2θ opening) in Bragg-Brentano 

geometry. 

X–ray powder diffraction data of one series of Sr–apatites (Sr5(PO4)3Cu0.1OH0.9-δ, different 

content of peroxide δ) were also measured at room-temperature at the high-resolution powder 

diffractometer I11 at Diamond (Parker et al., 2011; Thompson et al., 2011; Thompson et al., 

2009). The wavelength was determined to be 0.8264(3) Å from a silicon standard. The samples 

were contained in sealed 0.5-mm lithium borate glass capillaries and were rotated around θ in 

order to improve randomization of the crystallites. The diffracted beam was detected with 45 

MAC detectors. 

All series of investigated apatites are summarized in Table 2.1. 

The program TOPAS 4.1 (Coelho, 2007) was used for extraction of intensities after whole 

powder pattern fitting (WPPF) according to the Rietveld or Le Bail method. The fundamental-

parameter approach to line profile analysis (Cheary & Coelho, 1992), implemented in Topas 

4.1, allows to describe accurately line profile shapes across a large 2θ range, with all refined 

parameter values having physical meaning. In the conventional mathematical approach to 

fitting, the refined numerical parameters are mainly phenomenological, which can be 

responsible for an erroneous assigning of intensities in groups of overlapping reflections in the 

latter approach. Crystallographic and refinement data for all samples at ambient conditions are 

given in Appendix 1, Tables A1-A4. Experimental and calculated profiles for typical Rietveld 

refinements and Le Bail fits are given in Figs. 2.4 and 2.5. 
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Table 2.1. Different series of investigated hydroxyl-apatites. 

Sample Molecular formula 

Sr–hydroxyapatites (SrA) without fluorine atoms 
with different content of intercalated copper atoms 

SrA(0.3Cu-2) Sr5(PO4)3Cu0.3OH0.7-δ 

SrA(0.25Cu) Sr5(PO4)3Cu0.25OH0.75-δ 

SrA(0.125Cu) Sr5(PO4)3Cu0.125OH0.875-δ 

SrA(0.1Cu-2) Sr5(PO4)3Cu0.1OH0.9-δ 

SrA(0.05Cu) Sr5(PO4)3Cu0.05OH0.95-δ 

Ca–hydroxyapatites (CaA) without fluorine atoms 

with different content of intercalated copper atoms 

CaA(0.3Cu) Ca5(PO4)3Cu0.3OH0.7-δ 

CaA(0.1Cu) Ca5(PO4)3Cu0.1OH0.9-δ 

Ca– and Sr–hydroxyapatites (CaA and SrA) with in-channel fluorine atoms  

and with different content of intercalated copper atoms 

CaA(0.1Cu_0.5F) Ca5(PO4)3Cu0.1O0.5H0.4-δF0.5 

CaA(0.05Cu_0.5F) Ca5(PO4)3Cu0.05O0.5H0.45-δF0.5 

CaA(0.02Cu_0.5F) Ca5(PO4)3Cu0.02O0.5H0.48-δF0.5 

CaA(0.01Cu_0.5F) Ca5(PO4)3Cu0.01O0.5H0.49-δF0.5 

SrA(0.05Cu_0.5F) Sr5(PO4)3Cu0.05O0.5H0.45-δF0.5 

Sr–hydroxyapatites (SrA) with intercalated copper atoms of occupancy 0.1  
and different content of peroxide and copper ions in higher oxidation state 

SrA(0.1Cu-1), δ = 0.038 Sr5(PO4)3Cu0.1OH0.9-δ 

SrA(0.1Cu-2), δ = 0.10 Sr5(PO4)3Cu0.1OH0.9-δ 

SrA(0.1Cu-3), δ = 0.26 Sr5(PO4)3Cu0.1OH0.9-δ 

SrA(0.1Cu-4), δ > 0.26 Sr5(PO4)3Cu0.1OH0.9-δ 

Sr–hydroxyapatites (SrA) with intercalated copper atoms of occupancy 0.3  

and different content of peroxide and copper ions in higher oxidation state 

SrA(0.3Cu-1), δ = 0.022 Sr5(PO4)3Cu0.3OH0.7-δ 

SrA(0.3Cu-2), δ = 0.104 Sr5(PO4)3Cu0.3OH0.7-δ 

SrA(0.3Cu-3), δ = 0.29 Sr5(PO4)3Cu0.3OH0.7-δ 

Sr–hydroxyapatites (SrA) with intercalated nickel atoms 
of occupancy 0.2 and with intercalated zinc atoms of occupancy 0.15 

SrA(0.2Ni) Sr5(PO4)3Ni0.2OH0.8-δ 

SrA(0.15Zn) Sr5(PO4)3Zn0.15OH0.85-δ 

 

Parameter δ corresponds to the presence of peroxide ions −2

2
O  (equivalent to ½ δ) and/or copper 

in the oxidation state above +1 (equivalent to 
1−n

δ
, n – the copper oxidation state). 
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Figure 2.4. Rietveld plots of laboratory X-ray powder diffraction data of apatite 

Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) without copper atoms (top), with copper 

atoms included (middle) and Le Bail fit (bottom). Sr(OH)2·H2O was refined as second phase (2 

weight %). 



 

 26

 

 

 

Figure 2.5. Rietveld plots of synchrotron X-ray powder diffraction data of apatite 

Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) without copper atoms (top), with copper 

atoms included (middle) and Le Bail fit (bottom). Sr(OH)2·H2O was refined as second phase (2 

weight %). 
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2.3.3. MEM calculations of electron density of apatites 

All MEM calculations were performed with the computer program BayMEM (van Smaalen 

et al., 2003), employing the Sakata–Sato algorithm (Sakata & Sato, 1990). Details about the 

maximum-entropy calculations are given in Appendix 1, Tables A5-A12. The maximal 

resolution sinθ/λ ]for laboratory X-ray powder diffraction data was 0.55 Å-1. Synchrotron data 

could be measured up to higher resolution, and three different data sets with resolutions sinθ/λ = 

0.55 Å-1, sinθ/λ = 0.65 Å-1, and sinθ/λ = 0.93 Å-1 were chosen for comparison of MEM 

calculations from synchrotron and laboratory powder diffraction data. Optimal values for the 

Lagrange multiplier λ were obtained by trial and error; an automated adjustment of λ during 

iterations was not possible due to an increase of the constraints values for several cycles of the 

iteration. In the MEM calculations, the total number of electrons in the unit cell was given as a 

constant. The number of electrons for all missing atoms was included in the calculations. 

Special attention was given to the value of the stopping criterion 2

aim
χ . Historically the 

MEM uses 2

aim
χ = 1 as stopping criterion. Applying this stopping criterion to the present work 

resulted either in non-fitting of a significant amount of electron density or overfitting. Therefore, 

the stopping criterion was modified according to the procedure described in Hofmann et al. 

(2007) in order to avoid under- and overfitting of the electron density. The value of 2

aim
χ  

depended strongly on the occupancy of missing atoms, on the presence of other atoms in the 

hexagonal channel, on the type of the prior density (procrystal density or flat prior), on the type 

of constraints (Fobs, Fobs+G, FLeBail+G) used for the MEM calculations, and on the resolution 

sinθ/λ of X-ray powder diffraction data.  

Atomic charges, densities, and volumes were determined by applying the Bader analysis 

for atoms in molecules (Bader, 1990) to the MEM reconstructed electron density distribution, 

using the program EDMA (Palatinus et al., 2012) with partition mode “on-grid”. 

The determination of the electron density of in-channel atoms consists of two parts: 

localization of the intercalated atoms in the crystal structure (chapter 2.3.4) and determination of 

their electron density distribution (chapter 2.3.5) 
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2.3.4. Localization of intercalated atoms in apatites by MEM from X-ray powder 

diffraction data 

Originally, the MEM was introduced in crystallography as a method for localizing missing 

atoms in complicated cases (reviewed by Takata, 2008), where Fourier maps could not provide 

unambiguous results. Although it was shown, that MEM calculations can be performed based on 

several different types of constraints (Samy et al., 2010), MEM calculations for localizaton of 

missing atoms were performed only based on Fobs – constraints (Takata, 2008). 

In the present work, the possibilities and limitations of the MEM for localization of missing 

intercalated metal atoms in apatites with intercalated copper, nickel and zinc metal atoms based 

on applying different types of constraints: Fobs, Fobs+G, and FLeBail+G were investigated. The 

concentration of metal atoms is quite low in all samples, thus the Fourier method turned out to 

be inappropriate. 

For all investigated compounds, conventional Fourier maps based on Fobs (phases of the 

structure factors are calculated from the best incomplete model) contain a lot of spurious peaks 

with high electron density, making it impossible to locate the intercalated metal atoms 

unambiguously. Using difference-Fourier maps, copper atoms with fractional occupancies of 

0.3, 0.125 and 0.1 could be located (Fig. 2.6), while for compounds with lower concentrations 

of 0.05, 0.02 and 0.01 all difference-Fourier maps contained spurious peaks higher than the 

peaks at the presumed copper positions (Fig. 2.7). 

MEM maps based on Fobs–, Fobs+G– and FLeBail+G–constraints allowed unambiguous 

localization of copper atoms with occupancies down to 0.05, which corresponds to 

approximately 1.4 electrons per site. The occupancy of 0.02 for copper atoms corresponds to 

approximately 0.6 electrons per atomic position. The localization of atoms with such low 

occupancy is usually impossible even from single crystal data. The presence of copper atoms 

with occupancy 0.02 and 0.01 in the channels could thus only be concluded based on the change 

in color and physical properties. Fig. 2.8 presents the general scheme of filling of channels of 

apatites with different types of in-channel atoms. Figs. 2.9–2.20 show the results of localization 

of missing metal atoms in the hexagonal channels of apatites using MEM maps. 
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Figure 2.6. Two-dimensional Fourier electron-density maps at y=0 of apatite  

Sr5(PO4)3Zn0.15OH0.85-δ (sample SrA(0.15Zn)).  

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder 

diffraction data. 

a) based on Fcalc 

b) based on Fobs 

c) based on Fdiff 
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Figure 2.7. Two-dimensional Fourier electron-density maps at y=0 of apatite  

Ca5(PO4)3Cu0.05OH0.9-δF0.5 (sample CaA(0.05Cu_0.5F)).  

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder 

diffraction data. 

a) based on Fcalc 

b) based on Fobs 

c) based on Fdiff 
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Figure 2.8. Schemes of filling of channels in investigated apatites. M – different intercalated 

metal atoms. 

a) scheme of channel in hydroxyapatite (Sudarsanan et al., 1972) 

b) scheme of channel in apatite with intercalated metal atoms (Karpov et al., 2003) 

c) scheme of channel in hydroxyapatite with peroxide atoms (Kazin et al., 2012) 

d) scheme of channel in apatite with fluorine atoms (Rodriguez-Lorenzo et al., 2003) 

 

a) MEM calculations based on Fobs–constraints from high-resolution laboratory X-ray 

powder diffraction data 

MEM calculations based on the observed structure factors Fobs from Rietveld refinement 

and flat prior density were successfully applied for localization of atoms from high-resolution 

synchrotron data (Papoular et al., 1995; Ikeda et al., 1998; Kitaura et al., 2002; Matsuda et al., 

2005). 

In this work, the MEM was applied for localization of missing atoms with low occupancy 

in the incomplete crystal structure of apatite from high-resolution laboratory X-ray powder 

diffraction data (resolution sinθ/λ = 0.55 Å-1). This method worked well down to an occupancy 
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of copper atoms of 0.05 (Figs. 2.9-2.17). In contrast to the standard procedure (Takata, 2008), 

the MEM calculations based on Fobs–constraints were performed not only with a flat prior 

density, but also with a procrystal density in form of the independent spherical atomic model 

(ISAM) from the best Rietveld refinement of the corresponding incomplete structure (without 

intercalated metal atoms). 

It was found that different factors influence the value of the electron density of the 

localized metal atoms in the channels of apatites: type of the prior electron density and location 

of other atoms in the channels near positions of intercalated metal atoms. In fluorine containing 

Ca–apatites the electron density of the located copper atoms was higher if the procrystal density 

for known atoms was used (Figs. 2.9-2.10). In fluorine free Ca– and Sr–apatites the electron 

density of the located copper atoms was the same or higher when a flat prior was used (Figs. 

2.11-2.17). A possible explanation of this effect is a redistribution of the electron density in the 

channels during MEM calculations: fluorine atoms can accumulate electron density from nearby 

copper atoms, especially when flat prior density is used. 

Almost all MEM maps based on Fobs–constraints with procrystal density for known atoms 

and with flat prior contained noise: the density of the strongest noise peak was 4-15 times 

smaller than the density of the located metal atom. In the case of powder diffraction data, 

electron density maps based on Fobs–constraints are strongly biased by the model, because the 

calculated structure factors of the model are used to decompose the overlapping reflections into 

contributions of individual reflections. At the same time the number of overlapping reflections 

is large for all investigated apatites (Appendix 1, Tables A5-A12). Due to the incomplete initial 

model, individual intensities between overlapping reflections as well as phases of weak 

reflections can be falsely assigned. 

b) MEM calculations based on Fobs+G–constraints from high-resolution laboratory X-

ray powder diffraction data 

To decrease the model bias of the MEM reconstructed electron density, G–constraints for 

overlapping reflections were used together with observed structure factors extracted after 

Rietveld refinement of the incomplete structures (Samy et al., 2010). 

The MEM maps based on Fobs+G–constraints were more successful for localization of 

missing intercalated copper atoms than the MEM maps based on Fobs–constraints alone due to 

the better treatment of the intensities of strongly overlapping reflections (Figs. 2.9-2.17). In this 
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case it was necessary to use the procrystal electron density for all known atoms, because of the 

reduced information content of group intensities as compared to individual reflections. The 

localization of missing copper atoms in fluorine containing Ca–apatites was again complicated 

by the presence of fluorine atoms, with the located copper atom showing a lower value of 

electron density as compared to fluorine free Ca–apatite.  

In Sr–apatite without fluorine atoms the atom O4 is a superposition of the electron density 

of the oxygen atom from the hydroxide group and the oxygen atom bonded to the copper atom 

(the latter is located at position (0, 0, 0.25), (Kazin et al., 2003). The Rietveld refinement of the 

incomplete structure (without intercalated copper atoms) caused the displacement of O4 towards 

the position of Cu (0, 0, 0). In Sr–apatite SrA(0.1Cu-3) and especially in SrA(0.1Cu-4) this 

displacement is stronger than in Sr–apatite SrA(0.1Cu-1) due to the presence of a large amount 

of peroxide molecules near the position (0, 0, 0) (Kazin et al., 2012). As a result, the refined O4 

position can be also considered as a superposition of the electron densities of copper atoms and 

O2
2- molecules. The presence of a large amount of peroxide molecules near the copper position 

in SrA(0.1Cu-3) and SrA(0.1Cu-4) causes elongation and redistribution of the electron density 

near the copper atom. The located copper atom in SrA(0.1Cu-1) shows a higher value of the 

electron density than in SrA(0.1Cu-3) and SrA(0.1Cu-4) (1.3 and 2 times, respectively). 

c) MEM calculations based on FLeBail+G–constraints from high-resolution laboratory 

X-ray powder diffraction data 

Another possible combination of the structure factors for the MEM calculations of 

centrosymmetric crystal structures is the combination of the amplitudes of the structure factors 

from a Le Bail fit with calculated phases for resolved reflections: FLeBail+G (Samy et al., 2010). 

The MEM maps based on FLeBail+G–constraints were the most successful among all MEM 

maps calculated for localization of missing intercalated metal atoms (Figs. 2.9-2.17). The 

amplitudes of the structure factors extracted after the Le Bail fits were scaled according to the 

absolute scale factor of the Rietveld refinement of the corresponding incomplete structure 

(without intercalated metal atoms). From this Rietveld refinement the procrystal density was 

created for known atoms as ISAM. The Le Bail fit allows extractraction of amplitudes of the 

structure factors without bias from a structure model. The amplitudes of the structure factors 

after Le Bail fit can be used in the MEM calculations only with G–constraints for groups of 
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overlapping reflections. The corresponding esd’s were taken from the MEM calculations based 

on Fobs+G–constraints. 

The results of the MEM calculations based on FLeBail+G–constraints are excellent for both, 

Ca– and Sr–apatite without fluorine atoms in the channels and Ca-apatite with fluorine atoms in 

the channels. Nevertheless, the localization of the copper atoms with extremely low occupancy 

of 0.02 and 0.01 was not successful. 

Two interesting examples for localization of missing metal atoms are the Sr–apatites with 

intercalated Ni and Zn atoms (Figs. 2.16-2.17). A prominent feature of the powder diffraction 

data of these samples is the strong overlapping of the reflections in comparison to copper 

containing Sr– and Ca–apatites, which is caused by the change of the lattice parameters of the 

unit cell. The powder pattern of SrA(0.2Ni) apatite has at least 37 resolved reflections, while 

SrA(0.15Zn) apatite has only 18 (Appendix 1, Table A9). For both samples all four MEM maps 

were successful in localization of missing Ni and Zn atoms and the main features of the MEM 

maps were the same as in the case of Sr–apatite with missing copper atoms. 

d) MEM calculations from high-resolution synchrotron X-ray powder diffraction data 

MEM calculations based on Fobs–, Fobs+G–, and FLeBail+G–constraints were performed for 

samples SrA(0.1Cu-1), SrA(0.1Cu-3), and SrA(0.1Cu-4). Three different values of resolution 

sinθ/λ = 0.55 Å-1, sinθ/λ = 0.65 Å-1, and sinθ/λ = 0.93 Å-1 were considered (Figs. 2.18-2.20). 

All tendencies observed for laboratory X-ray powder diffraction data were confirmed. For all 

MEM maps based on Fobs–, Fobs+G–, and FLeBail+G–constraints with procrystal density for 

known atoms, the located copper atoms in SrA(0.1Cu-1) had a higher value of the electron 

density than in SrA(0.1Cu-3) and SrA(0.1Cu-4). In addition, the localization of missing atom 

was better when G–constraints were used for overlapping reflections. The highest values of the 

electron density of missing intercalated atoms were obtained in case of MEM maps based on 

FLeBail+G–constraints and this value almost coincided with the value of the electron density of 

copper atoms for MEM calculations with intercalated copper atoms. The differences are caused 

by different scale factors: the localization of missing atoms based on FLeBail+G–constraints was 

performed with the scale factor from Rietveld refinement of the incomplete structure. 

Additionally, anomalous scattering was not taken into account. 

For all MEM maps based on Fobs–, Fobs+G–, and FLeBail+G–constraints with procrystal 

density for known atoms, strong distortion of the electron density was detected near the copper 
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atom. This distortion increased with increasing content of peroxide in the investigated samples 

and was located close to the position of the peroxide atoms. For sample SrA(0.1Cu-4) with 

highest content of peroxide a splitting of the copper position on the MEM map based on 

FLeBail+G–constraints at low resolution sinθ/λ = 0.65 Ǻ-1 was detected (Fig. 2.20b), possibly 

caused by the presence of peroxide atoms near the copper atom and the corresponding 

accumulation of the electron density from the copper atom. The MEM map based on FLeBail+G–

constraints at high resolution sinθ/λ = 0.93 Ǻ-1 two positions were detected near the copper 

atom for sample SrA(0.1Cu-4) (Fig. 2.20c), which are close to the position of the peroxide 

molecule (Kazin et al., 2012). But the high level of noise did not allow unambiguous 

interpretation: the wavelength was close to the absorption edge of Sr leading to fluorescence, 

and the size of crystallites of this sample is more then 2 times lower than for all other samples. 

As a result, at high angles the peak-background ratio is low. In addition, at highest diffraction 

angles the reflections are very broad and the correlation between peak profile and background is 

quite strong. Consequently, the intensities at high angles were extracted with high uncertainty.  

The electron density distribution at resolution sinθ/λ = 0.55 Ǻ-1 from synchrotron data 

(Figs. 2.18a, 2.19a, 2.20a) is similar to the electron density distribution with the same resolution 

from laboratory data (Figs. 2.12-2.14), but the value of the electron density of the position of the 

in-channel atoms is higher in case of synchrotron data. With increasing the resolution from 

sinθ/λ = 0.55 Ǻ-1 to sinθ/λ = 0.93 Ǻ-1 for synchrotron powder data (Figs. 2.18c, 2.19c, 2.20c), 

the value of the electron density of the located copper atoms is increased for all MEM maps. 
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Figure 2.9. Two-dimensional electron-density maps at y=0 of apatite  

Ca5(PO4)3Cu0.1O0.5H0.4-δF0.5 (sample CaA(0.1Cu_0.5F)).  

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder 

diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.10. Two-dimensional electron-density maps at y=0 of apatite Ca5(PO4)3Cu0.05O0.5H0.45-δF0.5 

(sample CaA(0.05Cu_0.5F)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

laboratory X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.11. Two-dimensional electron-density maps at y=0 of apatite Ca5(PO4)3Cu0.1OH0.9-δ 

(sample CaA(0.1Cu)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory 

X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.12. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ 

(sample SrA(0.1Cu-1)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

laboratory X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.13. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ 

(sample SrA(0.1Cu-3)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

laboratory X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.14. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ 

(sample SrA(0.1Cu-4)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

laboratory X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.15. Two-dimensional electron-density maps at y=0 of the apatite Sr5(PO4)3Cu0.25OH0.75-δ 

(sample SrA(0.25Cu)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-

ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.16. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Ni0.2OH0.8-δ 

(sample SrA(0.2Ni)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory 

X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.17. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Zn0.15OH0.85-δ 

(sample SrA(0.15Zn)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

laboratory X-ray powder diffraction data. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.18a. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-1), δ = 0.038). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron 

X-ray powder diffraction data with sinθ/λ = 0.55 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.18b. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-1), δ = 0.038). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron 

X-ray powder diffraction data with sinθ/λ = 0.65 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.18c. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-1), δ = 0.038). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron 

X-ray powder diffraction data with sinθ/λ = 0.93 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.19a. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-3), δ = 0.26). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron X-

ray powder diffraction data with sinθ/λ = 0.55 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.19b. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-3), δ = 0.26). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron X-

ray powder diffraction data with sinθ/λ = 0.65 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.19c. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-3), δ = 0.26). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron X-

ray powder diffraction data with sinθ/λ = 0.93 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.20a. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-4), δ > 0.26). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution synchrotron X-

ray powder diffraction data with sinθ/λ = 0.55 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.20b. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-4), δ > 0.26). Contour levels: from 1 to 50 (from 3 to 50 – case d) e/Å3, step 1 e/Å3. High-

resolution synchrotron X-ray powder diffraction data with sinθ/λ = 0.65 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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Figure 2.20c. Two-dimensional electron-density maps at y=0 of apatite Sr5(PO4)3Cu0.1OH0.9-δ (sample 

SrA(0.1Cu-4), δ > 0.26). Contour levels: from 1 to 50 (from 3 to 50 – case d) e/Å3, step 1 e/Å3. High-

resolution synchrotron X-ray powder diffraction data with sinθ/λ = 0.93 Å-1. 

a) based on Fobs (with procrystal density for known atoms) 

b) based on Fobs (with flat prior) 

c) based on Fobs+G (with procrystal density for known atoms) 

d) based on FLeBail+G (with procrystal density for known atoms) 
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2.3.5. Determination of electron density distribution of intercalated atoms in apatites 

by MEM from X-ray powder diffraction data 

 
After all missing intercalated atoms were located in the crystal structure of apatites, the 

next problem was the determination of the accurate electron density distribution of the 

intercalated atoms, especially in the low-density region (including redistribution of the electron 

density due to bonding). Fourier synthesis cannot be applied for the determination of the 

accurate electron density distribution of in-channel atoms in apatites (Figs. 2.21-2.23), so MEM 

was used as an alternative method. The advantage of MEM reconstructed electron density based 

on Fobs–constraints was shown for many examples of intercalated atoms with high occupancy 

(Takata, 2008). In the present study we investigated the case of low occupancy of intercalated 

atoms, and compared the distribution of the electron density calculated based on Fobs– and 

Fobs+G–constraints. 

Using the MEM for reconstruction of the accurate electron densities from powder 

diffraction data requires the use of a procrystal density as a prior for all atoms in the crystal 

structure (de Vries et al., 1994; Zheludev et al., 1995). The procrystal electron density for MEM 

calculations in the present case was created from the best Rietveld refinement of the crystal 

structure with all intercalated atoms included. Since the MEM reconstructed electron density 

map based on Fobs–constraints leads to a model bias in the reconstructed density (Samy et al., 

2010; Buchter et al., 2011), a combination of Fobs– and G–constraints was used to receive the 

least bias by the model MEM reconstructed electron density.  

In the present work, the experimental determination of the accurate electron density 

distribution based on the combination of Fobs– and G–constraints (with procrystal density for the 

complete structure) for a series of apatites with intercalated metal atoms is reported. 

The MEM reconstructed electron density maps of Sr–apatites without fluorine atoms and 

with different content of intercalated copper atoms allow to draw conclusions about the isotropic 

distribution of the electron densities of the intercalated copper atoms with positional 

occupancies in the range of 0.05–0.3 (Fig. 2.24). In accordance with single crystal investigations 

of Sr–apatite without hydroxide groups in the channels (Kazin et al., 2003), the electron density 

distribution of the copper atoms at (0, 0, 0) is almost isotropic and the oxygen atoms connected 

with copper atoms are located exactly at position (0, 0, 1/4). In all investigated powder samples 
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the position of O4 presents the superposition of the electron density of the oxygen atom from 

the hydroxide group OH- and the oxygen atom bonded with the copper atom. As a result, this 

position is shifted from the position (0, 0, 1/4). Increasing the content of the hydroxide groups in 

the channel (it is the same as decreasing the content of oxygen atoms bonded with copper atoms 

due to the decrease of the amount of copper atoms) causes the shift of the O4 position towards 

the position of hydroxide molecules in pure hydroxyapatite (Kazin et al., 2003). 

The electron density distribution of the intercalated copper atoms in Ca–apatites without 

fluorine atoms with different content of intercalated copper atoms is almost isotropic (Fig. 2.25) 

in agreement with single crystal data (Karpov et al., 2003). 

In all Ca–apatites with fluorine atoms and with different content of intercalated Cu–atoms 

(Fig. 2.26) the O4 position is close to the position of the fluorine atom (0, 0, 1/4). The 

integration of the resulting electron density distribution based on the independent atom model 

did not allow integration of the electron density of the O4 atom independently from the fluorine 

atom. The change of the electron density distribution of the O4 and fluorine atoms in 

dependence on the content of the copper atoms is weak. In Sr–apatite with fluorine atom the 

position of O4 is far from the fluorine atom and the electron density of the O4 atom can be 

integrated independently from the fluorine atom (Fig. 2.26). 

Figs. 2.27-2.29 show a clear distortion of the electron density (indicated by arrows) near 

the copper atoms from high-resolution laboratory and synchrotron X-ray powder diffraction data 

in Sr–apatites with intercalated copper atoms with positional occupancies of 0.1 and 0.3 due to 

different content of peroxide molecules which are located near the copper atoms (Kazin et al., 

2012). The tendency of distortion is the same for both, laboratory and synchrotron powder 

diffraction data (Figs. 2.27, 2.29); some differences are caused by the different resolution 

sinθ/λ of X-ray powder diffraction data and different instrumental peak profile. The distortion 

of the electron density near copper atoms as obtained from synchrotron X-ray powder 

diffraction data is similar to the distortion of the electron density near copper atoms from 

laboratory X-ray powder diffraction data with lower resolution sinθ/λ (Fig. 2.29). 

The MEM reconstructed distributions of the electron density of intercalated Zn and Ni 

atoms in Sr–apatites with intercalated Zn and Ni atoms are also isotropic (Fig. 2.30). 

Another interesting example is the reconstruction of the electron density distribution in 

peroxy-apatites. The peroxide ions substitute the hydroxide ions only partially, making it 
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difficult to locate both atoms unambiguously form powder diffraction data. The distribution of 

the electron density in the channels was found to be different for hydroxyl-apatite (Fig. 2.31a) 

and peroxyhydroxy-apatite (Fig. 2.31b). Peroxyhydroxy-apatite includes two different positions 

of oxygen atoms in the channels with different values of the electron density, O5 and O6. 

Position O6 with lower electron density corresponds to the position of hydroxide atom O4 in 

hydroxyapatite. Position O5 with higher value of the electron density corresponds to the oxygen 

atom of the peroxide molecule and its value of the electron density almost 7 times exceeds the 

value of the electron density of the hydroxide oxygen O6. 

 

 
Figure 2.21. Two-dimensional Fourier electron-density maps at y=0 of apatite  

Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. 

High-resolution laboratory X-ray powder diffraction data, sinθ/λ = 0.55 Å-1. Left: based on Fcalc–

constraints; right: based on Fobs–constraints. 
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Figure 2.22. Two-dimensional Fourier electron-density maps at y=0 of apatite  

Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. 

High-resolution synchrotron X-ray powder diffraction data, sinθ/λ = 0.93 Å-1. Left: based on 

Fcalc–constraints; right: based on Fobs–constraints. 

 

 
Figure 2.23. Two-dimensional Fourier electron-density maps at y=0 of apatite  

Sr5(PO4)3Zn0.15OH0.85-δ (sample SrA(0.15Zn)). Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. 

High-resolution laboratory X-ray powder diffraction data. Left: based on Fcalc–constraints; right: 

based on Fobs–constraints. 
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Figure 2.24. Two-dimensional electron-density maps based on Fobs+G–constraints (with procrystal 
density for complete structure) at y=0 of Sr–apatites with different content of intercalated copper atoms. 
Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder diffraction data. 
a) Sr5(PO4)3Cu0.3OH0.7-δ (sample SrA(0.3Cu-2)),  
b) Sr5(PO4)3Cu0.25OH0.75-δ (sample SrA(0.25Cu)),  
c) Sr5(PO4)3Cu0.125OH0.875-δ (sample SrA(0.125Cu)),  
d) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2)),  
e) Sr5(PO4)3Cu0.05OH0.95-δ (sample SrA(0.05Cu)). 



 

 59

  
Figure 2.25. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of Ca–apatites: 

a) Ca5(PO4)3Cu0.3OH0.7-δ (sample CaA(0.3Cu)) 

b) Ca5(PO4)3Cu0.1OH0.9-δ (sample CaA(0.1Cu)).  

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder 

diffraction data. 

 

 

 

  



 

 60

  

 

Figure 2.26. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of apatites:  

a) Ca5(PO4)3Cu0.1O0.5H0.4-δF0.5 (sample CaA(0.1Cu_0.5F)),  

b) Ca5(PO4)3Cu0.05O0.5H0.45-δF0.5 (sample CaA(0.05Cu_0.5F)),  

c) Ca5(PO4)3Cu0.02O0.5H0.48-δF0.5 (sample CaA(0.02Cu_0.5F)),  

d) Ca5(PO4)3Cu0.01O0.5H0.49-δF0.5 (sample CaA(0.01Cu_0.5F)),  

e) Sr5(PO4)3Cu0.05O0.5H0.45-δF0.5 (sample SrA(0.05Cu_0.5F)).  

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder 

diffraction data. Dotted line – contour lever at 0.5 e/Å3. 
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Figure 2.27a. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of apatites Sr5(PO4)3Cu0.1OH0.9-δ with different 

content δ of peroxide and copper ions in higher oxidation state. Contour levels: from 1 to 50 

e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder diffraction data. Arrows show the 

distortion of the electron density near the copper atom. 

a) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1), δ = 0.038) 

b) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) 

c) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-3), δ = 0.26) 

d) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-4), δ > 0.26) 
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Figure 2.27b. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of apatites Sr5(PO4)3Cu0.1OH0.9-δ with different 

content δ of peroxide and copper ions in higher oxidation state. Contour levels: from 1 to 50 

e/Å3, step 1 e/Å3. High-resolution synchrotron X-ray powder diffraction data with sinθ/λ = 0.93 

Å-1. Arrows show the distortion of the electron density near the copper atom.  

a) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1), δ = 0.038) 

b) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) 

c) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-3), δ = 0.26) 

d) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-4), δ > 0.26) 
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Figure 2.28. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of apatites Sr5(PO4)3Cu0.3OH0.7-δ with different 

content δ of peroxide and copper ions in higher oxidation state. Contour levels: from 1 to 50 

e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder diffraction data. Arrows show the 

distortion of the electron density near the copper atom. 

a) Sr5(PO4)3Cu0.3OH0.7-δ (sample SrA(0.3Cu-1), δ = 0.022) 

b) Sr5(PO4)3Cu0.3OH0.7-δ (sample SrA(0.3Cu-2), δ = 0.104) 

c) Sr5(PO4)3Cu0.3OH0.7-δ (sample SrA(0.3Cu-3), δ = 0.29) 
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Figure 2.29a. Two-dimensional electron-density maps based on Fobs+G–constraints (with procrystal 

density for complete structure) at y=0 of apatites Sr5(PO4)3Cu0.1OH0.9-δ with different content of peroxide 

and copper ions in higher oxidation state. Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution 

synchrotron X-ray powder diffraction data with sin0/00= 0.55 Å-1. Arrows show the distortion of the 

electron density near the copper atom.  

a) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1), δ = 0.038) 

b) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) 

c) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-3), δ = 0.26) 

d) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-4), δ > 0.26) 
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Figure 2.29b. Two-dimensional electron-density maps based on Fobs+G–constraints (with 

procrystal density for complete structure) at y=0 of apatites Sr5(PO4)3Cu0.1OH0.9-δ with different 

content of peroxide and copper ions in higher oxidation state. Contour levels: from 1 to 50 e/Å3, 

step 1 e/Å3. High-resolution synchrotron X-ray powder diffraction data with sinθ/λ = 0.65 Å-1. 

Arrows show the distortion of the electron density near the copper atom.  

a) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-1), δ = 0.038) 

b) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-2), δ = 0.10) 

c) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-3), δ = 0.26) 

d) Sr5(PO4)3Cu0.1OH0.9-δ (sample SrA(0.1Cu-4), δ > 0.26) 
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Figure 2.30. Two-dimensional electron-density maps based on Fobs+G–constraints (with procrystal 

density for complete structure) at y=0 of apatites:  

a) Sr5(PO4)3Ni0.2OH0.8-δ (sample SrA(0.2Ni)) 

b) Sr5(PO4)3Zn0.15OH0.85-δ (sample SrA(0.15Zn)) 

Contour levels: from 1 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder diffraction data. 

 
Figure 2.31. Two-dimensional electron-density maps based on Fobs+G–constraints (with procrystal 

density for complete structure) at y=0 of apatites:  

a) Sr10(PO4)6(O2)x(OH)2-2x, x=0 (hydroxy-apatite) 

b) Sr10(PO4)6(O2)x(OH)2-2x, x=0.68 (hydroxyperoxy-apatite) 

Contour levels: from 3 to 50 e/Å3, step 1 e/Å3. High-resolution laboratory X-ray powder diffraction data. 
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2.3.6. Conclusion 

The missing intercalated metal atoms in the crystal structures of Sr– and Ca–apatites have 

been successfully localized from high-resolution laboratory X-ray powder diffraction data by 

the Maximum Entropy Method (MEM). The MEM has been applied in a series of calculations 

using different types of experimental constraints (Fobs, Fobs+G, and FLeBail+G) and allowed 

precise location of copper atoms with fractional occupancies >= 0.05 in the apatite structure 

(corresponding to approximately 1.4 electrons per site) using an initial structural model without 

the intercalated metal atoms. As a common tendency it could be confirmed that the MEM map 

based on Fobs–constraints is the most biased by the model, and the MEM map based on 

FLeBail+G–constraints is the least biased by the model. For the MEM maps calculated with 

procrystal density, the value of the electron density of located metal atoms is increased in the 

order of maps based on Fobs–, Fobs+G–, and FLeBail+G–constraints. The MEM map based on 

FLeBail+G–constraints is the best choice for localization of missing atoms in centrosymmetric 

structures. 

The use of a structural model without intercalated metal atoms leads to many falsely 

assigned phases of weak reflections. Applying G–constraints for a sum of intensities of groups 

of overlapping reflections decreases the model bias not only through the absence of the model-

biased partitioning of the overlapping intensities but presumably also through the decrease of 

the number of reflections with incorrect phases in the F–constraints. 

The results obtained with high-resolution laboratory X-ray powder diffraction data were 

compared with high-resolution synchrotron powder diffraction data. It was shown that the MEM 

can be successfully used for the determination of the accurate electron density distribution from 

high-resolution laboratory X-ray powder diffraction data. The difference between MEM maps 

from laboratory and synchrotron diffraction data are caused primarily by different instrumental 

peak profiles and different resolution sinθ/λ. 
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2.4. Application of MEM for reconstruction of electron density of BaZnF4 and 

BaMgF4 from low-temperature X-ray powder diffraction data 

2.4.1. Background information 

Ternary fluorides BaZnF4 and BaMgF4 crystallize in space group Cmc21. The Zn/Mg 

cations are surrounded by six fluoride atoms forming layers perpendicular to b-axis (Fig. 2.32). 

Between these layers the Ba cations are located. 

In the present work the experimental determination of the electron charge density of 

BaZnF4 and BaMgF4 at 10 K using high-resolution synchrotron powder diffraction data and 

MEM is reported. It was previously shown that at 10 K the thermal motion on the true electronic 

charge is minimized and can be compared with the DFT-calculated electron density distribution 

(Butcher et al., 2011). MEM reconstructed electron density distribution for LiBD4 showed that 

high-resolution powder diffraction data can be successfully used for experimental determination 

of atomic and ionic charges for compounds comprised of light elements (Buchter et al., 2011). 

The question about the applicability of MEM for compounds of heavy elements remained open. 

 
Figure 2.32. Crystal structure of BaZnF4 and BaMgF4 in a projectin along a-axis. 
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2.4.2. X-ray powder diffraction investigation of BaZnF4 and BaMgF4 

High-resolution synchrotron powder diffraction data of BaZnF4, BaMgF4, and BaMnF4 

were measured by Posse et al. (2009) at ID31, ESRF (Grenoble, France). 

The program TOPAS 4.1 (Coelho, 2007) was used for extraction of intensities after whole 

powder pattern fitting (WPPF) according to the Rietveld method. The amplitudes of the 

structure factors were corrected for anomalous scattering according to the procedure of 

Bagautdinov et al. (1998). Crystallographic and refinement data for all samples at ambient 

conditions are given in Appendix 2, Tables A1-A2. Experimental and calculated profiles for 

Rietveld refinements are given in Figs. 2.33 and 2.34. 

 

Figure 2.33. Rietveld plot of BaZnF4. 

 

 

Figure 2.34. Rietveld plot of BaMgF4. 
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2.4.3. MEM calculations of electron density of BaZnF4 and BaMgF4 

All MEM calculations were performed using the computer program BayMEM (van 

Smaalen et al., 2003), employing the Sakata–Sato algorithm (Sakata & Sato, 1990). A pixel grid 

of 48×144×128 along the crystallographyc axes a, b, and c was chosen for MEM calculations, 

corresponding to ~0.1 Å per pixel resolution in each directions. Details about the maximum-

entropy calculations are given in Appendix 2, Tables A1-A2. The maximal resolution sinθ/λ 

was ~0.65 Å-1. Optimal values for the Lagrange multiplier were obtained by trial and error. The 

stopping criterion according to Hofmann et al. (2007) was not precise enough to determine the 

most “featureless” distribution of residual electron density, so the criterion of Meindl & Henn 

(2008) was applied. The final model from the Rietveld refinement was used to create the 

procrystal density in the form of ISAM (independent spherical atom model), (Fig. 2.35). Atomic 

charges were determined from the MEM and DFT electron density distribution by applying the 

Bader analysis for atoms in molecules (Bader, 1990), using the program EDMA for MEM 

reconstructed electron density distribution (Palatinus et al., 2012) with partition mode “near-

grid”. 

 

2.4.4. DFT calculations of electron density of BaZnF4 and BaMgF4 

DFT-calculations for BaZnF4 and BaMgF4 were performed using the program WIEN2K 

with PBE-functional (Table 2.2). 

 

2.4.5. Analysis of electron density distribution of atoms in BaZnF4 and BaMgF4 

Series of MEM calculations with procrystal electron density (Table 2.3) based on 

experimental constraints of different order n = 2, 4, 6 were performed. MEM calculations based 

on F2 – constraints allow precise determination of atomic charges, but the electron density 

distribution is distorted in the low density region (Fig. 2.36). In order to improve the electron 

density distribution in the low density region, generalized constraints of order n=4 (χ4) and n=6 

(χ6) were used, which allow to use high-order central moments of the distribution of the 

residuals: F4 – constraints and F6 – constraints (Palatinus & van Smaalen, 2002). In the 

presented case the histograms of the structure factors residuals are distorted, when the 

generalized F4 – and F6 – constraints are used. As a result, the electron density distribution in 

the low density region remains distorted, and the integrated atomic charges are incorrect (Figs. 
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2.37 and 2.38, Table 2.3). Application of prior-derived FPD–constraints (Palatinus & van 

Smaalen, 2005) up to 2.0 Å-1 with F2 – constraints (F2+FPD) and the application of G–

constraints with F2 – constraints (F2+G) led to an almost undistorted distribution of the electron 

density and very good agreement between MEM- and DFT-calculated atomic charges (Figs. 

2.39 and 2.41, Table 2.3). The results of the corresponding calculations with generalized 

constraints showed large variations in the atomic charges and in the distribution of the electron 

density (Figs. 2.40, Table 2.3). The MEM calculations of LiBD4 also revealed that F2+G – 

constraints are the most accurate for the experimental characterization of the electron density 

distribution (Buchter et al., 2011). The MEM calculations based on F2+G+FPD did not 

converge. Results of MEM calculations clearly showed that the use of an uniform prior density 

prevents any reliable determination of the electron density distribution and atomic charges (Fig. 

2.42 and Table 2.3). 

The results of extended MEM calculations performed in this work confirmed that the use of 

G-constraints for overlapping reflections is mandatory for accurate MEM reconstruction of the 

electron density distribution and determination of precise ionic charges. Using of G-constraints 

decreases the model-bias effect due to extraction of individual structure factors amplitudes and 

allows the determination of atomic charges from X-ray powder diffraction data with a resolution 

of sinθ/λ~0.65 Å-1. The successful application of prior-derived FPD-constraints was unexpected, 

since they were useless for the reconstruction of the electron density of LiBD4 (Butcher et al., 

2011). Understanding of applicability of FPD-constraints requires additional investigations. 

 

Table 2.2. Prior (IASM) and DFT electron density distribution and corresponding 

integrated atomic charges. 

Density Ba (e) Zn/Mg (e) F1 (e) F2 (e) F3 (e) F4 (e) ∑
−

4

1i

i
F  (e) 

BaZnF4 
(prior) 

53.896 28.315 9.991 9.981 9.917 9.947 39.836 

BaMgF4 
(prior) 

53.884 10.281 10.021 9.924 9.938 9.952 39.835 

BaZnF4 
(DFT) 

54.297 28.553 9.792 9.789 9.776 9.796 39.153 

BaMgF4 
(DFT) 

54.301 10.246 9.853 9.851 9.875 9.882 39.461 
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Table 2.3. MEM calculations of the electron density distribution and corresponding 

integrated atomic charges. 

Density 
Prior 

n 

(order) 
G FPD Ba (e) 

Zn/Mg 

(e) 

F1 

(e) 

F2  

(e) 

F3  

(e) 

F4  

(e) 
∑
−

4

1i

i
F  (e) 

BaZnF4  IASM 2   54.266 28.420 9.827 9.797 9.834 9.903 39.361 

IASM 4   54.368 28.485 9.752 9.759 9.753 9.930 39.194 

IASM 6   54.433 28.493 9.687 9.744 9.729 9.961 39.121 

IASM 2 Y  54.310 28.416 9.791 9.772 9.805 9.953 39.321 

IASM 4 Y  54.387 28.487 9.763 9.729 9.714 9.967 39.173 

IASM 2  Y 54.287 28.379 9.897 9.793 9.789 9.902 39.380 

IASM 4  Y 54.352 28.527 9.804 9.760 9.731 9.874 39.169 

IASM 2 Y Y 54.319 28.330 9.869 9.819 9.797 9.914 39.398 

uniform 2   51.464 27.727 9.892 9.399 9.607 9.398 38.295 

uniform 4   52.396 28.226 9.672 9.670 9.638 9.485 38.465 

uniform 6   52.425 28.223 9.714 9.581 9.637 9.522 38.455 

uniform 2  Y 51.254 27.829 9.413 9.134 9.367 9.682 37.595 

BaMgF4  IASM 2   54.288 10.206 9.886 9.911 9.794 9.916 39.507 

IASM 4   54.393 10.179 9.816 9.872 9.773 9.967 39.428 

IASM 6   54.432 10.176 9.799 9.839 9.746 10.008 39.392 

IASM 2 Y  54.277 10.253 9.859 9.907 9.792 9.912 39.47 

IASM 4 Y  54.453 10.185 9.804 9.865 9.699 9.993 39.361 

IASM 2  Y 54.484 10.173 9.860 9.703 9.803 9.977 39.343 

IASM 4  Y 54.424 10.157 9.793 9.801 9.792 10.032 39.418 

IASM 2 Y Y 53.884 10.281 10.021 9.924 9.938 9.952 39.835 

uniform 2   52.807 10.271 9.976 9.726 9.517 9.746 38.965 

 

 
Figure 2.35. Two-dimensional procrystal electron-density maps at z=0 of BaZnF4 (left) and 

BaMgF4 (right). Contour levels: from 0.5 to 200 e/Å3, step 0.5 e/Å3. 
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Figure 2.36. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F2–constraints. Contour levels: from 0.5 to 200 e/Å3, step 0.5 e/Å3. 

 

 
Figure 2.37. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F4–constraints. Contour levels: from 0.5 to 200 e/Å3, step 0.5 e/Å3. 
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Figure 2.38. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F6–constraints. Contour levels: from 0.5 to 200 e/Å3, step 0.5 e/Å3. 

 

 
Figure 2.39. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F2– and FPD–constraints (FPD–constraints up to 2.0 Å-1). Contour levels: from 

0.5 to 200 e/Å3, step 0.5 e/Å3. 
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Figure 2.40. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F4– and FPD–constraints (FPD–constraints up to 2.0 Å-1). Contour levels: from 

0.5 to 200 e/Å3, step 0.5 e/Å3. 

 

 
Figure 2.41. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F2+G–constraints. Contour levels: from 0.5 to 200 e/Å3, step 0.5 e/Å3. 
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Figure 2.42. Two-dimensional electron-density maps at z=0 of BaZnF4 (left) and BaMgF4 

(right) based on F2–constraints with uniform prior. Contour levels: from 0.5 to 200 e/Å3, step 

0.5 e/Å3. 

 

2.4.6. Conclusion 

The experimental electron density distribution and the integrated ionic charges of BaZnF4 

and BaMgF4 were determined by application of the maximum entropy method from high-

resolution synchrotron X-ray powder diffraction data at 10 K. It was confirmed that MEM can 

be successfully applied for the determination of the accurate electron density distribution of 

heavy-atom compounds. The best electron density distribution was obtained by using G-

constraints for strongly overlapping reflections (F2+G-constraints) and by using prior-derived 

constraints (F2+FPD-constraints). The use of procrystal electron density in the form of IASM 

was necessary in both cases. The experimental atomic charges are in good agreement with the 

charges calculated by DFT. 
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of apatites with different intercalated metal atoms. Z. Kristallogr. 227, 321-333. 

2) Kazin, P.E.; Zykin, M.A.; Dinnebier, R.E.; Magdysyuk, O.V.; Tretyakov, Yu.D.; Jansen, 

M. (2012). An Unprecedented Process of Peroxide Ion Formation and its Localization in the 



 

 77

Crystal Structure of Strontium Peroxy-Hydroxyapatite Sr10(PO4)6(O2)x(OH)2–2x. Z. Anorg. Allg. 

Chem. 638(6), 909–919. 

Chapter 2.4 will be published: 
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entropy method (in preparation). 
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Chapter 3 

Application of parametric refinement and group-theoretical analysis to structural phase 

transitions 

 

3.1. Introduction 

Landau theory for structural phase transitions (Landau & Lifshitz, 1959) was widely and 

very successfully used for the description of ferroelastic (“translationengleich”) and co-elastic 

(“klassengleich”) phase transition in crystalline solids (reviewed by Cowley, 1980; Bruce & 

Cowley, 1981; Wadhawan, 1982; Salje, 1990, 1991a, 1991b, 1992, 1993; Dove, 1997; 

Carpenter et al., 1998a; Carpenter & Salje, 1998b). A formal basis for the analysis of structural 

distortions in crystals associated with a phase transition is provided by Landau theory through 

introduction of the order parameter. The order parameter is created by breaking the symmetry 

and quantifies how far the low-symmetry structure deviates from the high-symmetry form. The 

structural order parameter originates from some structural features (i.e. polyhedral tilting). The 

order parameter is set to 0 for the high-symmetry phase and typically normalized to a maximum 

of 1 for the low-symmetry phase. The order parameter breaks a particular symmetry which 

exists in the high-symmetry form but does not exist in the low-symmetry form. Thus the 

transformation behavior of the order parameter is given by the symmetry-breaking irreducible 

representation (irrep) of the high-symmetry space group.  

The distortion mode analysis can be easy combined with Landau theory for structural phase 

transitions, because both distortion mode analysis and Landau theory consider the low-

symmetry structure as a distorted version of the high-symmetry structure (real or pseudo-

symmetrical). For distortion modes analysis, the group-subgroup relation must exist between 

low- and high-symmetry structures, and the structural distortion of the low-symmetry structure 

is analyzed in terms of the distortion of parent high-symmetry structure. Structural distortion 

can be displacive distortion, order-disorder distortion, or their combination. Distortion modes 

are associated with different irreducible representation (irrep) of the high-symmetry space 

group, have different origin and amplitude. Analysis of the origin and contribution of different 

distortion modes is a subject of the symmetry-mode analysis (Perez-Mato et al., 1981, 1986; 

Manes et al., 1982; Hatch et al., 1990; Stokes et al., 1991b; Aroyo & Perez-Mato, 1998). 
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In this work, the free internet-based computer programs ISODISTORT (Campbell et al., 

2006) and AMPLIMODES (Orobengoa et al., 2009) were used for the symmetry-mode analysis. 

Program AMPLIMODES allows analyzing of the structural distortion without consideration of 

the strain and without implementation of the distortion modes into refinement process of 

experimental data. Program ISODISTORT provide the possibility for analyzing structural 

distortion and strain, and also the implementation of all distortion modes into refinement 

process of experimental data. Atomic distortion modes are given in terms of atomic 

displacement relatively to the high-symmetry structure. 

Usually at least one irrep is a symmetry-breaking irrep and is responsible for the lowering of 

the symmetry; the corresponding distortion modes are symmetry-breaking or primary distortion 

modes. Distortion modes corresponding to other irreps are non-symmetry-breaking or secondary 

distortion modes. 

Any real structural phase transition in crystals is accompanied by lattice relaxations, which 

are usually analyzed in terms of symmetry-adapted strains. Such strains can provide detailed 

insights into the nature and mechanisms of the structural phase transition. The strain interacts 

with the order parameter, and the coupling of the strain with order parameter determines the 

structural transformation in the system with a single order parameter (reviewed in Salje, 1991a, 

1993; Carpenter et al., 1998a, Carpenter & Salje, 1998b; Carpenter, 2000). Also strain is a 

dominant mechanism in coupling between different orders parameters in systems with more 

than one order parameter resulting from consecutive phase transitions. Such coupling might 

occur between cation ordering, electronic ordering, magnetic ordering, octahedral tilting, etc., 

(reviewed in Salje, 1991a, 1992, 1993; Salje et al., 2005; Salje & Devarajan, 1986; Carpenter & 

Salje, 1998b; Carpenter et al., 1998a; Carpenter & Howard, 2009a, 2009b; Stokes & Hatch, 

1991a). 

The correlation between the changes in the crystal structure during the phase transition and 

lattice strain leads to symmetry constraints on possible coupling mechanisms. The group-

theoretical approach to phase transitions allows the prediction of possible coupling mechanisms 

between strain and order parameter (Salje, 1991a, 1993; Carpenter & Salje, 1998b; Carpenter et 

al., 1998a; Carpenter, 2000) or between different order parameters via common strain (Salje & 

Devarajan, 1986; Salje, 1985a, 1991a, 1993; Salje et al., 1985b; Stokes & Hatch, 1991a; 

Carpenter & Howard, 2009a, 2009b). Thus, possible problems in the analysis of structural phase 
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transitions connected with poor or insufficient experimental data can be avoided and a correct 

description of the phase transition mechanism can be derived. 

Parametric refinement is a relatively new refinement technique suggested by Stinton & 

Evans (2007). The basic idea of parametric refinement is a simultaneous refinement of the 

whole set of multiple experimental data. In contrast, the traditional sequential refinement is 

based on independent refinements of each powder pattern. The analysis of results of sequential 

refinements is done by application of mathematical models to the set of parameters received 

from all individual sequential refinements. The parametric refinement allows the application of 

a realistic physical model during refinement. Thus, testing of different models describing the 

investigated physical process can be performed with increased accuracy. The parametric 

refinement was successfully used for improving the precession of cell parameter determination 

(Stinton & Evans 2007, Halasz et al., 2010; Müller et al., 2010, 2011), refining non-

crystallographic parameters (Stinton & Evans 2007), and analysis of the kinetics of reactions 

(Stinton & Evans 2007, Müller et al., 2009). 

 

3.2. Basics of application of parametric refinement and group-theoretical analysis to 

structural phase transitions 

3.2.1. Landau theory for structural phase transitions 

Landau assumed that the Gibbs free energy G can be described in a Taylor power series for 

small values of Q (Landau potential), (Landau & Lifshitz, 1959). Nevertheless, the polynomial 

form of G was found to be a good approximation over an extended temperature interval and for 

large values of Q: 

G= G0 + A0Q +AQ
2 + CQ3 + BQ4 + …                                                                    (1) 

where G0 is a non-singular part of the Gibbs free energy and A0, A, B, and C are being smooth 

functions of temperature and pressure. The temperature dependence of the coefficients A0 and B 

is usually neglected. 

The Gibbs free energy is by definition zero in the high-symmetry phase (ignoring short-

range ordering and fluctuations) and varies as a direct function of Q only in the low-symmetry 

phase. The equilibrium condition ∂G/∂Q = 0 has a trivial solution G(T) = 0 for the high-

temperature phase. Different assumptions on the parameters of the polynomial form of G can be 
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made. In case of the so-called 2-4 potential, corresponding to a classical second-order phase 

transition: 

G = G0 + atQ
2 + BQ4,                                                                                                (2) 

with t = 
Tc

TcT −
, Tc – critical temperature of phase transition; T – given temperature of the low-

symmetry phase; a and B – constants, a > 0 and B > 0. For the equilibrium condition ∂G/∂Q = 0 

it follows immediately that  

Q = 
B

a

2

2
1

Tc

TcT −

 = 
B

a

2

2
1

t    for T < Tc                                                           (3) 

and Q = 0 for T > Tc. 

Including the Q6-term into the 2-4 potential leads to 

G = G0 + AQ
2 + BQ4 + DQ6, (D > 0)                                                                        (4) 

and does not introduce any new effects in case of B > 0. But for B ≤ 0 the character of the phase 

transition is changed to tricritical (B = 0) or weak first-order (B < 0). In case of the so-called 2-6 

potential (B = 0): 

G = G0 + atQ
2 + DQ6                                                                                                (5) 

For the equilibrium condition ∂G/∂Q = 0 it follows immediately that 

Q = 4
2D

ta
 =  4

2D

a
 4

1

t  = 4
2D

a 4
1

Tc

TcT −

 for T < Tc                                             (6) 

and Q = 0 for T > Tc. 

A so-called weak first-order phase transition for non-ferroelastic materials can also be 

achieved by including a cubic Q3-term into the 2-4 potential (Cowley, 1980): 

G = G0 + atQ
2 + btQ3 + BQ4                                                                                    (7) 

In this case: 

Q = taBtb
B

t
B

b
329

8

1

8

3 22
−±−                                                                              (8) 

In general, the phase transition can be characterized by the so-called critical exponent β, 

where β = 1/2 for a classical second-order phase transition, β = 1/4 for a tricritical phase 

transition and 1/4< β <1/2 for a phase transition which can be described as intermediate between 

pure classical second-order phase transition and tricritical phase transition: 
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Q = 
β










R

a

2
|t|β = 

β










R

a

2

β

Tc

TcT −
= E tβ     for T < Tc                                              (9) 

To take into account the saturation of the order parameter at low-temperatures (usually less 

than 150 K), the Landau free-energy expansion in the following form can be used (Salje et al., 

1991c; Perez-Mato & Salje, 2000, 2001): 

G = G0 + 















−









Tc

Ts

T

TsATs
cothcoth

2
Q2 + BQ4 + DQ6                                        (10) 

with the saturation temperature Ts and the critical temperature Tc. 

 

3.2.2. Coupling mechanisms between symmetry-adapted strain and order parameter 

The Landau model can be extended to include strain and to analyze it from a macroscopic 

(thermodynamic) point of view (Salje, 1991a, 1993; Carpenter et al., 1998b; Carpenter & Salje, 

1998a; Carpenter, 2000). 

For a structural phase transition, in which the strain e arises by coupling with a structural 

order parameter Q, the Gibbs free energy of the low-symmetry phase with respect to the high-

symmetry phase (at the same conditions of temperature, pressure, etc.) can be expressed as: 

G = GQ + Ge,Q + Ge,                                                                                                (11) 

where GQ describes the change in free energy due to the effect of Q alone, Ge,Q describes the 

coupling energy due to the interaction between spontaneous strain e and order parameter Q, and 

Ge describes the elastic energy from the relaxation of the unit cell (Salje, 1993). 

A substantial part of the driving force for the phase transition can be associated with the 

spontaneous strain due to the coupling between Q and e (eq. 11). Coupling between Q and e is 

characterized by a long correlation length in the material and the order of the phase transition 

depends on the strength of coupling between order parameter and strain (Salje, 1993). 

The group-theoretical approach allows the prediction of possible relations between strain 

and order parameter and was described in detail by (Carpenter et al., 1998a; Carpenter & Salje, 

1998b; Carpenter, 2000). Each combination of strain and order parameter for the Gibbs free 

energy in eq. 11 must obey the symmetry rules and cannot be added arbitrarily. The formal 

requirement is that each term must be invariant with respect to all symmetry operations of the 

space group of the high-symmetry space group, or, in other words, the product of the related 

irreducible representations must contain the identity representation. Thus, every term should 
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transform as the identity representation of the space group of the high-symmetry phase. The 

product of any two components which individually transform as the same representation is 

allowed, since the square of an irreducible representation is always equal to the identity 

representation.  

In the following, we will consider on a common basis the different coupling mechanisms 

between strain and order parameter. The determination of the correct coupling mechanisms is 

important for the correct description of a phase transition.  

1) Bilinear coupling between symmetry-adapted strain e and order parameter Q. 

Bilinear coupling between symmetry-adapted strain e and order parameter Q suggests that 

spontaneous strain and order parameter are simply proportional to each other. It is allowed only 

for a strain which transforms according to a symmetry-breaking representation (=symmetry-

breaking strain), because the order parameter transforms according to a symmetry-breaking 

representation. 

In case of bilinear coupling eQ between strain and order parameter a Landau free-energy 

expansion for a second-order phase transition will be: 

242

0

2
e

f
deQBQatQGG +−++=                                                                       (12a) 

where d and f are constants with d > 0 and f > 0. 

We also can write a Landau free-energy expansion for a tricritical phase transition (B = 0): 

262

0

2
e

f
deQDQatQGG +−++=                                                                       (12b) 

Or for the general case: 

2642

0

2
e

f
deQDQBQatQGG +−+++=                                                            (13) 

The term eQ in eq. 13 is only allowed if the term Q2 is also present and the strain e 

transforms as a symmetry-breaking representation (Carpenter et al., 1998a; Salje, 1991a). In this 

case, the term eQ transforms as the identity representation. A bilinear coupling is allowed only 

for some (but not all) transitions associated with the center of the Brillouin zone k
r

 = (0, 0, 0), 

and the transition should be equitranslational for which the active representation has an 

associated basis function with second-rank tensor properties (proper ferroelastic transition), 
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(Carpenter et al., 1998a). It is not allowed for all zone-boundary transitions (Carpenter et al., 

1998a). 

Application of the equilibrium condition for the strain to eq. 13 and 0.25 ≤ β ≤ 0.5 results in:  

fedQ
e

G
+−=

∂

∂
=0 

Q
f

d
e =  = 

f

d
β










R

a

2

β

Tc

TcT −
= E 

β

Tc

TcT −
 = E |t|β       for T < Tc                       (14) 

where R is a coefficient depending on both coefficients B and D in the Landau free-energy 

expansion (eq. 13). 

Bilinear coupling between strain e and order parameter Q suggests that e ~ Q ~ |t|β. For a 

second-order phase transition β = ½ and e2 ~ |t|, for a tricritical phase transition β = ¼ and e4 ~ 

|t|. The graphical imaging of the strain as a function of t = 
Tc

TcT −
,  e(t), or as a function of T, 

e(T), is widely used for the determination of the character of the phase transition, although this 

method can be ambiguous. To receive precise results it is necessary to fit the experimental data 

by an analytical function e(t). 

2) Linear-quadratic coupling between symmetry-adapted strain e and order parameter Q. 

Linear-quadratic coupling between symmetry-adapted strain e and order parameter Q is 

different for symmetry-adapted strains transformed as a symmetry-breaking representation or as 

a non-symmetry-breaking representation. 

If the strain transforms according to a non-symmetry-breaking representation (= non-

symmetry-breaking strain), a term eQ2 is always allowed because Q2 transforms according to a 

non-symmetry-breaking representation. The term eQ2 is allowed to be present in a Landau free-

energy expansion only if the term Q2 is also present (Carpenter et al., 1998a; Salje, 1991a). 

In general for 0.25 ≤ β ≤ 0.5: 

2Q
f

d
e =  = 

f

d
β2

2




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



R

a
β2

Tc

TcT −

= E 
β2

Tc

TcT −

 = E |t|2β       for T < Tc                (15) 

where d, f, R, E – constants. 

Linear-quadratic coupling between strain e and order parameter Q suggests e ~ Q2 ~ |t|2β. For 

the second-order phase transition β = 1/2 and e ~ |t|; for the tricritical phase transitions β = 1/4 

and e2 ~ |t|.   
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If strain transforms as an active representation (=symmetry-breaking strain), a term eQ2 is 

allowed only for transitions, for which a term Q3 is present in the free energy (corresponding to 

a first-order phase transition), (Carpenter et al., 1998a; Salje, 1991a). 

3) Linear-cubic coupling between symmetry-adapted strain e and order parameter Q. 

Linear-cubic coupling between symmetry-adapted strain e and order parameter Q is different 

for symmetry-adapted strains transformed according to a symmetry-breaking representation or 

according to a non-symmetry-breaking representation. 

If the strain transforms as a symmetry-breaking representation (=symmetry-breaking strain), 

a term eQ3 is allowed to be present in the Landau expansion for free energy only when a term 

Q4 is also present in the equation for free energy (Carpenter et al., 1998a; Salje, 1991a). 

In general for ¼ < β ≤ ½: 

e = 3Q
f

d
 = 

f

d
β3

2




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



R

a
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Tc

TcT −

= E 
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Tc

TcT −

 = E |t|3β     for T < Tc                  (16) 

If the strain transforms according to a non-symmetry-breaking representation (=non-

symmetry-breaking strain), a term eQ3 is allowed only when the term Q3 is also present in the 

equation for free energy. Therefore, the corresponding phase transition should be a first-order 

phase transition (Carpenter et al., 1998a; Salje, 1991a). 

4) Biquadratic coupling between symmetry-adapted strain e and order parameter Q. 

Biquadratic coupling e2Q2 between symmetry-adapted strain e and order parameter Q is 

always allowed by symmetry and suitable for strains transformed according to a symmetry-

breaking representation (=symmetry-breaking strain) and according to a non-symmetry-

breaking representation (=non-symmetry-breaking strain), since e2 and Q2 are always 

transformed according to a non-symmetry-breaking representation. 

The general solution for ¼ < β ≤ ½: 

Q
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Tc
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β

Tc

TcT −
 = E |t|β   for T < Tc and  E > 0    (17) 

Formally eq. 17 for biquadratic coupling between symmetry-adapted strain e and order 

parameter Q coincides with eq. 14 for bilinear coupling, so, without explicit temperature 

dependence of strain, the biquadratic coupling is similar to bilinear coupling. The bilinear 

coupling is valid only for symmetry-adapted strain transformed according to a symmetry-
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breaking representation and should be given preference if there are no other reasons to consider 

biquadratic coupling. 

5) Biquadratic coupling between symmetry-adapted strain e and order parameter Q with 

explicit temperature dependence of strain. 

It is possible to introduce a physically meaningful explicit temperature dependence of 

symmetry-adapted strain in the case of biquadratic coupling between strain and displacive order 

parameter. For the biquadratic coupling a Landau expansion for free energy can be written as: 
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Or in alternate form: 
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where the constant M was chosen for simplification, allowing eq. 18 to be of the form 
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Under the assumption that strain is an explicit function of temperature and changes its value 

slowly with changing temperature, the term 
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where K is a constant. 

Eq. 21 is valid for strain transforming as a symmetry-breaking representation as well as for 

strain transforming as an identity representation, because 
2


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 necessarily transforms as an 

identity representation. 

Therefore, the Gibbs free energy in the range of the explicit temperature dependence of 

strain is 
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Eq. 22 has a minimum when 
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When the displacive order parameter is saturated (at temperatures far from the phase 

transition), the strain is not explicitly temperature dependent and is close to its equilibrium 

value. 

In eq. 25 one assumes explicit temperature dependence of the strain, not of the coupling 

coefficient. The same functional behaviour is expected for the temperature dependence of the 

coupling coefficient if the coefficient is large near the phase transition but then becomes 

smaller. As a result, a strong coupling near the phase transition reducing to much weaker 

coupling at low-temperatures could have exactly this effect. 

To the best of our knowledge, only coupling mechanisms without explicit temperature-

dependence of strain were applied to experimental X-ray and neutron diffraction data of 

structural phase transitions. Although some notes on a possible temperature dependence of 

strain (or coupling coefficient between strain and order parameter) can be found in several 

papers (Carpenter & Salje, 1998b; Becerro et al., 2002; Glazer et al., 2010), theoretical 

calculations were not performed. 

6) Higher-order coupling between symmetry-adapted strain e and order parameter Q is also 

possible but rare and therefore will not be considered here. 

 

3.3. Parameterization of the coupling between strain and order parameter for 

LuF[SeO3] 

3.3.1. Background information 

The synthesis of LuF[SeO3] was described previously (Lipp & Schleid, 2007, 2009; Lipp et 

al., 2013).  
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Figure 3.1. Structural fragment of LuF[SeO3], showing a LuF2O5 polyhedron at ambient 

conditions (Lipp et al., 2013). 

 

LuF[SeO3] (Fig. 3.1) exhibits two confirmed phase transitions: a low-temperature phase 

transition (P 1  - P21/c) was found by single crystal diffraction with a transition temperature on 

cooling below -41°C by DSC, below -75°C by powder diffraction (Lipp et al., 2013), and below 

-60oC on cooling and at 10oC on heating by Raman spectroscopy. It is of first-order and 

accompanied by a change of the coordination number of the Se atom and a huge drop in volume 

(~16 %). Complementary investigations using laboratory powder diffraction showed that the 

phase transition either occurs only for part of the sample or not at all, which is attributed to 

kinetic hindrance (Lipp et al., 2013). A high-temperature phase transition (P 1  - P21/m) was 

detected by DSC measurements at a transition temperature of 109°C and the high-temperature 

crystal structure was solved from single crystal data (Lipp et al., 2013). Using synchrotron X-

ray powder diffraction, a strong dependence of the transition temperature on the thermal history 

of the sample was found, leading to an increase of the phase transition temperature when the 

sample was previously cooled down to -173°C in absence of the low-temperature phase. This 

behavior is attributed to strain-order parameter coupling. To investigate this effect further, the 

high-temperature phase transition of LuF[SeO3] was analyzed in detail by comparing different 

models for the strain-order parameter coupling using parametric refinement techniques (Stinton 

& Evans, 2007). 
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3.3.2. X-ray powder diffraction investigation of the high-temperature phase transition 

of LuF[SeO3] 

Powder diffraction data of LuF[SeO3] were collected at the high-resolution powder 

diffractometer I11 at Diamond, Great Britain (Parker et al., 2011; Thompson et al., 2009, 2011). 

The wavelength was determined to be 0.8264(3) Å from a silicon standard. The sample was 

contained in a sealed 0.1-mm quartz capillary and was rotated around θ in order to improve 

randomization of the crystallites. The diffracted beam was detected with a series of 

PSD(Mythen2)-detectors with 90° aperture (Schmitt et al., 2003; Bergamaschi et al., 2010). The 

sample was first cooled from room-temperature (RT) down to -173°C and then was heated up to 

RT with 2 °/min. Powder patterns were continuously collected for 12 seconds/frame. The 

sample was then kept at RT around 12 hours to reach equilibrium conditions (which explains the 

small offset of the lattice parameters between runs 2 and 3 of Figs. 3.3 and 3.4) before it was 

heated up to 300°C and consecutively cooled down to RT with 3 °/min. Powder patterns were 

collected continuously for 14 seconds/frame.  

The program TOPAS 4.1 (Coelho, 2007) was used for refinement according to the Rietveld 

(Rietveld, 1967, 1969) and Le Bail (Le Bail et al., 1988) methods. Cut-outs of two-dimensional 

projections (so called simulated heating/cooling-Guinier patterns) of the observed scattered X-

ray intensity of LuF[SeO3] as a function of diffraction angle (x-axis) and temperature (y-axis) 

are shown in Fig. 3.2. 

In the present work, precise values of the strain components for the high-temperature phase 

transition of LuF[SeO3]  were determined directly from the measured lattice parameters by Le 

Bail fits of the experimental X-ray powder diffraction data. The program ISODISTORT 

(Campbell et al., 2006) was used for the distortion mode decomposition of the high-symmetry 

phase in P21/m into the low-symmetry phase P 1 . The strain components e(t) received in this 

way were corrected for thermal expansion. Typical input files for the sequential and parametric 

(Stinton & Evans, 2007; Campbell et al., 2007; Halasz et al., 2010) Le Bail fits and Rietveld 

refinements have been deposited as Appendix 3. 

The essential feature of the X-ray diffraction experiment under investigation is the initial 

cooling of the LuF[SeO3] sample down to -173°C, which considerably changed the thermal 

behavior (Fig. 3.2). The structural changes are primarily determined by deformation and rotation 

of the LuF2O5-polyhedra around the c-axis (Fig. 3.1). The expected first-order phase transition 
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P 1  –> P21/c on cooling was kinetically hindered (Lipp et al., 2013), thus cooling down to -

173°C created extensive volume strain in the triclinic structure of LuF[SeO3]. During 

subsequent heating of this sample from RT up to 300°C, a second-order phase transition is 

observed at 120°C, while during the consecutive cooling down to RT a  tricritical phase 

transition is observed at 98°C (Fig. 3.2). Detailed analysis of both phase transitions revealed that 

they are determined by different coupling mechanisms between strain and displacive order 

parameter depending on the previous thermal treatment of the material.  

In the course of the investigation of the phase transitions in LuF[SeO3] using high-resolution 

in situ synchrotron X-ray diffraction measurements in dependence on temperature, an extreme 

effect of such a coupling was detected being the motivation for the present work. 
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Figure 3.2. Left: two-dimensional projection (simulated heating/cooling-Guinier pattern, prepared using 

Powder3D (Hinrichsen et al., 2006)) of the observed scattered X-ray intensity for LuF[SeO
3
] as a 

function of diffraction angle (x-axis) and temperature (y-axis), top – on heating, bottom – on cooling. 

Right: splitting of the (210) peak during the phase transition in LuF[SeO
3
] from monoclinic to triclinic 

symmetry. 

 
Figure 3.3. Temperature dependence of the unit cell volume of LuF[SeO3]. Numbers show the sequence 

of cooling and heating: 1 – cooling from RT to -173oC, 2 – heating from -173oC to RT, 3 – heating from 

RT to 300oC, 4 – cooling from 300oC to RT. (The offset of the lattice parameters between runs 2 and 3 is 

explained in the text). 
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Figure 3.4. Temperature dependence of symmetry-adapted strains for LuF[SeO3]. Numbers 

show the sequence of cooling and heating: 1 – cooling from RT to -173oC, 2 – heating from -

173oC to RT, 3 – heating from RT to 300oC, 4 – cooling from 300oC to RT. 
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3.3.3. Distortion modes analysis of the coupling mechanism between strain and displacive 

order parameter for the phase transition P21/m–>P 1  of LuF[SeO3] 

Determination of possible coupling mechanisms between symmetry-adapted strain and 

displacive order parameter requires the determination of strains which have properties of the 

symmetry-breaking irreducible representation and of the non-symmetry-breaking representation. 

According to Stokes & Hatch, (1988) the phase transition P21/m –> P 1  is associated with k
r

= (0, 0, 

0), and the displacive order parameter is one-dimensional. Two irreducible representations 

correspond to this phase transition: GM1+, (non-symmetry-breaking) and GM2+, (symmetry-

breaking). The phase transition is allowed to be continuous by both, Landau theory and 

renormalization-group theory. 

The distortion mode decomposition of the high-symmetry structure in P21/m space group into 

the low-symmetry structure in P 1  space group revealed two sets of structural distortion modes: one 

set transforming according to non-symmetry-breaking GM1+ irrep and related to the thermal 

expansion (a1, a2, a4, a5, a7, a8, a10, a11, a13, a14, a15), and another set transforming according to 

symmetry-breaking GM2+ irrep (a3, a6, a9, a12, a16, a17, a18) and related to the lowering of the 

symmetry from monoclinic to triclinic primarily due to the deformation and rotation of the Lu-

polyhedron around the c-axis. All distortion modes exhibit very small amplitudes. Since distortion 

modes a3, a6, a9, a12, a16, a17, and a18 belong to the same symmetry-breaking GM2+ irrep, they are 

linearly dependent and thus reduced to one normalized displacive structural order parameter Q, 

reflecting the cooperative structural changes due to symmetry-breaking distortion modes. Therefore, 

the displacive order parameter Q is a measure of the structural distortion of the triclinic phase in 

comparison to the parent monoclinic phase and is determined by eq. 9. 

In the present case the symmetry-adapted strains are simply strain components e1, e2, e3, e4, e5, 

and e6 (Voigt notation). Formulas used for calculation of the strains are given in Appendix 4. The 

following relations between strains and lattice parameters were used in the analysis of the phase 

transition P21/m –> P 1 : e1, e2, e3, e5 – non-symmetry-breaking strain (corresponding to lattice 

parameters a, b, c, β, respectively), and e4, e5 – symmetry-breaking strain (corresponding to angles α, 

γ, respectively) 

The symmetry-breaking strains e4 and e6 transform according to the symmetry-breaking 

representation GM2+. Accordingly, the temperature dependence of the symmetry-breaking strains 

during the phase transition should be identical to that of the displacive order parameter (if strain is 
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not explicitly temperature dependent) (Salje, 1991a; Carpenter et al., 1998a). Therefore, the 

symmetry-breaking strains are often considered as an one-dimensional displacive order parameter 

for ferroelastic phase transitions, and precise measurements of the lattice parameters are used for the 

determination of the displacive order parameter behaviour without the need of additional structural 

information, although only the real displacive order parameter should reflect the structural changes. 

The non-symmetry-breaking strains e1, e2, e3, e5 transform according to the identity representation 

GM1+.  

Possible low-order coupling mechanisms between symmetry-breaking strains and displacive 

order parameters for the continuous phase transition P21/m <–> P 1  are: 

1) bilinear coupling ( allowed only for symmetry-breaking strains e4 and e6) 

2) linear-quadratic coupling (allowed only for non-symmetry-breaking strains e1, e2, e3, e5) 

3) biquadratic coupling (allowed for all strains: e1, e2, e3, e4, e5, e6) 

4) linear-cubic coupling (allowed only for symmetry-breaking strains e4 and e6) 

 

3.3.4. Experimental analysis of the coupling mechanism between strain and displacive 

order parameter for the phase transition P 1 –>P21/m on heating of LuF[SeO3] from RT to 

300
o
C 

The precise values of the strain components during heating of LuF[SeO3] from RT to 300oC 

were determined directly by Le Bail fits and coincided with those determined by Rietveld 

refinements. They are presented by filled squares in Fig. 3.5. The strain components (and lattice 

parameters) in dependence on temperature show an unusual S-shape. Detailed analysis of the peak 

profile (Fig. 3.2) clearly shows the splitting of the peaks of the triclinic structure below 120oC and a 

small anisotropic broadening of the peaks of the monoclinic structure above 120oC. Application of 

the phenomenological microstrain-model of Stephens (1999) to model the anisotropic peak 

broadening near the phase transition improved the fitting slightly. The result of the sequential 

refinement for strain e3 (corresponding to c-axes) is characterized by unphysical oscillations due to 

the relatively small value of this strain. The uncertainties of the lattice parameters are probably 

underestimated (Kaduk & Partenheimer, 1997). 

Attempts to fit analytically the temperature dependence of the strain for an uncoupled displacive 

order parameter using eq. 9 are visualized as blue and green lines in Fig. 3.5 (blue line: β = 0.40 and 

Tc = 120oC; green line: β = 0.40 (for e4 and e6) and β = 0.50 (for e1, e2, e3, and e5), Tc = 100oC). Both 
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fits do not describe the measured data satisfactorily, making it necessary to take the coupling 

between strain and displacive order parameter into account. 

As was pointed out above, three coupling mechanisms between symmetry-adapted strain and 

displacive order parameter are allowed for symmetry-breaking strains e4 and e6: bilinear, biquadratic, 

and linear-cubic coupling. Higher-order coupling mechanisms are not considered for the current 

study. Since bilinear coupling suggests that the strain and displacive order parameter are simply 

proportional to each other, eq. 14 for bilinear coupling coincides with eq. 9 for the uncoupled 

displacive order parameter. Therefore the blue and green lines in Fig. 3.5 also represent the best 

analytical fit for bilinear coupling, which can thus be ruled out. The same holds for linear-cubic 

coupling (Fig. 3.5, orange and purple lines).  

An excellent analytical description of the experimental dependence of the symmetry-breaking 

strains e4 and e6 from temperature can only be achieved assuming biquadratic coupling between 

strain and displacive order parameter with explicit temperature dependence of the strain near the 

phase transition, i.e. by using eq. 25 with a critical exponent β = 0.4 and Tc = 120oC (red line on Fig. 

3.5).  

For non-symmetry-breaking strains e1, e2, e3, and e5 there are two possible coupling mechanisms: 

linear-quadratic and biquadratic. Theoretically, it is possible to describe all non-symmetry-breaking 

strains by linear-quadratic coupling with a critical exponent 0.40 ≤ β ≤ 0.50 (almost straight line) and 

by the assumption of a lower temperature of the phase transition for non-symmetry-breaking strains 

– around either 109oC (Fig. 3.7) or 98oC and (Fig. 3.8). Nevertheless, such a description requires an 

additional phase transition at a temperature lower than 120oC from a triclinic to another triclinic 

structure (the splitting of the peaks of the confirmed triclinic structure is present up to 120oC). In 

contrast, biquadratic coupling between strain and displacive order parameter with explicit 

temperature dependence of the strain near the phase transition (i.e. by using eq. 25) allows to use the 

same transition temperature (120oC) and the same critical exponent β = 0.40 for non-symmetry-

breaking strains as for symmetry-breaking strains (red line on Fig. 3.5).  

Although the classical mean-field Landau theory operates only with β = ½ (2nd order phase 

transition) and β = ¼ (trictitical phase transition), the found critical exponent β = 0.4 can be 

considered as pseudo-critical exponent and is close to the corresponding critical exponent for a 2nd 

order phase transition. 
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To verify the preferred model for biquadratic coupling between strain and displacive order 

parameter with explicit temperature dependence of the strain, parametric refinement was applied. 

The analytical equation for e(t) allows the variation of all parameters for each powder pattern 

independently (sequential refinement) and for all powder patterns simultaneously (parametric 

refinement) making the latter an ideal tool to determine the type of phase transition and the type of 

coupling between strain and displacive order parameter. Here, parametric refinement of symmetry-

adapted strains based on Le Bail fits (Fig. 3.6) was performed. The parameterization stabilized the 

refinement considerably and all symmetry-adapted strains were calculated as a direct function of the 

temperature according to eq. 25. The reliability factors Rwp of the parametric refinement were nearly 

the same as for the corresponding sequential refinements with individually refined strains (Fig. 3.9). 

For comparison reason, parametric refinements were also performed for linear-quadratic 

coupling between non-symmetry-breaking strains e1, e2, e3, and e5 (eq. 15) and displacive order 

parameter and biquadratic coupling between symmetry-breaking strains e4 and e6 and displacive 

order parameter with explicit temperature dependence of the strain (eq. 25). The parameterization by 

eq. 25 was chosen for symmetry-breaking strains e4 and e6 since it gave the best possible fit. 

Therefore the R-factors of the parametric refinement reflect the quality of fit only for non-symmetry-

breaking strains. Two different critical temperatures were used for non-symmetry-breaking strains 

(98oC and 109oC); the critical temperature for symmetry-breaking strains was fixed to 120oC, since 

this value provided the best fit of the corresponding data from sequential refinement. The resulting 

Rwp-factors were quite different from the corresponding Rwp-factors of the sequential refinements 

(Figs. 3.7, 3.8, 3.9) and clearly confirm that all non-symmetry breaking strains are biquadratically 

coupled with the displacive order parameter according to eq. 25. The linear-quadratic coupling for 

non-symmetry-breaking strains with a critical temperature of 120oC led to much worse agreement 

factors for parametric refinement, since the fitting of the strain values near the phase transition is 

quite poor. 

Biquadratic coupling between strain and displacive order parameter with explicit temperature 

dependence of the strain for LuF[SeO3] is not the first example of such a mechanism. Similar 

behaviour of the displacive order parameter was found earlier from temperature-dependent powder 

diffraction measurements (for example, Carpenter et al., 2003, 2009c, 2012; Tan et al., 2012) and 

from temperature-dependent birefringence measurements (Bismayer et al., 1986; Glazer et al., 

2010). The explicit temperature dependence of the strain must be caused by structural changes 
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during the preceding cooling of the material. These changes are expected to be very small and 

therefore below the detection limit in a structural refinement from powder diffraction data. 

 
Figure 3.5. Dependence of the strain components for LuF[SeO3] upon heating from room-temperature to 

300°C. Dark squares – sequential Le Bail fit, blue line – theoretical fitting by eq. 9 for uncoupled 

displacive order parameter (and by eq. 14 for bilinear coupling) with β = 0.40(1) and Tc = 120oC, green 

line – theoretical fitting by eq. 9 for uncoupled displacive order parameter (and by eq. 14 for bilinear 

coupling) with β = 0.40(1) (for e4 and e6) and β = 0.50(1) (for e1, e2, e3, and e5) and Tc = 100
oC, red line – 

theoretical fitting by eq. 25 with β = 0.40(1) and Tc = 120oC. Orange and purple lines for e4 represent 

linear-cubic coupling according to eq. 16 for β = 0.40 and β = 0.25, respectively. Error bars are not 

shown when they are less or equal to the size of symbols. The thin dark line represents the extrapolation 

of the thermal expansion of the high-symmetry phase into the low-temperature regime. 
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Figure 3.6. Dependence of the strain components for LuF[SeO3] upon heating from room-

temperature to 300°C from Le Bail fits. Filled squares – sequential refinement, open triangles – 

parametric refinements. The parametric refinement is based on eq. 25 (biquadratic coupling 

between strain and displacive order parameter with explicit temperature dependence of strain) 

with Tc = 120oC and β = 0.4. Error bars are not shown when they are less or equal to the size of 

symbols. 
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Figure 3.7. Sequential (filled squares) and parametric (open triangles) refinements based on Le 

Bail fits of LuF[SeO3] upon heating from RT to 300°C. Parameterization is based on eq. 15 for 

linear-quadratic coupling between non-symmetry-breaking strains e1, e2, e3, e5 and displacive 

order parameter with Tc = 109oC and β = 0.50(1), and based on eq. 25 for biquadratic coupling 

between symmetry-breaking strains e4, e6 and displacive order parameter with explicit 

temperature dependence of strain near phase transition (Tc = 120oC, β = 0.40(1)). Error bars are 

not shown when they are less or equal to the size of symbols. The results of the parameterization 

for symmetry-breaking strains e4, e6 are the same as in Fig. 3.6. 

 



 

 104

 
Figure 3.8. Sequential (filled squares) and parametric (open triangles) refinements based on Le 

Bail fits of LuF[SeO3] upon heating from RT to 300°C. Parameterization is based on eq. 15 for 

linear-quadratic coupling between non-symmetry-breaking strains e1, e2, e3, e5 and displacive 

order parameter with Tc = 98oC and β = 0.40(1), and on eq. 25 for biquadratic coupling between 

symmetry-breaking strains e4, e6 and displacive order parameter with explicit temperature 

dependence of strain near phase transition (Tc = 120oC, β = 0.40(1)). Error bars are not shown 

when they are less or equal to the size of symbols. The results of the parameterization for 

symmetry-breaking strains e4, e6 are the same as in Fig. 3.6. 
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Figure 3.9. Comparison of Rwp agreement factors of sequential (filled squares) and different 

parametric (open symbols) refinements based on Le Bail fits for LuF[SeO3] upon heating from 

room-temperature to 300°C. Open triangles – parametric refinement based on eq. 25 

(biquadratic coupling between strain and displacive order parameter with explicit temperature 

dependence of strain), Tc = 120oC and β = 0.40(1); open circles – parametric refinement based 

on eq. 15 (linear-quadratic coupling between strain and displacive order parameter) with Tc = 

109oC and β = 0.50(1) for non-symmetry breaking strains e1, e2, e3, e5, and based on eq. 25 with 

Tc = 120oC and β = 0.40(1) for symmetry-breaking strains e4, e6; open squares – parametric 

refinement based on eq. 15 with Tc = 98oC and β = 0.40(1) for non-symmetry breaking strains 

e1, e2, e3, e5, and based on eq. 25 with Tc = 120oC and β = 0.40(1) for symmetry-breaking strains 

e4, e6. 

 

3.3.5. Experimental analysis of the coupling mechanism between strain and displacive 

order parameter for the phase transition P21/m–>P 1  on cooling of LuF[SeO3] from 300
o
C 

down to RT 

Compared to the phase transition on heating, the phase transition of LuF[SeO3] on cooling 

from 300oC to RT is characterized by a different critical temperature Tc and a different critical 

exponent β. The peaks of the triclinic structure are split below 98oC (Fig. 3.2), while for the 
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monoclinic structure above 98oC strong anisotropic peak broadening is observed. The latter was 

successfully modeled by the phenomenological microstrain model of Stephens (1999). 

The temperature dependence of the symmetry-breaking strains e4 and e6 can be well 

described by the assumption of bilinear coupling between strain and displacive order parameter 

(eq. 14) with a critical temperature of 98oC and a critical exponent β of ¼, which corresponds to 

a tricritical phase transition (open triangles on Fig. 3.10, which simultaneously represents eq. 9 

for the uncoupled displacive order parameter).  

The non-symmetry-breaking strains e1, e2, and e3 can be described by eq. 15 for linear-

quadratic coupling between strain and displacive order parameter with a critical temperature of 

98oC and a critical exponent β of ¼, but the strain e5 cannot be described in this way (dotted line 

on Fig. 3.10). The description of the strain e5 by eq. 15 for linear-quadratic coupling with a 

critical exponent of β = 1/8 (open triangles on Fig. 3.10) gave the best fit but without physical 

meaning, and was therefore discarded. 

The open triangles in Fig. 3.10 for strain e5 describe simultaneously the bilinear (according 

to eq. 14) and the biquadratic coupling between strain and displacive order parameter (according 

to eq. 17) with a critical temperature of 98oC and a critical exponent β of ¼. Additionally, e3 can 

be described by eq. 15 for linear-quadratic coupling with a critical temperature of 98oC and a 

critical exponent β of ½ (resulting into a straight line), but the values of the strain e3 are the 

smallest among all strains and thus less accurate (the real uncertainties for e3 are clearly larger 

as those obtained from the Le Bail fit).  

As a result, the non-symmetry-breaking strains e1, e2, e3 are linear-quadratically coupled 

with the displacive order parameter and the non-symmetry-breaking strains e5 is biqudratically 

coupled with the displacive order parameter. To verify this model, parametric refinement based 

on Le Bail fits was performed (Fig. 3.10), leading to identical R-factors as those obtained from 

sequential refinement. 

Since the symmetry-breaking strains e4 and e6 are linearly coupled with the displacive order 

parameter (and, therefore, proportional), they are often considered as displacive order parameter 

instead of the real displacive order parameter which quantifies the structural changes. 
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Figure 3.10. Dependence of the strain components for LuF[SeO3] upon cooling from 300°C to room-

temperature as derived from Le Bail fits: filled squares – sequential refinement, open triangles – 

parametric refinements. The parametric refinement is based on eq. 15 (linear-quadratic coupling between 
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strain and displacive order parameter) for non-symmetry-breaking strains e1, e2, e3, on eq. 17 (biquadratic 

coupling between strain and displacive order parameter) for non-symmetry-breaking strain e5, and on eq. 

14 (bilinear coupling between strain and displacive order parameter) for symmetry-breaking strains e4, e6 

with Tc = 98oC and β = 0.25(1). Dotted line – theoretical fitting by eq. 9 for uncoupled displacive order 

parameter (and by eq. 14 for bilinear coupling) with β = 0.50 and Tc = 98oC. Error bars are not shown 

when they are less or equal to the size of symbols. 

 

3.3.6. Conclusion 

Parametric whole powder pattern refinement was established as a powerful tool to test 

different models of coupling between strain and displacive order parameter during a structural 

phase transition. In the current case study, the high-temperature ferroelastic phase transition P 1  

<-> P21/m in LuF[SeO3] was analyzed in detail. Strong strain created during preliminary 

cooling of the sample possesses explicit temperature dependence and its variation on heating 

can be described by biquadratic coupling between symmetry-adapted strain and displacive order 

parameter with explicit temperature dependence of the strain. The excess of strain is removed by 

the high-temperature phase transition and during the subsequent cooling of the sample down to 

room-temperature the symmetry-adapted strains are coupled with the displacive order parameter 

without explicit temperature dependence of the strain. It could thus be proven that different 

coupling mechanisms are responsible for the large hysteresis of the lattice parameters (and 

symmetry-adapted strains) during this phase transitions. 
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3.4. Analysis and parameterization of the high-temperature phase transition for 

Sr2CoOsO6 

3.4.1. Background information 

The double perovskite Sr2CoOsO6 has a typical rock salt arrangement of Co- and Os-cations 

in distinct crystallographic positions (Fig. 3.11). The fully ordered undistorted high-temperature 

structure of Sr2CoOsO6 in space group Fm 3m exists at temperatures above ~350oC. On 

decreasing temperature, the cubic structure transforms into a tetragonal structure with space 

group I4/m. The corresponding phase transition Fm 3m –> I4/m is caused be the octahedral 

tilting around c-axis and can be described by Glazer notation as a0a0c– (Glazer, 1972). On 

cooling below 108 K another structural phase transition occurs. The corresponding low-

temperature phase has a monoclinic structure I2/m (maximal subgroup of I4/m), and is 

characterized by the same octahedral tilting around the c-axis a0a0c–.  

 
Figure 3.11. Crystal structure of Sr2CoOsO6 at room-temperature. 
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3.4.2. X-ray powder diffraction investigation of high-temperature phase transition of 

Sr2CoOsO6 

The synthesis of Sr2CoOsO6 was described previously (Avijit et al., 2013).  

Powder diffraction data of Sr2CoOsO6 were collected at the high-resolution powder 

diffractometer MS-powder at the Swiss Light Source (SLS), Switzerland (Willmott et al., 2013). 

The wavelength was determined to be 0.7749(3) Å from a silicon standard. The sample was 

contained in a sealed 0.3-mm quartz capillary and was rotated around θ in order to improve 

randomization of the crystallites. The diffracted beam was detected with a series of 

PSD(Mythen2)-detectors with 90° aperture (Schmitt et al., 2003; Bergamaschi et al., 2010). A 

hot air blower was used to heat sample in steps of 10 K with a holding time of minimum 1 min 

before measurements were started. Powder patterns were collected for 5 min/frame.  

The program TOPAS 4.1 (Coelho, 2007) was used for refinement according to the Rietveld 

(Rietveld, 1967, 1969) and Le Bail (Le Bail et al., 1988) methods. 

In the present work, precise values of the strain components for the high-temperature phase 

transition of Sr2CoOsO6 were determined directly from the measured lattice parameters by Le 

Bail fits of the experimental X-ray powder diffraction data. The program ISODISTORT 

(Campbell et al., 2006) was used for the distortion mode decomposition of the high-symmetry 

phase (Fm 3m) into the low-symmetry phase (I4/m).  

 

3.4.3. Symmetry modes analysis and analysis of the coupling mechanism between 

strain and displacive order parameter for the phase transition Fm 3m–>I4/m of 

Sr2CoOsO6 

According to Stokes & Hatch (1988), the proper ferroelastic phase transition Fm 3m –> I4/m 

is associated with k
r

= (0, 0, 0), and the displacive order parameter is one-dimensional. Three 

irreducible representations correspond to this phase transition: GM1+, (non-symmetry-

breaking), GM3+ (non-symmetry-breaking), and GM4+, (symmetry-breaking). The phase 

transition is allowed to be continuous by both, Landau theory and renormalization-group theory. 

The relation between the high-symmetry cell in Fm 3m and the low-symmetry cell in I4/m is 

presented in Fig. 3.12.  
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The only possible group-subgroup relation for the investigated phase transition is Fm 3m –> 

I4/mmm –> I4/m, where 

Fm 3m (N. 225) –> I4/mmm (N. 139): index =3 

Transformation matrix: 















 −

0

0

0

100

02/12/1

02/12/1

 

I4/mmm (N. 139) –> I4/m (N. 87): index =2 

Transformation matrix: 

















0

0

0

100

010

001

 

The geometrical representation of the distortion modes for the phase transition Fm 3m –> 

I4/m is given in Fig. 3.13. 

Distortion mode a1 corresponds to irrep GM1+ and describes the isotropic 

expansion/contraction of octahedra during heating/cooling. 

Distortion mode a2 corresponds to irrep GM3+ and expands the octahedra in the equatorial 

plane ab of the tetragonal structure (i.e. oxygen atoms in position O2), while the two apical 

oxygen atoms (i.e. in position O1) are shifted towards the center of the octahedra. 

Distortion mode a3 corresponds to irrep GM4+ and is sufficient to break the symmetry from 

cubic Fm 3m to tetragonal I4/m. This distortion mode describes a rotation of the octahedra 

around c-axes. Only this distortion mode exhibits a large value of amplitude in sequential 

Rietveld refinement. Since distortion mode a3 belongs to the symmetry-breaking GM4+ irrep, it 

can be considered as a single order parameter Q. Thus, the degree of rotation of the octahedra 

quantifies the distortion of the low-symmetry phase in comparison to the undistorted high-

symmetry cubic phase. 
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Fugure 3.12. Relative orientation of the unit cells of high-temperature cubic ordered double 

perovskite (black line) and low-temperature tetragonal ordered double perovskite (red line). 

 

 
Fugure 3.13. Geometrical representation of the distortion modes. Left: GM4+, rotation of 

octahedra in the aa-plane of the tetragonal unit cell; right: GM3+, distortion of octahedra in the 

ac-plane of the tetragonal unit cell. 

 

3.4.4. Experimental analysis of the coupling mechanism between strain and displacive 

order parameter for the phase transition Fm 3m –> I4/m on heating of Sr2CoOsO6 from 

170
o
C to 370

o
C 

Temperature dependencies of the lattice parameters and symmetry-adapted strains are 

shown in Fig. 3.14, and suggest that the thermally induced Fm 3m –> I4/m phase transition is 
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continuous. Two symmetry-adapted strains are associated with the phase transition: s1 and s2. 

They belong to non-symmetry-breaking irreps GM1+ and GM3+, respectively. The strain s1 is 

often called a volume strain, and s2 is a tetragonal strain, since it describes the c/a ratio of the 

lattice parameters for the tetragonal unit cell. For octahedral tilting transitions in perovskites, the 

order parameter is represented by the tilt angle, which can be estimated from the atomic 

coordinates of the oxygen atoms (Zhang et al., 2012).  

Bilinear and linear-cubic coupling is not allowed for both symmetry-adapted strains s1 and 

s2, because they belong to non-symmetry-breaking irreps. Both strains s1 and s2 must be linear-

quadratically coupled with the order parameter. Linear-quadratic coupling of the tetragonal 

strain with order parameter for the phase transition in perovskites, induced by the octahedral 

tilting, was reported earlier (Carpenter et al., 1998a; Zhang et al., 2012). 

Coupling of the strain with an order parameter is then given by 

2
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12

324

2

313

2

322

2

311

642

0

22
s

f
s

f
aadaadasdasdDQBQatQGG ++−−−−+++=       (26) 

where a3 is an order parameter, s1 and s2 are symmetry-adapted strains; G0, a, B, D, d1, d2, d3, d4, 

f1, f2 – constants, t = 
Tc

TcT −
, Tc – critical temperature of phase transition; T – given temperature 

of the low-symmetry phase. 

Sequential and parametric Le Bail fits (Fig. 3.14) allowed the precise determination of the 

critical exponent β: both s1 and s2 are described by application of eq. 15 with β = 0.50(1), thus 

the phase transition Fm 3m –> I4/m for Sr2CoOsO6 is of second-order. 

Structural analysis of the high-temperature structural phase transition in Sr2CoOsO6 was 

performed using symmetry-modes description (Campbell et al., 2007) and rigid body symmetry-

modes description (rotational modes), (Mueller et al., 2014). Additionally, rigid body 

refinement was also performed.  

It was found from sequential Rietveld refinements that amplitudes of distortion modes a1 

and a2 were too small to be analyzed with sufficient accuracy. Therefore, their values were fixed 

to zero, and all refinements were repeated. The value of 0.50(1) for the distortion mode a3 was 

found from sequential Rietveld refinement and confirmed by parametric Rietveld refinement 

(Fig. 3.15). Distortion mode a3 describes the octahedral rotation around c-axis and is considered 

to be an order parameter for the low-symmetry I4/m phase of Sr2CoOsO6. Because distortion 
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modes a1 and a2 were fixed to zero, a simple relation between x- and y-coordinates of the O2 

oxygen atom follows: x(O2) = 0.25 - a3, y(O2) = 0.25 + a3. As a result, the atomic coordinates 

of O2 can be directly parameterized with the same critical exponent β = 0.50(1). 

The amplitudes and the temperature dependence of a1 could not be determined from 

sequential Rietveld refinements. Parametric Rietveld refinement provides the possibility of 

accurate refinement of a1. Distortion mode a1 belongs to non-symmetry-breaking irrep, and thus 

must be linear-quadratically coupled with the order parameter a3. The results of the 

corresponding parametric Rietveld refinement are presented in Fig. 3.16. In this case, the 

coordinates x and y of O2 cannot be directly parameterized with the same critical exponent β = 

½. The coordinate x(O2) is determined by the differences between a1 and a3 distortion modes, 

and y(O2) is determined by the sum of a1 and a3 distortion modes (both x- and y-coordinates are 

expressed in the tetragonal unit cell). The temperature dependence of the O2 atomic coordinates 

can only be fitted by unphysical critical exponents of 0.55 for y(O2) and 0.44 for x(O2). For the 

Fm 3m –> I4/m phase transition in Sr2CoOsO6, the absolute value of a1 is relatively small, and 

can be fixed to zero. But care must be taken during analysis of the phase transitions, for which 

the value of the “isotropic” distortion mode a1 is comparable to the values of symmetry-

breaking distortion modes (i.e. pressure-induces phase transitions).  

Distortion mode a2 describes the possible Jahn-Teller distortion (Balachandran & 

Rondinelli, 2013). Since Sr2CoOsO6 shows only a weak Jahn-Teller effect (Avijit et al., 2013), 

its value was fixed to zero. 

Sequential and parametric Rietveld refinements were also performed using the rigid body 

symmetry-mode description (Mueller et al., 2014). 

Application of rigid bodies to model relatively “rigid” fragments of the structure are widely 

used because they allow to decrease the amount of refined parameters considerably (Dinnebier, 

1999). In the present case, application of rigid bodies leads to only one refined parameter – the 

tilt angle of the octahedron, which is equivalent to the distortion mode refinement with the only 

refined mode a3. Sequential and parametric Rietveld refinements of rigid body symmetry-modes 

(Fig. 3.17) lead to the same results as the distortion modes refinement (Fig. 3.15) and can be 

considered as a validation of the recently introduced rigid body symmetry-modes method. The 

results of the classical rigid body refinement (Fig. 3.18) fully coincide with those from 

distortion modes refinement and rigid body symmetry-modes refinement. 
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Figure 3.14. Temperature dependence of the strain components (top) and lattice parameters 

(bottom) for Sr2CoOsO6 upon heating from 150oC to 370°C derived from Le Bail fits. Filled 

squares – sequential refinement, open triangles – parametric refinement. The parametric 

refinement is based on eq. 15 (linear-quadratic coupling between strain and displacive order 

parameter) with Tc = 352oC and β = 0.50(1). Error bars are not shown when they are less or 

equal to the size of symbols. 
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Figure 3.15. Temperature dependence of the distortion mode a3 and the atomic x- and y-coordinates of 

the oxygen atom O2 for Sr2CoOsO6 upon heating from 150
oC to 370°C from symmetry-modes 

refinement. Filled symbols – sequential refinement, open symbols – parametric refinement with Tc = 

352oC and β = 0.50(1). Error bars are not shown when they are less or equal to the size of symbols. 

 

 
Figure 3.16. Temperature dependence of the distortion modes a1 and a3 and the atomic x- and y-

coordinates of the oxygen atom O2 for Sr2CoOsO6 upon heating from 150
oC to 370°C from symmetry-

modes refinement. Filled symbols – parametric refinement with a1=0, a3 – refined; open symbols – 

parametric refinement with refined a1 and a3. 
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Figure 3.17. Temperature dependence of the rotational vector mm1, corresponding tilt angle φ, and the atomic 

x- and y-coordinates of the oxygen atom O2 for Sr2CoOsO6 upon heating from 150
o
C to 370°C from rigid 

body symmetry-modes refinement. Filled symbols – sequential refinement, open symbols – parametric 

refinement with Tc = 352
o
C and β = 0.50(1). Error bars are not shown when they are less or equal to the size 

of symbols. 

   
Figure 3.18. Temperature dependence of the tilt angle φ, and the atomic x- and y-coordinates of the oxygen 

atom O2 for Sr2CoOsO6 upon heating from 150
o
C to 370°C from rigid body refinement. Filled symbols – 

sequential refinement, open symbols – parametric refinement with Tc = 352
o
C and β = 0.50(1). Error bars are 

not shown when they are less or equal to the size of symbols. 
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Figure 3.19. Rwp-factors for parametric (open symbols) and sequential (filled symbols) 

refinement for the rotational modes approach. 

3.4.5. Conclusion 

Temperature-dependent X-ray powder diffraction data reveal that Sr2CoOsO6 undergoes a 

high-temperature structural phase transition of second order. This phase transition is equally 

described using distortion modes and parametric refinement, based on classical distortion 

modes, rigid body refinement, and rotational modes refinement. 
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Chapter 4 

X-ray powder diffraction investigation of noble gas adsorption in metal-organic 

frameworks (MOFs) 

4.1. Introduction 

Noble gases play a significant role in many industrial and medical applications, but their 

practical using is restricted by high cost of noble gas separation due to the lack of chemical 

reactivity and very low boiling/melting points. A mixture of Xe and Kr noble gases is received 

by energetically intensive cryogenic distillation of air. This mixture can be further separated 

either by cryogenic distillation or, less expensive, by molecular sieves of nanoporous materials 

such as zeolites, MOFs, and activated carbon. Thus the development of new porous materials 

(zeolites and MOFs) for adsorption-based separation of noble gases is critically important for 

their industrial applications. MOFs have several advantages as compared to zeolites: cheaper 

and simpler synthesis, high diversity of pore structures, and numerous possibilities for 

postsynthetic modifications.  

Despite the importance of MOFs for noble gas storage and separations, only few  studies of 

krypton and xenon adsorption were reported to date (Mueller et al., 2006; Farrusseng et al., 

2009; Thallapally et al., 2012; Liu et al., 2012, 2014; Meek et al., 2012; Fernandez et al., 2012; 

Soleimani Dorcheh et al., 2012a; Bae et al., 2013; Wang et al., 2014), and only three studies of 

adsorption sites of noble gases in MOFs by means of X-ray or neutron diffraction (Rowsell et 

al., 2005; Soleimani Dorcheh et al., 2012b; Hulvey et al., 2013), despite the fact that the major 

adsorption sites and their binding energies are the key features of a system that determines its 

adsorption properties at a given temperature and pressure, and their identification is a basis for 

further modifications of the crystal structure of the MOF in order to achieve maximal storage 

capacity and selectivity. The study of noble gas adsorption in HKUST-1 (Hulvey et al., 2013) 

revealed that the interaction of noble gases with MOFs can be completely different from the 

adsorption of other atoms and molecules like D2, C2H2, CO2, or CH4 (methane is a nonpolar gas 

whose diameter and polarizability are similar to those of Kr). They bind the open metal sites 

(Peterson et al., 2006; Xiang et al., 2009; Wu et al., 2010a, 2010b), while structural 

investigations did not show any evidence of binding of noble gases Ne, Ar, Kr, and Xe with 

open metal sites (Hulvey et al., 2013). 
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In this work, adsorption of Kr and Xe was investigated by means of X-ray powder 

diffraction in several MOFs with different topology: ZIF-8 (MOF with large pores and 

inaccessible metal sites), CPO-27-Ni and CPO-27-Mg (MOFs with channel structure and 

abundant open metal sites), Zn-MFU-4l and Cu-MFU-4l (MOFs with large pores and relatively 

low number of open metal sites). The importance of structural investigation is underlined by the 

fact, that molecular dynamic calculations not always lead to correct results for adsorption sites, 

i.e. for hydrogen adsorption on ZIF-8 only the first two adsorption sites out of six could be 

identified this way (Assfour et al., 2010). 

 

4.2. X-ray powder diffraction investigation of noble gas adsorption in MOFs 

4.2.1. Laboratory X-ray powder diffraction investigation of noble gas adsorption in 

MOFs 

An in-house developed gas loading system (Soleimani Dorcheh et al., 2012b) was used for 

investigation of the Xe adsorption in Zn-MFU-4l and ZIF-8. Measurements were performed on 

a laboratory powder diffractometer (D8, Bruker, CuKα1 radiation from a primary Ge(111)-

Johannson-type monochromator; a Vånteg-1 position sensitive detector (PSD) with an opening 

angle of 6o) in Debye–Scherrer geometry with the sample in an open quartz glass capillary of 

0.5 mm diameter (Hildenberg). For gas loading, a modified version of an in situ capillary cell 

(Brunelli & Fitch, 2003) was used, which allows 180o rocking of the capillary (Fig. 4.1). In 

order to be able to switch between vacuum pumping and gas loading, a T-connector to a turbo 

pump and a Xe gas bottle equipped with a needle valve were attached (Fig. 4.2). For heating of 

the capillary, a closed furnace was used (Fig. 4.3), while for cooling a Cryostream 600 cold 

nitrogen blower (Oxford Cryosystems) was attached horizontally (Fig. 4.4). 
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Figure 4.1. Capillary gas cell for in situ X-ray powder diffraction, installed with capillary on 

laboratory powder diffractometer Bruker-D8. 

 
Figure 4.2. T-connector to a turbo pump and gas bottle equipped with a needle valve for 

switching between vacuum pumping and gas loading. 
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Figure 4.3. Installed closed furnace for heating capillary in gas cell (heating is possible under 

vacuum). Windows of the furnace are covered by aluminum foil and allow measurements 

during heating and evacuation of capillary. 

 
Figure 4.4. Installed cold nitrogen blower for capillary cooling in gas cell by liquid N2 (cooling 

is possible under vacuum). 
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4.2.2. Synchrotron X-ray powder diffraction investigation of noble gas adsorption in 

MOFs 

Synchrotron X-ray powder diffraction measurements of CPO-27-Ni (Kr and Xe 

adsorption), CPO-27-Mg (Kr adsorption), Zn-MFU-4l (Kr adsorption), Cu-MFU-4l (Kr and Xe 

adsorption), and ZIF-8 (Kr and Xe adsorption) were performed at beamline ID31 (λ = 0.4 Å) of 

the ESRF synchrotron facility (Grenoble, France). Synchrotron X-ray powder diffraction 

measurements of CPO-27-Ni (Kr and Xe adsorption), CPO-27-Mg (Xe adsorption), and Zn-

MFU-4l (Xe adsorption) were performed at beamline P02.1 (λ = 0.20727 Ǻ) of the PETRA III 

synchrotron facility (Hamburg, Germany). All samples were loaded in quartz capillaries, 

activated in situ, and the evacuated MOFs were checked by Rietveld refinement for the absence 

of any solvent molecules before they were cooled and loaded with Kr or Xe of different 

pressures. The ESRF developed gas loading system was used for gas loading and measurements 

at ESRF (Figs. 4.5 and 4.6), while an in-house developed gas loading system (Soleimani 

Dorcheh et al., 2012b) was used for gas loading at PETRA III (Fig. 4.7). All diffraction data 

were analyzed by the Rietveld method, simulated annealing and difference Fourier synthesis as 

implemented in the program TOPAS 4.1 (Coelho, 2007). The global optimization method of 

simulated annealing was used to determine the positions of the missing atoms, which were 

subsequently refined by Rietveld refinement. The final crystal structure was validated by 

difference Fourier maps. 
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Figure 4.5. High-resolution X-ray powder diffractometer ID31 (ESRF) with installed gas cell 

(left) and gas loading system (right). 
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Figure 4.6. Top: gas cell with capillary at ID31 (ESRF); bottom: in-house gas cell with 

capillary (was used also for experiments at PETRA III (Hamburg)). 
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Figure 4.7. Capillary gas cell with capillary and rocking mechanism at P02 (PETRA III). 

 

4.3. Structural investigation of noble gas adsorption in CPO-27-Ni and CPO-27-Mg 

4.3.1. Background information 

A recent detailed theoretical study revealed that CPO-27 is one of few promising MOFs for 

noble gas storage and separation due to relatively high selectivity, gas permeability, and 

working capacity (Sikora et al., 2012; Gurdal & Keskin, 2012, 2013). Nevertheless, the origin 

of gas selectivity and the effect of different metal ions on the noble gas adsorption ability of 

CPO-27 are still unclear. 

The metal-organic framework CPO-27 (MOF-74) was synthesized in 2005 by (Rosi et al., 

2005) and is still one of the most interesting MOFs due to several unique characteristics: highest 

concentration of open metal sites reported to date for MOFs (Märcz et al., 2012), very high 

surface area, uniform 1D channels. Isosteric heats of adsorption up to 13 kJ mol-1 for hydrogen, 



 

 133

59 kJ mol-1 for carbon monoxide and 43 kJ mol-1 for carbon dioxide disclose very strong 

interactions between the porous host CPO-27 and accommodated gas molecules (Märcz et al., 

2012). Another attractive property of CPO-27 is the existence of a series of isostructural MOFs 

obtained by replacement of the metal atom, thus providing the unique possibility to investigate 

the influence of different metal ions (Zn, Co, Ni, Mg, Mn, Fe, Cu, Zn/Co, Mg/Ni, Cd) for 

adsorption properties (Rosi et al., 2005; Dietzel et al., 2005, 2006; Caskey et al., 2008; Zhou et 

al., 2008; Bloch et al., 2011; Botas et al., 2011; Märcz et al., 2012; Sanz et al., 2013; Kahr et 

al., 2013, Diaz-Garcia & Sanchez- Sanchez, 2014), as well as the possibility to expand the pore 

apertures of CPO-27 to the isoreticular series with pore apertures ranging from 14 to 98 Ǻ 

(Deng et al., 2012), diverse possibilities for postsynthetic fictionalization (Liu et al., 2014; Bae 

et al., 2014; Cozzolino et al., 2014), and preserving of the 1D tube-like topology even when an 

organic linker different from 2,5-dioxido-1,4-benzenedicarboxylate is used (Liu et al., 2013). 

CPO-27 is composed of MII cations generating linear, infinite-rod secondary building units 

(SBUs) bound by 2,5-dioxido-1,4-benzenedicarboxylate (DOBDC) organic linker, resulting in a 

hexagonal, 1D pore structure (Fig. 4.8). The pores are filled with H2O molecules, which 

complete the coordination sphere of the MII cations (5 oxygens from organic linker and one 

oxygen from water molecule). The water molecules are removed upon heating and/or 

evacuation in order to generate coordinately unsaturated metal sites (Dietzel et al., 2006, Dietzel 

et al., 2008a). The activated material has a characteristic honeycomb structure composed of 1D 

channels with abundant open metal sites. Since CPO-27 with different metal atoms constitutes 

an isostructural series of compounds, they are an excellent subject for studying the influence of 

the specific metal on the properties of the material. 

Adsorption of different gases in CPO-27 has been intensively studied including several X-

ray and neutron powder diffraction investigations in order to resolve preferable adsorption sites 

for guest atoms and molecules and the sequence of their filling. For different molecules: O2 and 

N2 in CPO-27-Fe (Bloch et al., 2011), CO2 in CPO-27-Ni (Dietzel et al., 2008b) and CPO-27-

Mg (Wu et al., 2010b), CH4 in CPO-27-Mg (Wu et al., 2009a), H2S in CPO-27-Ni (Chavan et 

al., 2013), and C2H2 in CPO-27-Co (Xiang et al., 2010), C2H2, C2H4, C2H6, C3H6, and C3H8 in 

CPO-27-Fe (Bloch et al., 2012) the open metal sites were found to be preferable and thus 

immediately occupied. 
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Figure 4.8. Projection of the crystal structure of CPO-27 along c-axis with intercalated D2 

molecules. 

 

Neutron powder diffraction measurements of D2 adsorption on CPO-27-Zn, CPO-27-Mg, 

and CPO-27-Fe revealed four adsorption sites for the D2 molecule (Liu et al., 2008; Sumida et 

al., 2011; Queen et al., 2012). In all MOFs the strongest adsorption site was indentified near the 

metal atom. The second strongest adsorption site appears almost simultaneously with the first 

and was located near the carboxylate oxygen of the organic linker in CPO-27-Mg and near the 

triangle of oxygen atoms from the organic linker in CPO-27-Zn and CPO-27-Fe. The third 

adsorption site for CPO-27-Zn and CPO-27-Fe was indentified near the benzene ring with a 

nearest distance to the framework atoms of ≈3.3 Å and the fourth adsorption site for CPO-27-Zn 

was found to be disordered inside the channels. 

 

4.3.2. X-ray powder diffraction investigation of noble gas adsorption in CPO-27-Ni 

and CPO-27-Mg 

Synchrotron X-ray powder diffraction measurements were performed at different 

temperatures (170 K and 250 K for Xe; 130 K, 170 K, 250 K for Kr) and gas pressures (50 

mbar, 100 mbar, 250 mbar, 500 mbar, 1000 mbar). Samples were evacuated at 180oC for 2-3 
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hours before gas loading, and checked by Rietveld refinement (Fig. 4.9). Then they were cooled 

down to room-temperature and exposed to Kr or Xe gas. Before changing the gas pressure, 

samples were heated 30 K above the measurement’s temperature. 

 

 
 

 
Figure 4.9. Rietveld plots of evacuated CPO-27-Ni (top) and CPO-27-Mg (bottom). 
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Figure 4.10. Rietveld plots of CPO-27-Ni with 1000 mbar of Xe (top) and Kr (bottom) at 170K. 
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Figure 4.11. Rietveld plots of CPO-27-Mg with 500 mbar of Xe (top) and Kr (bottom) at 170K. 

 

Structural investigations of the adsorption process of noble gases in CPO-27 were 

supported by gas adsorption measurements and determination of isosteric heat of adsorption. 

Experimental heats of adsorption curves were determined from measured gas adsorption 

isotherms at temperatures 180oC, 200oC, and 220oC by applying the Clausius-Clayperon 

equation (Figs. 4.12 and 4.13). 
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Figure 4.12. Isosteric heat of Kr adsorption for CPO-27-Ni and CPO-27-Mg. 

 

  
Figure 4.13. Isosteric heat of Xe adsorption for CPO-27-Ni and CPO-27-Mg. 
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Figure 4.14. Crystallographically different positions of Kr and Xe atoms (numbers 1, 2, and 3) 

in 1D channel of CPO-27-Ni and CPO-27-Mg (projection along c-axis). 

 

 
Figure 4.15. Amount of adsorbed Kr atoms by CPO-27-Ni (black symbols) and CPO-27-Mg 

(red symbols) at 250K at different gas pressures in each of the three identified positions. 
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Figure 4.16. Amount of adsorbed Kr atoms by CPO-27-Ni (black symbols) and CPO-27-Mg 

(red symbols) at 170K at different gas pressures in each of the three identified positions. 

 

 
Figure 4.17. Amount of adsorbed Kr atoms by CPO-27-Ni (black symbols) and CPO-27-Mg 

(red symbols) at 130K at different gas pressures in each of three identified positions. 
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Figure 4.18. Amount of adsorbed Xe atoms by CPO-27-Ni (black symbols) and CPO-27-Mg 

(red symbols) at 250K at different gas pressures in each of the three identified positions. 

 

 
Figure 4.19. Amount of adsorbed Xe atoms by CPO-27-Ni (black symbols) and CPO-27-Mg 

(red symbols) at 170K at different gas pressures in each of the three identified positions. 
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Rietveld refinements of CPO-27-Ni and CPO-27-Mg loaded with Kr and Xe (Figs. 4.10 

and 4.11) revealed that the preferable adsorption positions for Kr are similar to those of Xe in 

the corresponding MOF with only slight differences in the refined positions (Fig. 4.14).  

The crystal structure of CPO-27-Ni determined for low loading of Xe and Kr confirms that 

the open 5-coordinated metal ion sites are the strongest adsorption sites with a Ni-Xe distance of 

3.01(2) Å and a Ni-Kr distance of 3.03(3) Å at 1000 mbar. The second adsorption site for Xe is 

located at a distance of 4.10(3) Å from the carboxylate oxygen and at 4.23(3) Å from the 

oxygen atoms of the benzene ring (170K, 1000 mbar). The second adsorption site for Kr is 

located at a distance of 4.02(3) Å from the carboxylate oxygen and 4.10(3) Å from the oxygen 

atoms of the organic linker (130K, 1000 mbar), having approximately half the occupancy of the 

first adsorption site at all measured temperatures. The second adsorption site appears almost 

simultaneously with the first adsorption site. The third adsorption site for both, Xe and Kr, is 

located in the center of the channels and represents unbounded noble gas atoms. With increasing 

pressure, the amount of unbounded adsorbed Xe approaches 1 atom per unit cell at 170K. The 

amount of adsorbed unbounded Kr is close to 2 atoms per unit cell at 130K, and drops to ca. 0.3 

atoms per unit cell at 250K. The maximal amount of adsorbed Xe corresponds to 0.75 Xe atoms 

per Ni atom at 170K (1000 mbar), and ca. 0.65 Xe atoms per Ni atom at 250K (1000 mbar), (ca. 

0.6 Xe atoms per Ni atom at 250K, 500 mbar), but saturation of Xe adsorption is not reached at 

250K, 1000 mbar and the amount of adsorbed Xe can be increased by further increasing gas 

pressure. The maximal amount of adsorbed Kr corresponds to ca. 1.0 Kr atom per Ni atom at 

130K, 0.95 Kr atom per Ni atom at 170K, and 0.45 Kr atom per Ni atom at 250K. 

Unexpected Xe and Kr adsorption behavior was found for CPO-27-Mg. In this case the 

second binding site near the oxygen atoms is almost simultaneously occupied with the first 

binding site near the open metal ion and has a similar value of the occupancy factor. The Mg-Xe 

distance is 3.14(2) Å at 170K (500 mbar), and the Mg-Kr distance is 3.23(3) Å at 130K (1000 

mbar). The second adsorption site for Xe is at a distance of 4.10(3) Å from the carboxylate 

oxygen group and at a distance of 4.23(3) Å from the oxygen atoms of the benzene ring (170K, 

500 mbar). The second adsorption site for Kr is at 3.92(3) Å from the carboxylate oxygen group 

and 3.96(3) Å from the oxygen atoms of the benzene ring (130K, 1000 mbar). The third 

adsorption site for both, Xe and Kr, is located in the center of the channel, and its occupancy is 

highest at lowest temperatures and is decreasing with increasing temperature. At 250K the third 
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adsorption site is unoccupied since the first and the second strong adsorption sites are not fully 

occupied at this temperature. The maximal amount of adsorbed Xe corresponds to 0.75 Xe atom 

per Mg atom at 170K, and ca. 0.55 Xe atoms per Mg atom at 250K (500 mbar), but saturation of 

Xe adsorption is not reached at 250K, 500 mbar and can be increased by further increasing gas 

pressure. The maximal amount of adsorbed Kr corresponds to ca. 1.1 Kr atoms per Mg atom at 

130K, 1.0 Kr atoms per Mg atom at 170K, and 0.3 Kr atoms per Mg atom at 250K (1000 mbar). 

Thus, CPO-27-Mg shows weaker binding to both Xe and Ke atoms than CPO-27-Ni, 

presumably due to the larger polarizability of the Ni atom in comparison to the Mg atom. In 

contrast to noble gas adsorption, the adsorption of methane in CPO-27-Mg revealed much 

stronger binding of the CD4 molecule to open metal sites than to the second adsorption site near 

oxygen atoms (Wu et al., 2009a) 

The experimental results for CPO-27 revealed that the open metal sites are the major (in the 

case of Ni2+) or one of two major (in the case of Mg2+) binding sites for Xe and Kr gases. On the 

other site, a recent report of noble gas adsorption in HKUST-1 (Hulvey et al., 2013) did not 

show any interaction of noble gas atoms with open Cu2+ metal sites. Thus, noble gas adsorption 

behavior depends not only on the presence of the open metal sites, but also on the pore’s 

topology. The small pockets in HKUST-1 provide strong geometrical confinement of noble gas 

atoms, while the uniform channels of CPO-27 do not imply geometrical restrictions on noble 

gas adsorption, and more easily polarizable sites along the channels are the main adsorption 

sites. 

For the noble gas atoms, the only mechanism to interact with the framework is based on its 

polarizability and the polarizability of adsorption sites. The polarizability of Xe atoms exceeds 

the polarizability of Kr atoms, and polarizable metal ions enhance the interaction with noble gas 

atoms. This effect is responsible for noble gas adsorption in CPO-27-Ni. On the other hand, 

CPO-27-Mg possesses a less polarizable metal ion, but highly polarizable oxygen atoms from 

carboxylate groups, providing more homogeneous distribution of adsorption sites along the 

channels. 

The measured heat of adsorption of CPO-27-Mg is 18(1) kJ/mol for Kr and 22(1) kJ/mol 

for Xe at low loadings, remaining almost unchanged over the measured pressure range (Figs. 

4.12 and 4.12). The measured heat of adsorption of CPO-27-Ni is 19(1) kJ/mol for Kr and 30(1) 

kJ/mol for Xe at low loadings, dropping nearly by a factor of 2 with increasing loading (Figs. 
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4.12 and 4.12), indicating strong interaction between open metal sites and adsorbed atoms. The 

small variation of isosteric heats of adsorption for CPO-27-Mg during Kr and Xe adsorption 

indicates homogeneity of distribution of adsorption sites along the channels and is fully 

consistent with the presence of two major adsorption sites with a very similar binding strength: 

open metal sites Mg2+ and carboxylate oxygen atoms. A similar effect was observed for isosteric 

heat of adsorption of Ar, Kr, and Xe in porous Co3(HCOO)6 (Wang et al., 2014): accessible but 

not abundant metal sites and oxygen atoms from C=O bonds are homogeneously distributed 

along the channels, and the isosteric heat of adsorption of noble gases remains almost constant.  

CPO-27-Ni shows a more heterogeneous distribution of adsorption sites along the channels – 

the open metal sites provide stronger binding of noble gas atoms than the oxygen groups, and 

this is reflected in a strong variation of isosteric heat of adsorption as a function of loading, 

when filling of available open metal sites leads to a decrease of isosteric heat of adsorption. The 

experimental results indicates that CPO-27-Ni possesses better selectivity in Xe/Kr separation 

than CPO-27-Mg. 

The reported isosteric heat of adsorption of CH4 is 18(1) kJ/mol for CPO-27-Mg and 19(1) 

kJ/mol for CPO-27-Ni and remains almost unchanged with increasing loading (Yu et al., 2013). 

This allows some speculations, that both CPO-27-Mg and CPO-27-Ni can have two main 

adsorption sites of similar strength for methane molecules – open metal sites and oxygen 

groups. There is also a possibility of strong attractive interaction between adsorbed CH4 

molecules, which can compensate the decrease of the isosteric heat of adsorption due to 

heterogeneous distribution of the adsorption sites. The structural investigations of CH4 

adsorption in CPO-27 would allow comparison of similarities and differences of adsorption 

process of noble gases and methane in these MOFs. The isosteric heat of adsorption of hydrogen 

is slightly higher for CPO-27-Ni then for CPO-27-Mg, and remains constant until ca. one 

hydrogen atom per metal atom is adsorbed (Dietzel et al., 2010), and the corresponding metal-

H2 distances are shorter for CPO-27-Ni (Zhou et al., 2008), thus, the binding energy of H2 at the 

nickel open metal site is stronger in comparison to the magnesium open metal site. 
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4.4. Structural investigation of noble gas adsorption in ZIF-8. 

4.4.1. Background information. 

 
Figure 4.20. Crystal structure of ZIF-8 with intercalated D2 molecules, (Wu et al., 2007). Grey 

polyhedra – ZnN4, gray spheres – carbon (large) and hydrogen (small). 

 

Recently, large selectivity of ZIF-8 for Xe/Kr separation was predicted from single 

adsorption isotherm measurements, with ratio of ~ 8 at low pressure, decreasing to ~ 5.5 at a 

pressure above 1000 mbar (Ryan et al., 2011, 2014). Isosteric heat of adsorption of 20 kJ/mol 

for Xe and of 14 kJ/mol for Kr was reported, remaining almost constant upon gas loading up to 

1000 mbar (Ryan et al., 2014). 

ZIF-8 belongs to the class of zeolitic imidazolate frameworks (ZIFs). It consists of 

tetrahedral clusters of ZnN4 linked by 2-methylimidazolate ligands, forming a sodalite-type 

structure (Huang et al., 2006; Park et al., 2006). Nanopores are accessible only through narrow 

channels, and even adsorption of small H2 molecules was not expected (Wu et al., 2007). Recent 
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investigations showed that ZIF-8 can adsorb even C4 hydrocarbon molecules with an effective 

diameter size of 5.0 Å, although their diffusitivity is 14 orders of magnitude lower than for He 

(2.6 Å) (Zhang et al., 2012). The effective aperture size of ZIF-8 for molecular sieving was 

estimated to be in the range of 4.0 to 4.2 Å, which is significantly larger than the XRD-derived 

value of 3.4 Å, and can be applied for separation of C3 and C4 hydrocarbon mixtures, including 

mixtures of the corresponding isomers (Zhang et al., 2012). The explanation of this effect was 

suggested by Fairen-Jimenez et al., (2011), and associated with the gate-opening effect, which is 

initiated by linker distortion: methyl imidazolate linkers of ZIF-8 show a swing effect upon gas 

adsorption; thus the pores open and give access to the cavity. Other attractive properties of ZIF-

8 include exceptional chemical and thermal stability. 

The adsorption sites for adsorption of D2 molecules in ZIF-8 were identified from powder 

neutron diffraction measurements (Wu et al., 2007). The strongest adsorption site for the D2 

molecule was found near the organic linker, in contrast to other MOFs, where the metal sites are 

typically the primary adsorption sites (Fig. 4.20). This feature was explained by steric 

hinderance of the metal site surrounded by closely located nitrogen atoms from the imidazolate 

organic linker (Zhou et al., 2009). Second and third adsorption sites are located at the center of 

6-membered ZnN4 windows on different sites. The fourth adsorption position coordinates the 

center of 4-membered ZnN4 windows, fifth and sixth adsorption sites are close to the center of 

the cavities of ZIF-8, and form the second adsorption layer. Structural analysis of adsorption 

sites of methane CD4 molecules (which polarizability and atomic radius are similar to those of 

Kr) showed two adsorption sites: a major adsorption site near the imidazolate organic linker 

(corresponds to major adsorption site for D2 molecule) and secondary adsorption site in the 

center of 6-membered ZnN4 windows (corresponds to second adsorption site for D2 molecule), 

(Wu et al., 2009b). 

 

4.4.2. X-ray powder diffraction investigation of noble gas adsorption in ZIF-8 

4.4.2.1. Synchrotron X-ray powder diffraction investigation of Xe and Kr adsorption 

in ZIF-8 

X-ray powder diffraction measurements of Xe adsorption in ZIF-8 were performed at 180 

K at different pressures (9 mbar, 17 mbar, 36 mbar, 53 mbar, 93 mbar, 395 mbar, 500 mbar, 

1000 mbar). Samples were evacuated at 160oC for 5 hours before gas loading, and checked by 
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Rietveld refinement (Fig. 4.21). Then they were cooled to room-temperature and exposed to Kr 

or Xe gas. Before changing gas pressure, samples were always heated to room-temperature. 

X-ray powder diffraction measurements of Kr adsorption in ZIF-8 were performed at 250 

K, 180 K, and 130 K at different pressures (50 mbar, 100 mbar, 250 mbar, 500 mbar, 750 mbar, 

1000 mbar). Samples were evacuated at 170oC for 3 hours before gas loading, and checked by 

Rietveld refinement. Then they were cooled to room-temperature and exposed to Kr or Xe gas. 

Before changing gas pressure, samples were heated 30 K above the temperature of 

measurement. 

 

 
Figure 4.21. Rietveld plot of evacuated ZIF-8. 
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Figure 4.22. Rietveld plots of ZIF-8 with 1000 mbar of Xe at 180K (top), 1000 mbar of Kr at 

180 K (middle), and 1000 mbar of Kr at 130 K (bottom). 

 

Structural investigation of Xe and Kr adsorption revealed the important role of the gate-

opening effect, which is responsible for the strong increase of noble gas adsorption by ZIF-8. 

The main adsorption site for both Kr and Xe atoms was found near the imidazolate organic 

linker, similar to D2(I) adsorption (Wu et al., 2007), in contradiction to CPO-27, where the main 

adsorption sites were identified as the open metal atoms and/or the highly polarizable C=O 

bond. Metal sites in ZIF-8 are not accessible even for the small D2 molecules due to steric 

hinderance by surrounding organic linkers (Zhou et al., 2009), and there are no highly 

polarizable carbon-oxygen bonds in the ZIF-8 structure. The most polarizable bond remaining 

accessible for intercalated noble gas atoms in ZIF-8 is the C=C double bond of the organic 

imidazolate linker. Thus, this adsorption site with multiplicity 24 is the first filling site during 

noble gas adsorption and has the highest occupancy. The second adsorption site with 
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multiplicity 8 is located at the center of 6-membered ZnN4 windows and corresponds to the 

position of D2(III). The sequence of filling of the adsorption sites and their localization are 

different for Xe and for Kr atoms due to large differences in their atomic radii and polarizability, 

as well as due to the geometrical factor of the relatively small pore volume of ZIF-8 

(geometrical factor can play a critical role in noble gas adsorption, see Hulvey et al., (2013)). 

At very low pressure of 9 mbar Xe atoms occupy three crystallographically different 

positions (Figs. 4.23 and 4.24): near the C=C bond of the imidazolate (at a distance of ~ 4 Å 

from the carbon atom in C=C bond), the center of 6-membered ZnN4 windows (at a distance of 

~ 4 Å from the carbon atom in C=C bond), and within the 4-membered ZnN4 windows. The 

third position of the Xe atom in the 4-membered ZnN4 windows has multiplicity 12, and is quite 

dynamic – the distances from the Xe atom to the nearest carbon atom in the C=C bond vary 

from ~ 5.4 Å at 9 mbar to ~ 4.8 Å at 93 mbar, and the distances from the Xe atom to the nearest 

carbon atom in methyl group vary from ~ 4.6 Å at 9 mbar to ~ 3.9 Å at 93 mbar. The 

occupancies of different Xe positions at 93 mbar reach 0.45(2) for the first position, 0.25(2) for 

the second position, and 0.12 for the third position (Fig. 4.27). Between 93 mbar and 394 mbar 

the gate-opening effect was observed, and the forth position in the center of the pore was 

occupied (this position was not observed for D2 adsorption). Simultaneously, the occupancy of 

the third position in the 4-membered ZnN4 windows dropped to zero, and the occupancy of the 

second position decreased (Figs. 4.25 and 4.26). Further increasing of pressure to 1000 mbar 

results only in slight increasing of occupancies of all three Xe positions (Fig. 4.27). The 

maximal amount of adsorbed Xe atoms at 180K by ZIF-8 corresponds to 2 Xe atoms per Zn 

atom. The gate-opening was also observed for CO and N2 loading in ZIF-8 (Ania et al., 2012). 

In general, the gate-opening effect appears when the gas pressure becomes high enough to 

promote the expansion of the crystal structure through its deformation, resulting in a 

reorganization of the adsorbed atoms. The deformation of the structure allows a considerable 

increase of the amount of adsorbed gas. 

The gate-opening effect was not directly observed during the Kr adsorption in ZIF-8 at 

180K, but its presence can be postulated based on the filling of some adsorption sites inside the 

cavities exclusively on increasing pressure. The sequence of filling of the adsorption sites by Kr 

is different from Xe adsorption. Three positions were occupied by Kr at 50 mbar and 100 mbar 

at 180K: near C=C bond of imidazolate (at a distance of ~ 4.1 Å from the carbon atom in C=C 
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bond), the center of 6-membered ZnN4 windows (at a distance of ~ 3.8 Å from the carbon atom 

in C=C bond), and the center of the cavity (Figs. 4.28 and 4.29). Increasing pressure to 250 

mbar results in the formation of fourth position in the 4-membered ZnN4 windows, which is 

split and located at a distance of ~ 4.1 Å to the nearest carbon atom of the C=C bond and at a 

distance of ~ 4.0 Å to the nearest carbon atom of the methyl group (Figs. 4.30 and 4.31). The 

maximal amount of adsorbed Kr atoms at 180K by ZIF-8 corresponds to 1.7 Kr atoms per Zn 

atom (Fig. 4.32) 

The sequence of filling of the adsorption sites by Kr at 130K is similar to that at 180 K: 

three positions were occupied by Kr at 50 mbar and 130K: near C=C bond of imidazolate, the 

center of 6-membered ZnN4 windows and the center of cavity. Increasing pressure to 100 mbar 

results in the formation of a fourth position in the 4-membered ZnN4 windows, which is split. 

Maximal amount of adsorbed Kr atoms at 130K by ZIF-8 corresponds to 3 Kr atoms per Zn 

atom (Fig. 4.33) and the occupancies of all positions are above 50%. For comparison, the 

maximal uptake of methane CD4 molecules was found to be 3 CD4 molecules per Zn atom (Wu 

et al., 2009b). Also the experimentally determined positions for both Kr and Xe atoms correlate 

well with theoretically simulated positions for Ar atoms (Pantatosaki et al., 2010) 

The adsorption of noble gases by MOFs is based on the polarizability of both possible 

adsorption sites of the MOF and the intercalated noble gases. All adsorption sites in ZIF-8 have 

a relatively low polarizability, although some of them are slightly more polarizable (i.e. C=C 

bond of imidazolate linker). This fact is also confirmed by isosteric heat of adsorption 

measurements, which showed no decreasing of the isosteric heat upon Kr and Xe loading (Ryan 

et al., 2014). Thermal desorption measurements showed one broad peak at low loading, which is 

splitted into a few peaks with increasing gas loading (Soleimani Dorcheh et al., 2012a). 

Splitting of the desorption peak can be explained only by the gate-opening effect due to the 

absence of strong adsorption sites (i.e. sites with strength similar to open metal sites). Thus, the 

geometrical factor of pore size and shape is the main driving force of noble gas storage and 

separation in ZIF-8. 
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Figure 4.23. Positions of Xe atoms in cavity of ZIF-8 before gate-opening effect. 



 

 152

   
Figure 4.24. Positions of Xe atoms in pore ZIF-8 before gate-opening effect, view along c-axis. 

  
Figure 4.25. Positions of Xe atoms in pore ZIF-8 after gate-opening effect. 
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Figure 4.26. Positions of Xe atoms in pore ZIF-8 after gate-opening effect, view along c-axis. 

 

 
Figure 4.27. Amount of adsorbed Xe atoms in different crystallographic positions of ZIF-8 at 

different pressures at 180 K. 
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Figure 4.28. Positions of Kr atoms in pore ZIF-8 before gate-opening effect. 

    
Figure 4.29. Positions of Kr atoms in pore ZIF-8 before gate-opening effect, view along c-axis. 
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Figure 4.30. Additional position of Kr atoms in pore ZIF-8 after gate-opening effect. 

 

 
Figure 4.31. Positions of Kr atoms in pore ZIF-8 after gate-opening effect, view along c-axis. 
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Figure 4.32. Amount of adsorbed Kr atoms in different crystallographic positions of ZIF-8 at 

different pressures at 180 K. 

 
Figure 4.33. Amount of adsorbed Kr atoms in different crystallographic positions of ZIF-8 at 

different pressures at 130 K. 
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4.4.2.2. Laboratory X-ray powder diffraction investigation of Xe adsorption in ZIF-8 

 

 
Figure 4.34. Rietveld plots of ZIF-8 with 20 mbars of Xe, 110K (top) and with 50 mbar of Xe, 

110K (bottom). Laboratory X-ray powder diffraction data, Y-axis scale – square root of X-ray 

counts for better visibility of low-intensity reflections. 
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Figure 4.35. Electron density distribution of Xe atoms (blue) in ZIF-8 (grey) from MEM 

calculations at 50 mbar, 110K. 

 

ZIF-8 was evacuated at 180oC for 6 hours, cooled to room-temperature, loaded with 20 

mbar and 50 mbar of Xe gas, and cold down to 110K for measurements. The positions of 

intercalated Xe atoms were determined by the global optimization method of simulated 

annealing and Rietveld refinement using the program TOPAS 4.1 (Coelho, 2007). 

Crystallographic and refinement data are given in Table 4.1. 

The Maximum Entropy Method (MEM) is in particular well suited to locate missing atoms 

with low occupancy in incomplete crystal structures (Soleimani Dorcheh et al., 2012a; Matsuda 

et al., 2005; Kitaura et al., 2002) and to determine the accurate electron density distribution 

(Samy et al., 2010, Buchter et al., 2011). Therefore, in the present case, MEM was used for 

localization of Xe atoms and for reconstruction of the electron density distribution of all Xe 

atoms in the unit cell. 

All MEM calculations were performed using the program BayMEM (van Smaalen et al., 

2003), employing the Sakata-Sato algorithm (Sakata & Sato, 1990). The procrystal electron 
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density was created from the Rietveld refinement of the incomplete crystal structure (empty 

MOF), not containing any information about intercalated Xe atoms. The obtained MEM map 

did not contain noise and allowed to locate the intercalated Xe atoms unambiguously. Details 

about the maximum-entropy calculations are given in Table 4.2. Optimal values for the 

Lagrange multiplier λ were obtained by trial and error; an automated adjustment of λ during 

iterations was not possible due to an increase of the constraints value for several cycles of the 

iteration. 

At 20 mbar (110K) only two positions of Xe atoms were localized: near C=C bond of 

imidazolate (corresponds to the position Xe(I) from synchrotron diffraction data) and in the 

center of 6-membered ZnN4 windows (corresponds to the position Xe(II) from synchrotron 

data), (Fig. 4.23). The position in the 4-membered ZnN4 windows remains empty, probably due 

to different temperatures, used for laboratory and synchrotron measurements, and, as a result, 

different interactions between intercalated atoms and MOF occur. It is also necessary to take 

into account the low occupancy of the position in the 4-membered ZnN4 windows determined 

from synchrotron powder diffraction data. At 50 mbar (110K) three positions of Xe atoms were 

localized, which correspond to three positions localized from synchrotron diffraction data: Xe(I) 

near C=C bond of imidazolate, Xe(II) in the center of 6-membered ZnN4 windows, and Xe(III)  

in the center of cavity (Figs. 4.25, 4.26). Thus, the gate-opening effect in ZIF-8 could still be 

observed through the sharp decrease of the occupancy of the second position and the increase of 

the occupancy of the third position upon Xe loading.  
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Table 4.1. Crystallographic and refinement data for ZIF-8 with various Xe loadings (RBr, 

Rp, Rwp and GooF as defined in Topas). 

Sample ZIF-8 (110K, 20mbar) ZIF-8 (110K, 50mbar) 

Molecular formula ZnN4C8H10Xe0.23 ZnN4C8H10Xe2.2 

Space group I4-3m (217) I4-3m (217) 
Z 12 12 

a / Å 16.99688 17.01844 

Xe1, 24g (x, x, z) 0.186(5), 0.008(5) 0.190(5), 0.0004(5) 

Uiso 20.0 4.7 

Frac. occ. 0.09 0.90 

Xe2, 8c (x, x, x) 0.167(5) 0.236(5) 

Uiso 20.0 17.0 

Frac. occ. 0.7 0.23 

Xe3, 2a (0, 0, 0) - 0 

Uiso - 5.6 

Frac. occ. - 0.91 

RBr, % 1.30 1.26 

Rp, % 2.20 2.76 

Rwp, % 2.89 3.50 

GooF 1.23 1.26 

Temperature (K) 110 110 

Wavelength (Å) 1.540596 1.540596 

Starting angle (° 2θ) 6 6 

Final angle (° 2θ) 72 72 

Step width (° 2θ) 0.0079 0.0079 

 

Table 4.2. Details about maximum-entropy calculations (based on Fobs+G) for investigated 

MOFs from laboratory X-ray diffraction data with all atoms included. 

Sample ZIF-8 (110K, 20mbar) ZIF-8 (110K, 50mbar) 

The grid / pixels 192×192×192 

Resolution / Å3 0.09×0.09×0.09 

2

aim
χ  0.05 0.05 
RF / RwF, % 0.84/0.74 0.62/0.34 
RG / RwG, % 0.60/0.44 0.36/0.21 
No. of unique reflections 34 34 
No. of overlapping 
reflections 93 93 

No. of groups of the 
overlapping reflections 38 38 
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4.5. Structural investigation of noble gas adsorption in Zn-MFU-4l and Cu-MFU-4l 

4.5.1. Background information 

 

 
Figure 4.36. MFU-4l framework with two types of cavities alternating in three dimensions. 

 

Zn-MFU-4l is a new recently synthesized MOF (Denysenko et al., 2011). It is constructed 

from [Zn5Cl4]6+ secondary building units and bis(1H-1,2,3-triazolo[4,5-b], [4’,5’-

i])dibenzo[1,4]dioxin organic linkers. Zn-MFU-4l contains two types of cavities alternating in 
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three dimensions, which differ by the orientation of chlorine atoms pointing towards or away 

from each other, the orientation of the organic linker, and their sizes. 

The crystal structure of Cu-MFU-4l is identical to that of Zn-MFU-4l, and Cu atoms 

randomly occupy ~ 50% of the outer Zn atoms of the [Zn5Cl4]6+ secondary building units 

(Denysenko et al., 2014). Chlorine atoms coordinate only part of the Zn atoms (the rest of the 

Zn atoms are coordinated by HCOO groups), and Cu atoms present open metal sites after 

evacuation of Cu-MFU-4l. 

The crystal structure of MFU-4l has the topology of the well investigated MOF-5 (Spencer 

et al., 2006), which also consists of small and large pores alternating in three dimensions. 

Structural investigations of Kr and Xe adsorption in Zn-MFU-4l and Cu-MFU-4l were inspired 

by the unique adsorption of argon in MOF-5 (Rowsell et al., 2005).  

 

4.5.2. Laboratory and synchrotron X-ray powder diffraction investigation of noble 

gas adsorption in Zn-MFU-4l 

 

 

Figure 4.37. Rietveld plot of evacuated Zn-MFU-4l at 50 mbar, 110K, using laboratory X-ray 

powder diffraction data. 
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Figure 4.38. Positions of Xe and Kr atoms in pores of Zn-MFU-4l from laboratory X-ray 

powder diffraction data. 

 
Figure 4.39. Positions of Xe and Kr atoms near metal atom in pore of Zn-MFU-4l from 

laboratory X-ray powder diffraction data. 
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Simulated annealing and Rietveld refinement applied to laboratory X-ray powder 

diffraction data revealed only one position of intercalated Xe atom in the large cavity near 

triangular faces of ZnN3Cl tetrahedra at the metal site (Figs. 4.38, 4.39). This position coincides 

with the main adsorption position of argon in MOF-5 (Rowsell et al., 2005). No more positions 

were found on increasing gas pressure and decreasing temperature. At T = 110 K these position 

is fully occupied, while at T = 150 K the fractional site occupancy lowers to 25%, which is 

calculated to be 2 instead of 8 Xe atoms per pore. Synchrotron X-ray powder diffraction data 

confirmed, that both Xe and Kr have only one adsorption site in the large cavity near triangular 

faces of ZnN3Cl tetrahedra at the metal site.  

To analyze the electron density distribution of adsorbed Xe atoms, the Maximum Entropy 

Method (MEM) was used. All MEM calculations were performed using the program BayMEM 

(van Smaalen et al., 2003), employing the Sakata-Sato algorithm (Sakata & Sato, 1990). The 

prior information was provided by the electron density distribution corresponding to a refined 

independent spherical atom model (ISAM) using the same experimental data (procrystal 

density). In this model, the electron density is modeled as a superposition of electron densities 

of free, non-interacting atoms placed at their refined positions and convoluted with refined 

thermal motion (van Smaalen et al., 2003). 

The localization of the missing Xe atoms in Zn-MFU-4l was performed using 

experimental data sets – based on Fobs+G–constraints (observed structure factors extracted after 

Rietveld refinements of empty/filled MOF with G–constraints for overlapping reflections). 

Observed structure factors extracted after Rietveld refinements of the empty MOF were used to 

find highly occupied positions of Xe atoms, while the data from the filled MOF allowed the 

detection of possible additional low occupied positions and to reveal finer details on the 

distribution of electron density of the loaded gas. TOPAS 4.1 (Coelho, 2007) was used for 

Rietveld refinement. 

Initial data used for the MEM calculations did not contain any information about 

intercalated Xe atoms. The procrystal electron density was created from the Rietveld refinement 

of the incomplete structure (empty Zn-MFU-4l). The analysis of the MEM reconstructed 

electron density was performed using the program EDMA according to the method “on-grid” 
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(Palatinus et al., 2012). This program allows to determine not only the value of the electron 

density but also the integrated charge of atoms based on the Bader theory.  

The reconstructed electron density of both data sets taken at 110 K and 150 K 

unambiguously confirmed the position of the Xe atoms from Rietveld refinement and did not 

reveal any other distinct atomic positions for the loaded gas. The distribution of the electron 

density of the Xe atoms was found to be fully isotropic ruling out certain types of positional 

disorder (Fig. 4.40). 

   
Figure 4.40. Three-dimensional MEM reconstructed electron-density maps of Zn-MFU-4l with 

Xe (created using the program UCSF Chimera) based on Fobs+G–constraints at 150 K (left) and 

110 K (right). Contour levels: from 1 e/Å3. Laboratory X-ray powder data. 

 

4.5.3. X-ray powder diffraction investigation of noble gas adsorption in Cu-MFU-4l 

X-ray powder diffraction measurements of Xe adsorption in Cu-MFU-4l were performed at 

250K and 170K at different pressures (50 mbar, 100 mbar, 250 mbar, 500 mbar, and 1000 

mbar). X-ray powder diffraction measurements of Kr adsorption in ZIF-8 were performed at 

250 K, 170 K, and 130 K at different pressures (50 mbar, 100 mbar, 250 mbar, 500 mbar, 750 

mbar, and 1000 mbar). Samples were evacuated at 180oC during 3 hours before gas loading, and 

checked by Rietveld refinement (Fig. 4.41). Then they were cooled to room-temperature and 

exposed to Kr or Xe gas. Before changing the gas pressure, samples were heated 40 K above 

measurement’s temperature. 
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Figure 4.41. Rietveld plots of evacuated Cu-MFU-4l (top), with 250 mbar of Xe at 170K 

(middle), and 1000 mbar of Kr at 130 K (bottom).  

 

The structural investigations showed extremely high adsorption of Kr and Xe atoms by Cu-

MFU-4l and allowed precise localization of intercalated atoms. 
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The main adsorption site I for both Kr and Xe was located in the center of the triangular 

faces of the ZnN3Cl tetrahedra (metal site), (Figs. 4.42, 4.50). The same position is the unique 

position for noble gas adsorption in Zn-MFU-4l. The second main adsorption site II is located 

between the first adsorption site and the metal atom (Cu or Zn) from the outer part of the 

secondary building unit (Figs. 4.43, 4.51). The sum of occupancies of first and second 

adsorption sites never exceeds one, and the noble gas atoms are statistically disordered between 

these two positions.  

The adsorption site III for both Kr and Xe coordinates the statistically disordered outer Cu 

atom (Figs. 4.44, 4.45, 4.52), the adsorption site IV is located above the center of the 6-

membered C4O2 ring of the organic linker (Figs. 4.43, 4.53, 4.55), and Xe and Kr atom in the 

adsorption site V coordinates oxygen atoms from the organic linker (Figs. 4.44, 4.46, 4.54). 

Three more adsorption sites for Kr: VI, VII, and VIII, can be seen at 130K at pressure above 

250 mbar and they are all located in the center of the large cavity (Figs. 4.47, 4.48, 4.49), 

forming a second adsorption layer in the pores. Despite the fact that the large cavity is 

completely filled, the small cavity remains almost empty – only Kr(V) is located near the 

window inside of the small pore, as well as inside of the large pore. Thus, small and large pores 

are not equivalent for noble gas adsorption. 

Further increase of pressure of Xe gas results in the filling of three positions (VI, VII, 

andVIII) in the center of the large cavity, which are similar to the positions VI, VII, andVIII, 

occupied by Kr at high gas loading (Figs. 4.56, 4.57). Only at 170K and pressure 250 mbar and 

500 mbar two more Xe positions: IX and X, are located in the small cavity (Fig. 4.57). 

For both Xe and Kr atoms, the coordinatively unsaturated Cu sites from the outer part of 

the metal cluster are not a major adsorption site, and their filing started only when the major 

adsorption site in the center of triangular faces of the ZnN3Cl tetrahedral was filled. In contrast, 

the coordinatively unsaturated Ni and Mg sites in CPO-27-Ni and CPO-27-Mg are (one of) the 

primary adsorption sites. The coordinatevely unsaturated Cu sites in HKUST-1 also are not 

coordinated by noble gas atoms even at highest pressure (Hulvey et al., 2013). Thus, the 

adsorption of noble gases critically depends on the type of metal atom in the secondary building 

blocks of the MOFs. This interesting phenomenon requires further structural investigation. 
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Figure 4.42. Positions of Kr atoms in pores of Cu-MFU-4l at 250K (500 mbar and 1000 mbar) 

and 170K (50 mbar and 100 mbar). 

  
Figure 4.43. Positions of Kr atoms in pores of Cu-MFU-4l at 170K, (250 mbar and 500 mbar). 
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Figure 4.44. Positions of Kr atoms in pores of Cu-MFU-4l at 170K (1000 mbar). 

 
Figure 4.45. Positions of Kr atoms in pores of Cu-MFU-4l at 130K (50 mbar). 
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Figure 4.46. Positions of Kr atoms in pores of Cu-MFU-4l at 130K (100 mbar). 

 
Figure 4.47. Positions of Kr atoms in pores of Cu-MFU-4l at 130K (250 mbar); insert – second 

adsorption layer in the large cavity formed by Kr(VI). 



 

 171

 
Figure 4.48. Positions of Kr atoms in pores of Cu-MFU-4l at 130K (500 mbar); insert – second 

adsorption layer in the large cavity formed by Kr(VI) and Kr(VII). 
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Figure 4.49. Positions of Kr atoms in pores of Cu-MFU-4l at 130K (1000 mbar); insert – 

second adsorption layer in the large cavity formed by Kr(VI), Kr(VII), and Kr(VIII). 

 
Figure 4.50. Positions of Xe atoms in pores of Cu-MFU-4l at 250K (50 mbar and 100 mbar). 
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Figure 4.51. Positions of Xe atoms in pores of Cu-MFU-4l at 250K (50 mbar and 100 mbar). 

 
Figure 4.52. Positions of Xe atoms in pores of Cu-MFU-4l at 250K (250 mbar). 
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Figure 4.53. Positions of Xe atoms in pores of Cu-MFU-4l at 250K (500 mbar). 

 
Figure 4.54. Positions of Xe atoms in pores of Cu-MFU-4l at 250K (1000 mbar). 
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Figure 4.55. Positions of Xe atoms in pores of Cu-MFU-4l at 170K (50 mbar). 

 
Figure 4.56. Positions of Xe atoms in pores of Cu-MFU-4l at 170K (100 mbar). 
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Figure 4.57. Additional positions of Xe atoms in small pores (left) and second adsorption layer 

in large pores (right) of Cu-MFU-4l at 170K (250 mbar and 500 mbar). 

 

Results of Kr and Xe adsorption on Cu-MFU-4l are consistent with the adsorption 

behaviour of the lighter Ar atoms in MOF-5 (Rowsell et al., 2005). In total, 8 different 

adsorption sites of argon in MOF-5 were found: near metal site in large and small cavities, 

between three and two oxygen atoms of carboxylate groups from the organic linker, above the 

center of the benzene ring and in the plane of the benzene ring near hydrogen atoms, and also 

inside of large and small cavities. Large and small cavities of MOF-5 were also found to be not 

equivalent for Ar adsorption. 

Interesting results were reported for methane adsorption in MOF-5 (Wu et al., 2009b), 

(methane molecule has polarizability and atomic radius similar to Kr). The strongest adsorption 

site of CD4 was determined at the center of the three ZnO3 triangular faces (metal sites), similar 

to the single adsorption sites for both Kr and Xe in Zn-MFU-4l and the main adsorption site in 

Cu-MFU-4l. The second adsorption site is located above the O-O edge of the ZnO4 tetrahedra 

and the third adsorption site is above the center of the benzene ring of the organic linkers. The 
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forth and fifth adsorption sites are located inside the cavity and the adsorbed methane molecules 

interact mainly with surrounding methane. 

 

4.6. Conclusion 

A systematic structural investigation of Kr and Xe adsorption sites in different types of 

MOFs, performed as part of the presented PhD thesis, allows the determination of relations 

between the crystal structure of a MOF and its ability to adsorb, store and separate noble gases. 

Different types of MOFs were investigated: CPO-27-Ni and CPO-27-Mg with 1D channel 

topology and abundant open metal sites (created by removing of coordinated water molecules), 

Zn-MFU-4l and Cu-MFU-4l with pore structure and accessible metal sites, and ZIF-8 with 

relatively small pores and inaccessible metal sites. It was found that two main factors influence 

noble gas adsorption by MOFs: channel morphology and polarizability of adsorption sites. It 

could be unambiguously confirmed that open metal sites are the primary and strongest 

adsorption sites for noble gases, if there is no strong geometric confinement of intercalated 

atoms. This is explained by the nature of noble gas adsorption in MOFs. Since noble gases lack 

chemical reactivity, the only possible mechanism of adsorption for them is van der Waals 

interaction based on the polarizability of the atoms. Metal sites are the most polarizable part of 

the MOF’s structure, and thus they are also the main adsorption sites with highest binding 

energy to intercalated noble gas atoms (CPO-24, MFU-4l, MOF-5). The isosteric heat of 

adsorption of highly polarizable metal sites can be exceeded only by increased interaction 

between adsorbed atoms and framework, which might be achieved through the geometrical 

confinement of intercalated atoms in small pores (HKUST-1, ZIF-8). The polarizability of C=O 

and C-O bonds are usually lower as compared to that of metal sites, and they act as a secondary 

adsorption site (CPO-27, MOF-5). The less polarizable C=C bond is a major adsorption site for 

noble gases in ZIF-8 due to the absence of accessible metal sites and carbon-oxygen bonds in 

the crystal structure. The high isosteric heat of adsorption for noble gases in ZIF-8 is provided 

by the geometrical confinement of noble gases in small pores. 

Thus, MOFs with the small pores and abundant accessible metal sites are promising 

candidates for noble gas storage and separation. 
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5. Summary 

Due to the reduced informational content of powder diffraction data in comparison with 

single crystal diffraction, the challenge of increasing the accuracy in powder diffraction is of 

utmost importance. Several different ways of increasing accuracy in powder diffraction were 

investigated in the presented PhD thesis: possibilities and limitations of the maximum entropy 

method (MEM) for increasing accuracy of the electron density determination from high-

resolution laboratory and synchrotron powder X-ray diffraction data, application of parametric 

refinement for the analysis of different models of coupling between strain and order parameter 

during structural phase transitions, and investigation of noble gas adsorption in MOFs by state 

of art laboratory and synchrotron powder diffraction. 

A series of 24 apatites with intercalated atoms was investigated by the MEM. It was found 

that conventional Fourier maps based on Fobs–constraints (observed structure factors are 

calculated from the best incomplete model) contain a lot of spurious peaks with high electron 

density, making it impossible to locate the intercalated metal atoms unambiguously. MEM maps 

based on Fobs–, Fobs+G–, and FLeBail+G–constraints allowed unambiguous localization of copper 

atoms with occupancies down to 0.05 from laboratory X-ray powder diffraction, which 

corresponds to approximately 1.4 electrons per site. For confirmation of the reliability of the 

results received from high-resolution laboratory X-ray powder diffraction data, high-resolution 

synchrotron X-ray powder diffraction data were used for the MEM calculations of Sr-apatite 

with intercalated copper atoms. These results basically confirmed that the MEM can be 

successfully used for the determination of accurate electron density distributions from high-

resolution laboratory X-ray powder diffraction data. The difference between MEM maps from 

laboratory and synchrotron sources are caused primarily by different instrumental peak profiles 

and different resolution sinθ/λ]. 

As a common tendency it was confirmed that the MEM map based on Fobs–constraints is 

the most biased by the model, and the MEM map based on FLeBail+G–constraints is the least 

biased by the model. For the MEM maps calculated with procrystal density for known atoms, 

the value of the electron density of located metal atoms is increased in the order of maps based 

on Fobs–, Fobs+G–, and FLeBail+G–constraints. 

A strong advantage of the MEM is the possibility to use G–constraints for overlapping 

reflections, thus avoiding the model-bias for observed structure factors (Fobs) from Rietveld 
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refinement. The amplitudes of structure factors can be retrieved after a Le Bail fit (FLeBail) 

without the need of any structural information. They also can be used as experimental data for 

MEM calculations for centrosymmetric structures in combination with phases from Rietveld 

refinement and G-constraints for overlapping reflections. Applying G–constraints for a sum of 

intensities of groups of overlapping reflections decreases the model bias through the absence of 

the model-biased partitioning of the overlapping intensities. 

Another advantage of the MEM is the possibility to use prior information on the crystal 

structure. The procrystal prior electron density clearly reduces artifacts and MEM 

reconstructions with this prior allow the visualization of very fine features of the electron 

density. As an example, the experimental electron density distribution and the integrated ionic 

charges of BaZnF4 and BaMgF4 were determined by application of the MEM on high-resolution 

synchrotron X-ray powder diffraction data at 10 K. For the first time the MEM was successfully 

applied for the determination of accurate electron density distributions of heavy-atom 

compounds. The best electron density distribution was obtained by using G-constraints for 

strongly overlapping reflections (F2+G-constraints) and by using prior-derived constraints 

(F2+FPD-constraints). The use of procrystal electron density in the form of IASM was necessary 

in both cases. The experimental atomic charges were in good agreement with the charges 

calculated by DFT. 

Parametric refinement was established as a powerful tool to test different models of 

coupling between strain and order parameter during a structural phase transition. In the present 

PhD thesis, the high-temperature ferroelastic phase transitions P 1  <-> P21/m of LuF[SeO3] and 

Fm 3m –> I4/m of Sr2CoOsO6 were analyzed in great detail. Using the distortion modes 

approach allowed to separate and quantify primary and secondary distortion mechanisms, which 

are responsible for the changing of crystal symmetry. These distortion mechanisms are related 

by group theory and their changes with temperature/pressure obey to Landau theory for 

structural phase transitions. 

Strong lattice strain created during preliminary cooling of LuF[SeO3] possessed explicit 

temperature dependence and its variation on heating was described by biquadratic coupling 

between symmetry-adapted strain and order parameter with explicit temperature dependence of 

the strain, of which the underline theory was developed in the course of this work. It was 
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confirmed that different coupling mechanisms are responsible for the large hysteresis of the 

lattice parameters (and symmetry-adapted strains) during this phase transition. 

The high-temperature phase transition Fm 3m –> I4/m in Sr2CoOsO6 was described using 

distortion modes and parametric refinement, based on classical distortion modes description, 

rigid body refinement, and rotational modes (rigid body distortion modes) refinement. The 

distortion modes approach allowed to separate three distortion modes, responsible for the 

changing of crystal symmetry in Sr2CoOsO6 during the phase transition. While the primary 

distortion mode describes the rotation of octahedra and acts as an order parameter, two 

secondary distortion modes describe de deformation of octahedra. 

A systematic structural investigation of Kr and Xe adsorption sites in different types of 

MOFs, performed as part of the present PhD thesis, allows the analysis of relations between the 

crystal structure of a MOF and its ability to adsorb, store and separate noble gases. A highly 

flexible gas loading device was developed for this purpose. Different MOFs were investigated: 

CPO-27-Ni and CPO-27-Mg with 1D channel topology and abundant open metal sites, Zn-

MFU-4l and Cu-MFU-4l with pore structure and non-abundant metal sites, and ZIF-8 with 

relatively small pores and inaccessible metal sites. It was found that two main factors influence 

noble gas adsorption by MOFs: pore’s morphology and polarizability of adsorption sites. It was 

confirmed that open metal sites (which are the most polarizable part of the MOF structure) are 

the primary and strongest adsorption sites for noble gases, if there is no strong geometric 

confinement of intercalated atoms. The polarizability of C=O and C-O bonds is usually lower 

than for metal sites, and these bonds act as secondary adsorption sites. The less polarizable C=C 

bond is a major adsorption site for noble gases in ZIF-8 due to the absence of accessible metal 

sites and carbon-oxygen bonds in the crystal structure. The high isosteric heat of adsorption for 

noble gases in ZIF-8 is provided by the geometrical confinement of noble gases in small pores. 

A unique example of the influence of metal exchange on adsorption properties of MOFs was 

found for Cu-MFU-4l, possessing an extremely large adsorption capacity for Kr and Xe atoms 

(8 positions of Kr and 10 positions of Xe), which was not reported so far. This phenomenon is 

of technological importance and requires further investigations, which are outside the scope of 

the present PhD thesis. 



 

 189

6. Zusammenfassung  

Auf Grund des reduzierten Informationsgehalts von Pulverbeugungsdaten im Vergleich mit 

der Einkristallbeugung, ist es von größter Wichtigkeit, die Genauigkeit der Pulverbeugung zu 

erhöhen. Im Zuge dieser Doktorarbeit wurden deshalb verschiedene Möglichkeiten untersucht, 

wie die Genauigkeit in der Pulverbeugung erhöht werden kann: Untersuchung der 

Möglichkeiten und Grenzen der Methode der Maximalen Entropie (MEM) mit welcher die 

Elektronendichte präzise aus hochauflösenden Labor- und Synchrotron- 

Röntgenpulverbeugungsdaten bestimmt werden kann; Anwendung der parametrisierten 

Verfeinerung um verschiedene Modelle der Kopplung zwischen Strain und Ordnungsparameter 

während eines strukturellen Phasenübergangs zu analysieren und Untersuchungen von 

Edelgasabsorption in MOFs mittels fortgeschrittener Labor- und Synchrotron-Pulverbeugung. 

Eine Serie von 24 Apatiten mit interkalieren Atomen wurde mittels MEM untersucht. Es 

zeigte sich, dass konventionelle Fourierabbildungen  basierend auf Fobs–Constraints 

(beobachtete Strukturfaktoren werden aus dem besten unvollständigen Modell berechnet) eine 

Menge unerwünschte Peaks mit hoher Elektronendichte beinhalten, welche es unmöglich 

machen, die eingelagerten Metallatome eindeutig zu lokalisieren. MEM-Abbildungen basierend 

auf Fobs–, Fobs+G– und FLeBail+G–Constraints erlaubten dahingehend eine eindeutige 

Lokalisierung von Kupferatomen mit Besetzungsfaktoren bis zu 0.05 mittels 

Laborröntgenpulverbeugung, was ungefähr 1,4 Elektronen pro Position entspricht. Um die 

Zuverlässigkeit der erhaltenen Ergebnisse aus den hochauflösenden 

Laborröntgenpulverbeugungsdaten zu bestätigen, wurden zusätzlich hochauflösende 

Synchrotronröntgenpulverbeugungsdaten verwendet. Grundsätzlich bestätigten die Ergebnisse, 

dass MEM erfolgreich für die Bestimmung von akkuraten Elektronendichteverteilungen von 

hochauflösenden Laborröntgenpulverbeugungsdaten eingesetzt werden kann. Der Unterschied 

zwischen MEM-Abbildungen von Labor- und Synchrotronquellen ist primär durch verschiedene 

instrumentenabhängige Peakprofile und unterschiedlicher Auflösung sinθ/λ verursacht. 

Als allgemeine Tendenz wurde bestätigt, dass MEM-Abbildungen basierend auf Fobs–

Constraints am meisten und dass MEM-Abbildungen basierend auf FLeBail+G–Constraints am 

wenigsten vom zugrunde liegenden Modell beeinflusst werden. Für MEM-Abbildungen, 

berechnet aus den sogenannten Vorkristalldichten für bekannte Atome, wird der Wert der 
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Elektronendichte von lokalisierten Metallatomen im gleichen Maße angehoben wie für 

Abbildungen basierend auf  Fobs–, Fobs+G–, and FLeBail+G–Constraints. 

Ein großer Vorteil von MEM ist die Möglichkeit, G-Constraints für überlappende Reflexe 

zu benutzen, was eine Beeinflussung für beobachtete Strukturfaktoren (Fobs) aus der Rietveld-

Verfeinerung vermeidet. Die Amplitude der Strukturfaktoren kann aus einer Le Bail-Anpassung 

(FLeBail) erhalten werden, ohne die Notwendigkeit die Kristallstruktur zu kennen. Ebenso können 

diese als experimentelle Daten für MEM-Berechnungen für zentrosymmetrische Strukturen in 

Kombination mit Phasen einer Rietveldverfeinerung und G-Constraints für überlappende 

Reflexe verwendet werden. Die Anwendung von G-Constraints auf eine Summe von 

Intensitäten einer Gruppe überlappender Reflektionen verringert die Modellbeeinflussung durch 

die Abwesenheit der modellbeeinflussenden Anteile der überlappenden Reflexe. 

Ein weiterer Vorteil von MEM ist die Möglichkeit vorhandene Information über die 

Kristallstruktur zu nutzen. Die Vorkristallelektronendichte reduziert deutlich Artefakte und 

MEM-Rekonstruktionen mit dieser Vorelektronendichte erlauben die Visualisierung von sehr 

feinen Details der Elektronendichte. Als ein Beispiel wurden die experimentelle 

Elektronendichteverteilung und die integrierten ionischen Ladungen von BaZnF4 und BaMgF4 

mittels Anwendung von MEM auf hochauflösende Synchrotronpulverbeugungsdaten  bei 10 K 

bestimmt. Zum ersten Mal wurde damit erfolgreich die MEM auf die Bestimmung von 

akkuraten Elektronendichteverteilungen von Schweratomverbindungen angewendet. Die beste 

Elektronendichteverteilung wurde erhalten, indem G-Constraints für stark überlappende Reflexe 

(F2+G-constraints) und vorab bestimmte Constraints (F2+FPD-constraints) verwendet wurden. 

Die Verwendung von Vorkristallelektronendichten in Form von IASM war in beiden Fällen 

notwendig. Die experimentellen Atomladungen waren in guter Übereinstimmung mit den 

Ladungen, die mittels DFT berechnet wurden.  

Parametrische Verfeinerung wurden als mächtiges Werkzeug etabliert, um verschiedene 

Modelle der Kopplung zwischen Strain und Ordnungsparameter während eines strukturellen 

Phasenübergangs zu testen. In der vorliegenden Doktorarbeit, wurden die ferroelastischen 

Phasenübergange P 1  <-> P21/m von LuF[SeO3] und Fm 3m –> I4/m von Sr2CoOsO6 bei hohen 

Temperaturen im Detail analysiert. Die Verwendung von Verzerrungs-Methoden erlaubte es, 

zwischen primären und sekundären Verzerrungsmechanismen zu separieren und zu 

quantifizieren, welche für die Veränderung der Kristallsymmetrie verantwortlich sind. Diese 
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Verzerrungs-Methoden sind an die Gruppentheorie gebunden und ihre Änderungen mit 

Temperatur/Druck folgen der Landau-Theorie für strukturelle Phasenübergänge. 

Starke Gitterdeformationen, welche durch vorangegangenes Kühlen von LuF[SeO3] 

bezeugt wurden, zeigen eine explizite Temperaturabhängigkeit und ihre Variation mit dem 

Aufheizen konnte durch biquadratische Kopplung zwischen symmetrieadaptiertem Strain und 

einem Ordnungsparameter mit expliziter Temperaturabhängigkeit des Strain beschrieben 

werden, wobei die zugrundeliegende Theorie im Zuge dieser Arbeit entwickelt wurde. Es wurde 

bewiesen, dass unterschiedlich Kopplungsmechanismen für die große Hysterese der 

Gitterparameter (und der symmetrieadaptierten Verformungen) während des Phasenübergangs 

verantwortlich sind. 

Der Hochtemperaturphasenübergang Fm 3m–>I4/m in Sr2CoOsO6 wurde mittels 

Verzerrungsmoden und parametrischer Verfeinerung, basierend auf der klassischen 

Verzerrungsmodenbeschreibung, mittels starrer Körper-Verfeinerung und mittels 

Rotationsmodenverfeinerung (Verzerrungsmoden starrer Körper) beschrieben. Der 

Verzerrungsmodenansatz erlaubt es zwischen drei Verzerrungsmoden, welche verantwortlich 

für den Wechsel in der Kristallsymmetrie von Sr2CoOsO6 während des Phasenübergangs sind, 

zu separieren. Während die primäre Verzerrungsmode die Rotation des Oktaeders beschreibt 

und als Ordnungsparameter fungiert, beschreiben zwei sekundäre Verzerrungsmoden die 

Deformation des Oktaeders. 

Eine systematische strukturelle Untersuchung von Kr und Xe Adsorptionspositionen in 

verschiedenen MOFs, durchgeführt als Teil der vorliegenden Doktorarbeit, erlaubt die Analyse 

von Beziehungen zwischen der Kristallstruktur eines MOFs und seiner Fähigkeit Edelgase zu 

adsorbieren, zu speichern und zu separieren. Für diesen Zweck wurden ein flexibles 

Gasladungsgerät entwickelt. Verschiedene MOFs wurde untersucht: CPO-27-Ni und CPO-27-

Mg mit 1D-Kanaltopologie und vielen zugängliche Metallpositionen, Zn-MFU-4l und Cu-

MFU-4l mit Porenstrukturen und zugängliche Metallpositionen und ZIF-8 mit relativ kleinen 

Poren und unzugänglichen Metallpositionen. Es wurde herausgefunden, dass zwei 

Hauptfaktoren die Edelgasadsoprtion von MOFs beeinflussen: die Morphologie der Poren und 

die Polarisierbarkeit von Adsorptionspositionen. Es konnte bestätigt werden, dass offene 

Metallpositionen (welche die am meisten polarisierbaren Teile der MOF-Struktur sind) die 

primären und am stärksten absorbierenden Positionen für Edelgase sind, falls es keinen starken 
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geometrischen Einfluss von eingeschobenen Atomen gibt. Die Polarisierbarkeit von C=O und 

C-O Bindungen ist für gewöhnlich niedriger als die von Metallpositionen und diese Bindungen 

agieren als sekundäre Absorptionsposition. Die weniger polarisierbare C=C Bindung ist eine 

Hauptadsorptionsposition für Edelgase in ZIF-8, auf Grund der Abwesenheit von erreichbaren 

Metallpositionen und Kohlenstoff-Sauerstoff-Bindungen in der Kristallstruktur. Die hohe 

isosterische Wärme der Adsorption für Edelgase in ZIF-8 hat ihren Ursprung im geometrischen 

Einschluss der Edelgase in kleinen Poren. Ein einzigartiges Beispiel des Einflusses eines 

Metallaustausches auf die Adsorptionseigenschaften von MOFs wurde für Cu-MFU-4l 

gefunden, welches eine extrem große Adsorptionskapazität für Kr- und Xe-Atome (8 Positionen 

von Kr und 10 Positionen von Xe) besitzt, was bislang unbekannt war. Dieses Phänomen ist von 

technologische Wichtigkeit und benötigt weitere Untersuchungen, die über den Umfang der hier 

vorgestellten Arbeit hinausgehen. 
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Abbreviations 

DFT density functional theory 

IASM Independent atomic spherical model 

irrep Irreducible representation 

MAC multi-analyzing crystal  

MEM maximum entropy method 

MOF metal-organic framework 

MOFs metal-organic frameworks 

RT room-temperature 

WPPF whole powder pattern fitting 
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Appendix 1. 

Table A1. Crystallographic and refinement data (Rietveld refinement and Le Bail fit of 

incomplete crystal structures without intercalated metal atoms) for hydroxyapatites (space group 

P63/m (176)) with different intercalated metal atoms from laboratory X-ray powder diffraction 

data (RBr, Rp, Rwp and GooF as defined in Topas). 

 

Sample SrA(0.25Cu) CaA(0.1Cu) SrA(0.2Ni) SrA(0.15Zn) 
Molecular 
formula 

Sr5(PO4)3Cu0.25 
OH0.75-δ 

Ca5(PO4)3Cu0.1 
OH0.9-δ 

Sr5(PO4)3Ni0.2 
OH0.8-δ 

Sr5(PO4)3Zn0.15 
OH0.85-δ 

Z 2 2 2 2 
a / Å 9.7780(3) 9.4220(2) 9.7743(2) 9.7531(2) 
c / Å 7.2942(2) 6.8871(2) 7.2977(2) 7.3088(2) 
RBr, % (Rietveld) 11.16 9.64 4.88 4.91 
Rp, % (Rietveld) 11.11 10.60 5.74 5.58 
Rwp, % 
(Rietveld) 

17.71 15.84 7.63 7.62 

GooF (Rietveld) 6.95 3.48 1.19 1.81 
Rp, % (Le Bail) 4.42 5.89 3.79 3.53 
Rwp, % (Le Bail) 6.94 7.95 5.33 4.74 
GooF (Le Bail) 2.72 1.75 0.83 1.13 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 15 – 100 15 – 100 
Step width (° 2θ) 0.0079 0.0079 0.01 0.01 

 

Sample CaA(0.1Cu_0.5F) CaA(0.05Cu_0.5F) CaA(0.02Cu_0.5F) CaA(0.01Cu_0.5F) 

Molecular 
formula 

Ca5(PO4)3Cu0.1 
O0.5H0.4-δF0.5 

Ca5(PO4)3Cu0.05 
O0.5H0.45-δF0.5 

Ca5(PO4)3Cu0.02 
O0.5H0.48-δF0.5 

Ca5(PO4)3Cu0.01 
O0.5H0.49-δF0.5 

Z 2 2 2 2 
a / Å 9.3977(2) 9.3954(2) 9.3941(2) 9.3932(2) 
c / Å 6.8930(2) 6.8890(2) 6.8855(2) 6.8846(2) 
RBr, % (Rietveld) 8.97 7.17 5.42 4.48 
Rp, % (Rietveld) 9.76 8.46 7.62 6.10 
Rwp, % 
(Rietveld) 

15.56 12.59 11.05 8.62 

GooF (Rietveld) 3.32 2.59 2.41 2.09 
Rp, % (Le Bail) 4.83 5.18 4.96 4.40 
Rwp, % (Le Bail) 6.54 7.05 7.11 6.10 
GooF (Le Bail) 1.40 1.45 1.55 1.48 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 10 – 120 10 – 120 
Step width (° 2θ) 0.0079 0.0079 0.0079 0.0079 
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Table A2. Crystallographic and refinement data (Rietveld refinement and Le Bail fit of 

incomplete crystal structures without intercalated metal atoms) for hydroxyapatites SrA(0.1Cu-

1), SrA(0.1Cu-2), SrA(0.1Cu-3), SrA(0.1Cu-4) from synchrotron powder diffraction data (RBr, 

Rp, Rwp and GooF as defined in Topas). 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 

Molecular formula 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Z 2 2 2 
a / Å 9.7689(3) 9.7599(3) 9.7559(3) 
c / Å 7.2849(3) 7.2788(3) 7.2771(3) 
RBr, % (Rietveld) 5.19 5.03 6.34 
Rp, % (Rietveld) 7.03 6.26 7.61 
Rwp, % (Rietveld) 11.01 9.90 12.59 
GooF (Rietveld) 4.92 4.21 5.85 
Rp, % (Le Bail) 4.58 3.09 3.10 
Rwp, % (Le Bail) 7.54 4.93 4.43 
GooF (Le Bail) 3.37 2.10 2.06 
Temperature (K) 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 10 – 120 
Step width (° 2θ) 0.0079 0.0079 0.0079 

Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 

Molecular formula 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Z 2 2 2 
a / Å 9.7696(3) 9.7626(3) 9.7584(3) 
c / Å 7.2855(3) 7.2821(3) 7.2782(3) 
RBr, % (Rietveld) 5.76 5.73 4.78 
Rp, % (Rietveld) 8.07 6.57 6.20 
Rwp, % (Rietveld) 11.12 9.61 9.07 
GooF (Rietveld) 3.24 3.24 2.69 
Rp, % (Le Bail) 6.18 4.04 3.78 
Rwp, % (Le Bail) 8.01 5.39 5.01 
GooF (Le Bail) 2.33 1.81 1.49 
Temperature (K) 293 293 293 
Wavelength (Å) 0.8264 0.8264 0.8264 
2θ – range (°) 2 – 100 2 – 100 2 – 100 
Step width (° 2θ) 0.001 0.001 0.001 
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Table A3. Crystallographic and refinement data (Rietveld refinement of complete crystal 

structures) for hydroxyapatites (space group P63/m (176)) with different intercalated metal 

atoms from laboratory X-ray powder diffraction data (RBr, Rp, Rwp and GooF as defined in 

Topas). 

 

Sample SrA(0.25Cu) SrA(0.125Cu) SrA(0.05Cu) SrA(0.05Cu_0.5F) 
Molecular 
formula 

Sr5(PO4)3Cu0.25 
OH0.75-δ 

Sr5(PO4)3Cu0.125 
OH0.875-δ 

Sr5(PO4)3Cu0.05 
OH0.95-δ 

Sr5(PO4)3Cu0.05 
O0.5H0.45-δF0.5 

Z 2 2 2 2 
a / Å 9.7780(3) 9.7635(2) 9.7602(2) 9.7382(2) 
c / Å 7.2942(2) 7.2810(2) 7.2763(2) 7.2844(2) 
RBr, % 3.36 3.26 3.93 4.13 
Rp, % 5.74 5.22 5.56 6.50 
Rwp, % 8.89 8.34 8.18 9.72 
GooF 3.50 3.31 2.70 3.11 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 15 – 100 15 – 100 
Step width (° 2θ) 0.0079 0.0079 0.0079 0.0079 

 

Sample CaA(0.3Cu) CaA(0.1Cu) SrA(0.2Ni) SrA(0.15Zn) 

Molecular formula 
Ca5(PO4)3Cu0.3 

OH0.7-δ 
Ca5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Ni0.2

OH0.8-δ 
Sr5(PO4)3Zn0.15 

OH0.85-δ 
Z 2 2 2 2 
a / Å 9.4319 (3) 9.4220(2) 9.7743(2) 9.7531(2) 
c / Å 6.9081 (2) 6.8871(2) 7.2977(2) 7.3088(2) 
RBr, % 3.34 4.55 2.35 4.67 
Rp, % 6.94 7.80 4.53 5.29 
Rwp, % 10.01 10.78 6.09 7.05 
GooF 2.18 2.37 0.95 1.68 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 15 – 100 15 – 100 
Step width (° 2θ) 0.0079 0.0079 0.01 0.01 
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Sample CaA(0.1Cu_0.5F) CaA(0.05Cu_0.5F) CaA(0.02Cu_0.5F) CaA(0.01Cu_0.5F) 

Molecular 
formula 

Ca5(PO4)3Cu0.1 
O0.5H0.4-δF0.5 

Ca5(PO4)3Cu0.05 
O0.5H0.45-δF0.5 

Ca5(PO4)3Cu0.02 
O0.5H0.48-δF0.5 

Ca5(PO4)3Cu0.01 
O0.5H0.49-δF0.5 

Z 2 2 2 2 
a / Å 9.3977(2) 9.3954(2) 9.3941(2) 9.3932(2) 
c / Å 6.8930(2) 6.8890(2) 6.8855(2) 6.8846(2) 
RBr, % 6.58 4.93 4.86 4.30 
Rp, % 6.84 7.17 7.23 5.99 
Rwp, % 9.92 10.05 10.41 8.41 
GooF 2.12 2.07 2.27 2.04 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 10 – 120 10 – 120 
Step width (° 2θ) 0.0079 0.0079 0.0079 0.0079 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 
Molecular 
formula 

Sr5(PO4)3Cu0.1 
OH0.9-δ 

Sr5(PO4)3Cu0.1 
OH0.9-δ 

Sr5(PO4)3Cu0.1 
OH0.9-δ 

Sr5(PO4)3Cu0.1 
OH0.9-δ 

Z 2 2 2 2 
a / Å 9.7689(3) 9.7647(3) 9.7599(3) 9.7559(3) 
c / Å 7.2849(3) 7.2827(3) 7.2788(3) 7.2771(3) 
RBr, % 4.20 4.41 3.96 4.48 
Rp, % 6.42 6.42 5.30 5.77 
Rwp, % 9.35 9.67 8.04 9.20 
GooF 4.17 3.78 3.42 4.28 
Temperature (K) 293 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 10 – 120 10 – 120 
Step width (° 2θ) 0.0079 0.0079 0.0079 0.0079 

Sample SrA(0.3Cu-1) SrA(0.3Cu-2) SrA(0.3Cu-3) 

Molecular formula 
Sr5(PO4)3Cu0.3 

OH0.7-δ 
Sr5(PO4)3Cu0.3 

OH0.7-δ 
Sr5(PO4)3Cu0.3 

OH0.7-δ 
Z 2 2 2 
a / Å 9.7768(3) 9.7760(3) 9.7662(3) 
c / Å 7.2916(3) 7.2926(3) 7.2882(3) 
RBr, % 6.71 6.05 5.61 
Rp, % 9.99 8.60 7.52 
Rwp, % 15.11 12.24 10.47 
GooF 3.91 3.40 2.50 
Temperature (K) 293 293 293 
Wavelength (Å) 1.540596 1.540596 1.540596 
2θ – range (°) 10 – 120 10 – 120 10 – 120 
Step width (° 2θ) 0.0079 0.0079 0.0079 



 

 218

 

Table A4. Crystallographic and refinement data (Rietveld refinement of complete crystal 

structures) for hydroxyapatites SrA(0.1Cu-1), SrA(0.1Cu-2), SrA(0.1Cu-3), SrA(0.1Cu-4) from 

synchrotron powder diffraction data (RBr, Rp, Rwp and GooF as defined in Topas). 

 

 

  
Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 

Molecular formula 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Sr5(PO4)3Cu0.1 

OH0.9-δ 
Z 2 2 2 2 
a / Å 9.7696(3) 9.7665(3) 9.7626(3) 9.7584(3) 
c / Å 7.2855(3) 7.2851(3) 7.2821(3) 7.2782(3) 
RBr, % 4.41 4.06 4.48 3.55 
Rp, % 7.55 5.70 5.78 5.28 
Rwp, % 9.80 7.50 7.63 7.07 
GooF 2.85 2.23 2.57 2.10 
Temperature (K) 293 293 293 293 
Wavelength (Å) 0.8264 0.8264 0.8264 0.8264 
2θ – range (°) 2 – 100 2 – 100 2 – 100 2 – 100 
Step width (° 2θ) 0.001 0.001 0.001 0.001 



 

 219

Table A5. Details about maximum-entropy calculations for incomplete crystal structures 

(without intercalated metal atoms) of investigated apatites from laboratory X-ray powder 

diffraction data (RF, RwF, RG and RwG as defined in BayMEM). 

  

Sample SrA(0.25Cu) CaA(0.1Cu) SrA(0.2Ni) SrA(0.15Zn) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 693.48 505.40 690.39 688.38 
Lagrange multiplier, λFG 50 140 100 100 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  3.0 1.8 0.4 0.3 

RF / RwF, % 2.05 / 2.18 1.73 / 1.80 1.19 / 1.10 0.76 / 0.76 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  6.0 2.7 0.7 0.4 

RF / RwF, % 2.81 / 3.08 1.99 / 2.20 1.42 / 1.46 0.89 / 0.87 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 1.4 0.4 0.1 0.2 

RF / RwF, % (Fobs+G) 2.52 / 2.56 1.73 / 1.62 1.22 / 1.03 1.30 / 1.00 
RG / RwG, % (Fobs+G) 1.10 / 1.31 0.53 / 0.66 0.59 / 0.50 0.66 / 0.70 

2

aim
χ  (FLeBail+G) 1.0 0.4 0.1 0.1 

RF / RwF, % (FLeBail+G) 1.99 / 2.40 1.65 / 1.51 1.87 / 1.38 0.87 / 0.62 
RG / RwG, % (FLeBail+G) 0.93 / 0.99 0.57 / 0.74 0.09 / 0.10 0.75 / 0.85 
No. of unique reflections 54 47 37 18 
No. of overlapping 
reflections 

222 198 190 192 

No. of groups of the 
overlapping reflections 

86 75 64 60 
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Sample CaA(0.1Cu_0.5F) CaA(0.05Cu_0.5F) CaA(0.02Cu_0.5F) CaA(0.01Cu_0.5F) 

The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 505.40 502.69 501.07 500.54 
Lagrange multiplier, 
λFG 

50 50 50 50 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  0.5 0.6 0.1 0.1 

RF / RwF, % 0.96 / 1.05 0.99 / 1.13 0.37 / 0.45 0.36 / 0.40 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  2.0 0.9 1.0 1.0 

RF / RwF, % 1.83 / 2.11 1.17 / 1.39 1.17 / 1.43 1.05 / 1.20 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 0.5 0.2 0.1 0.1 

RF / RwF, % (Fobs+G) 1.60 / 1.72 0.96 / 1.01 0.73 / 0.78 0.70 / 0.71 
RG / RwG, % (Fobs+G) 0.70 / 0.84 0.44 / 0.60 0.30 / 0.37 0.35 / 0.44 

2

aim
χ  (FLeBail+G) 0.5 0.3 0.1 0.1 

RF / RwF, % (FLeBail+G) 1.55 / 1.57 1.38 / 1.29 0.79 / 0.79 0.83 / 0.76 
RG / RwG, % (FLeBail+G) 0.77 / 0.97 0.60 / 0.71 0.30 / 0.38 0.34 / 0.41 
No. of unique 
reflections 

58 56 54 55 

No. of overlapping 
reflections 

187 189 191 190 

No. of groups of the 
overlapping reflections 

82 79 79 79 
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Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 
Lagrange multiplier, 
λFG 

50 50 50 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  1.0 0.9 0.4 

RF / RwF, % 1.14 / 1.22 1.09 / 1.17 0.64 / 0.73 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  1.5 1.3 1.6 

RF / RwF, % 1.32 / 1.50 1.23 / 1.40 1.24 / 1.45 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 0.2 0.2 0.2 

RF / RwF, % (Fobs+G) 0.87 / 0.93 0.96 / 0.97 0.70 / 0.79 
RG / RwG, % (Fobs+G) 0.40 / 0.44 0.39 / 0.44 0.44 / 0.50 

2

aim
χ  (FLeBail+G) 0.3 0.3 6.0 

RF / RwF, % (FLeBail+G) 1.00 / 1.17 1.19 / 1.17 3.15 / 3.72 
RG / RwG, % (FLeBail+G) 0.49 / 0.55 0.51 / 0.55 2.83 / 3.17 
No. of unique 
reflections 

60 56 51 

No. of overlapping 
reflections 

216 220 225 

No. of groups of the 
overlapping reflections 

90 91 84 
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Table A6. Details about maximum-entropy calculations for incomplete crystal structures 

(without intercalated metal atoms) of investigated apatites from synchrotron powder diffraction 

data with resolution sinθ/λ = 0.93 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

 

 

 

 

 

 

 

 

 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 
Lagrange multiplier, 
λFG 

50 50 50 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  1.0 0.9 0.2 

RF / RwF, % 1.34 / 0.16 1.33 / 1.55 0.63 / 0.69 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  3.5 2.8 2 

RF / RwF, % 2.22 / 2.99 2.05 / 2.74 1.63 / 2.20 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 0.2 0.2 0.1 

RF / RwF, % (Fobs+G) 1.40 / 1.49 1.30 / 1.45 1.17 / 1.13 
RG / RwG, % (Fobs+G) 0.63 / 0.73 0.66 / 0.75 0.44 / 0.51 

2

aim
χ  (FLeBail+G) 1.3 0.7 1.5 

RF / RwF, % (FLeBail+G) 2.77 / 3.31 2.03 / 2.46 2.63 / 2.57 
RG / RwG, % (FLeBail+G) 1.67 / 1.99 1.20 / 1.48 2.35 / 2.49 
No. of unique 
reflections 

89 99 71 

No. of overlapping 
reflections 

1324 1314 1341 

No. of groups of the 
overlapping reflections 

351 375 306 
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Table A7. Details about maximum-entropy calculations for incomplete crystal structures 

(without intercalated metal atoms) of investigated apatites from synchrotron powder diffraction 

data with resolution sinθ/λ = 0.65 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

 

 

 

 

 

 

 

 

 

 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 
Lagrange multiplier, 
λFG 

50 50 50 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  0.6 0.1 0.2 

RF / RwF, % 0.93 / 1.02 0.40 / 0.43 0.55 / 0.58 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  2.0 1.5 1.6 

RF / RwF, % 1.57 / 1.87 1.39 / 1.67 1.37 / 1.64 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 0.1 0.2 0.1 

RF / RwF, % (Fobs+G) 0.77 / 0.69 1.05 / 0.99 0.81 / 0.74 
RG / RwG, % (Fobs+G) 0.34 / 0.40 0.49 / 0.58 0.35 / 0.39 

2

aim
χ  (FLeBail+G) 0.4 0.2 0.4 

RF / RwF, % (FLeBail+G) 1.41 / 1.40 0.89 / 1.00 0.75 / 0.75 
RG / RwG, % (FLeBail+G) 0.63 / 0.79 0.49 / 0.56 0.77 / 1.02 
No. of unique 
reflections 

79 79 62 

No. of overlapping 
reflections 

416 416 433 

No. of groups of the 
overlapping reflections 

160 159 142 
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Table A8. Details about maximum-entropy calculations for incomplete crystal structures 

(without intercalated metal atoms) of investigated apatites from synchrotron powder diffraction 

data with resolution sinθ/λ = 0.55 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

 

 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 
Lagrange multiplier, 
λFG 

50 50 50 

MEM calculations based on Fobs (procrystal density for known atoms) 
2

aim
χ  0.1 0.1 0.1 

RF / RwF, % 0.39 / 0.40 0.40 / 0.42 0.38 / 0.40 
MEM calculations based on Fobs (flat prior) 

2

aim
χ  1.0 0.8 1.0 

RF / RwF, % 1.10 / 1.28 0.99 / 1.17 1.06 / 1.25 
MEM calculations based on Fobs + G and FLeBail + G 

2

aim
χ  (Fobs+G) 0.1 0.1 0.1 

RF / RwF, % (Fobs+G) 0.73 / 0.63 0.72 / 0.63 0.72 / 0.63 
RG / RwG, % (Fobs+G) 0.31 / 0.36 0.33 / 0.37 0.33 / 0.38 

2

aim
χ  (FLeBail+G) 0.2 0.2 3.3 

RF / RwF, % (FLeBail+G) 0.86 / 0.94 0.76 / 0.85 1.62 / 2.39 
RG / RwG, % (FLeBail+G) 0.44 / 0.48 0.48 / 0.54 1.99 / 2.69 
No. of unique 
reflections 

66 65 54 

No. of overlapping 
reflections 

253 252 266 

No. of groups of the 
overlapping reflections 

107 108 102 
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Table A9. Details about maximum-entropy calculations (based on Fobs+G) for complete 

crystal structures of investigated apatites from laboratory X-ray powder diffraction data (RF, 

RwF, RG and RwG as defined in BayMEM). 

  

Sample SrA(0.25Cu) SrA(0.125Cu) SrA(0.05Cu) SrA(0.05Cu_0.5F) 

The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 693.48 685.28 682.68 690.68 
Lagrange multiplier, λFG 50 40 40 40 

2

aim
χ  0.4 0.4 0.4 0.2 

RF / RwF, % 1.13/1.14 0.97/1.02 0.77/0.96 0.54/0.65 
RG / RwG, % 0.69/0.81 0.73/0.87 0.79/0.88 0.54/0.62 
No. of unique reflections 54 54 44 46 
No. of overlapping 
reflections 

222 220 238 230 

No. of groups of the 
overlapping reflections 

86 85 91 80 

 

Sample CaA(0.3Cu) CaA(0.1Cu) SrA(0.2Ni) SrA(0.15Zn) 

The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 516.19 505.40 690.39 688.38 
Lagrange multiplier, λFG 130 140 100 100 

2

aim
χ  0.3 0.3 0.2 0.2 

RF / RwF, % 1.37/1.22 1.42/1.29 1.42/1.30 1.54/1.16 
RG / RwG, % 0.65/0.74 0.54/0.68 0.93/0.77 0.61/0.68 
No. of unique reflections 51 47 37 18 
No. of overlapping 
reflections 

195 198 190 192 

No. of groups of the 
overlapping reflections 

80 75 64 60 
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Sample CaA(0.1Cu_0.5F) CaA(0.05Cu_0.5F) CaA(0.02Cu_0.5F) CaA(0.01Cu_0.5F) 

The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 505.40 502.69 501.07 500.54 
Lagrange multiplier, 
λFG 

50 50 50 50 

2

aim
χ  0.2 0.2 0.2 0.2 

RF / RwF, % 0.88/0.95 1.11/1.06 0.57/0.68 0.48/0.67 
RG / RwG, % 0.51/0.60 0.48/0.52 0.45/0.52 0.41/0.45 
No. of unique 
reflections 

58 56 54 55 

No. of overlapping 
reflections 

187 189 191 190 

No. of groups of the 
overlapping 
reflections 

82 79 79 79 

Sample SrA(0.3Cu-1) SrA(0.3Cu-2) SrA(0.3Cu-3) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 696.18 696.18 696.18 
Lagrange multiplier, λFG 50 50 50 

2

aim
χ  0.4 0.4 0.4 

RF / RwF, % 0.95/1.05 1.01/1.08 1.06/1.16 
RG / RwG, % 0.82/0.99 0.78/0.92 0.88/0.90 
No. of unique reflections 42 44 40 
No. of overlapping 
reflections 

234 232 236 

No. of groups of the 
overlapping reflections 

86 90 81 

Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 685.38 
Lagrange multiplier, λFG 50 50 50 50 

2

aim
χ  0.4 0.4 0.4 0.4 

RF / RwF, % 0.90/1.01 1.22/1.29 0.96/1.09 0.93/1.03 
RG / RwG, % 0.66/0.79 0.62/0.70 0.67/0.77 0.69/0.76 
No. of unique reflections 60 55 56 51 
No. of overlapping 
reflections 

216 221 220 225 

No. of groups of the 
overlapping reflections 

90 91 91 84 
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Table A10. Details about maximum-entropy calculations (based on Fobs+G) for complete 

crystal structures of investigated apatites from synchrotron powder diffraction data with 

resolution sinθ/λ = 0.93 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 

The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 685.38 
Lagrange multiplier, λFG 50 50 50 50 

2

aim
χ  0.4 0.4 0.4 0.4 

RF / RwF, % 1.38/1.86 1.37/1.84 1.26/1.67 1.38/1.76 
RG / RwG, % 0.96/1.10 0.97/1.16 0.99/1.17 0.99/1.14 
No. of unique reflections 89 104 99 71 
No. of overlapping 
reflections 

1324 1309 1314 1341 

No. of groups of the 
overlapping reflections 

351 381 375 306 

 

Table A11. Details about maximum-entropy calculations (based on Fobs+G) for complete 

crystal structures of investigated apatites from synchrotron powder diffraction data with 

resolution sinθ/λ = 0.65 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 685.38 
Lagrange multiplier, λFG 50 50 50 50 

2

aim
χ  0.4 0.4 0.4 0.4 

RF / RwF, % 0.97/1.20 1.05/1.24 1.00/1.16 1.07/1.17 
RG / RwG, % 0.74/0.87 0.79/0.91 0.79/0.92 0.80/0.90 
No. of unique reflections 79 81 79 62 
No. of overlapping 
reflections 

416 414 416 433 

No. of groups of the 
overlapping reflections 

160 163 159 142 
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Table A12. Details about maximum-entropy calculations (based on Fobs+G) for complete 

crystal structures of investigated apatites from synchrotron powder diffraction data with 

resolution sinθ/λ = 0.55 Å-1 (RF, RwF, RG and RwG as defined in BayMEM). 

 

Sample SrA(0.1Cu-1) SrA(0.1Cu-2) SrA(0.1Cu-3) SrA(0.1Cu-4) 
The grid / pixels 96×96×72 
Resolution / Å3 0.1×0.1×0.1 
F(0 0 0) 685.38 685.38 685.38 685.38 
Lagrange multiplier, λFG 50 50 50 50 

2

aim
χ  0.4 0.4 0.4 0.4 

RF / RwF, % 0.81 / 1.04 0.86 / 1.03 0.91 / 1.03 0.95 / 1.00 
RG / RwG, % 0.72 / 0.83 0.79 / 0.90 0.74 / 0.87 0.75 / 0.87 
No. of unique reflections 66 65 65 54 
No. of overlapping 
reflections 

253 252 252 266 

No. of groups of the 
overlapping reflections 

107 108 108 102 
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Appendix 2. 

 
Table A1. Crystallographic and refinement data for BaZnF4 and BaMgF4 (s.g. Cmc21) 

from synchrotron powder diffraction data (RBr, Rp, Rwp and GooF as defined in Topas). 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Sample BaZnF4 BaMgF4 
Temperature (K) 10 10 
Z 4 4 
a / Å 4.1908(3) 4.1193(2) 
b / Å 14.5137(3) 14.4636(7) 
c / Å 5.8361(3) 5.8119(3) 
RBr, % 9.86 6.53 
Rp, % 16.09 17.82 
Rwp, % 23.72 24.30 
Rexp, % 11.43 10.69 
GooF 2.075 2.27 
Wavelength (Å) 0.3995 0.3995 
2θ – range (°) 2 – 31 2 – 31 
Step width (° 2θ) 0.002 0.002 
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Table A2. Details about maximum-entropy calculations for BaZnF4 and BaMgF4 (RF, RwF, RG 

and RwG as defined in BayMEM). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Sample BaZnF4 BaMgF4 
Temperature (K) 10 10 
The grid / pixels 48×144×128 
Resolution / Å3 0.09×0.1×0.05 
F(0 0 0) 488.1877 416.0000 
Total No. of reflections 219 223 
MEM calculations based on Fobs (procrystal density), n=2 
Lagrange multiplier, λFG 50 50 

2

aim
χ  1.3 1.3 

RF / RwF, % 1.88 / 1.81 2.38 / 2.05 
MEM calculations based on Fobs (procrystal density), n=4 
Lagrange multiplier, λFG 8 10 

2

aim
χ  1.1 1.2 

RF / RwF, % 2.01 / 1.83 2.62 / 2.11 
MEM calculations based on Fobs (procrystal density), n=6 
Lagrange multiplier, λFG AUTO AUTO 

2

aim
χ  0.9 1.0 

RF / RwF, % 2.12 / 1.96 2.75 / 2.24 
MEM calculations based on Fobs (flat prior), n=2 

Lagrange multiplier, λFG 50 50 
2

aim
χ  3.0 2.0 

RF / RwF, % 2.62 / 2.75 3.07 / 2.55 
MEM calculations based on Fobs + G, n=2 

Lagrange multiplier, λFG 50 50 
2

aim
χ  (Fobs+G) 1.3 1.0 

RF / RwF, % (Fobs+G) 2.10 / 2.09 2.02 / 1.86 
RG / RwG, % (Fobs+G) 2.17 / 2.74 4.16 / 3.05 

MEM calculations based on Fobs + G, n=4 
Lagrange multiplier, λFG 10 10 

2

aim
χ  (Fobs+G) 1.4 1.0 

RF / RwF, % (Fobs+G) 2.15 / 1.88 2.38 / 2.02 
RG / RwG, % (Fobs+G) 2.25 / 2.80 1.04 / 2.98 
MEM calculations based on Fobs + G + FPD (2.0 Å

-1), n=2 
Lagrange multiplier, λFG AUTO AUTO 

2

aim
χ  (Fobs+G) 2.0 2.5 

RF / RwF, % (Fobs+G) 2.65 / 2.63 3.44 / 3.51 
RG / RwG, % (Fobs+G) 2.44 / 3.16 4.33 / 3.16 
No. of unique reflections 125 179 
No. of overlapping 
reflections 

94 44 

No. of groups of the 
overlapping reflections 

41 21 
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Appendix 3. 

Example of an input file for program Topas 4 which was used for the sequential Rietveld 

fit of the strain modes for LuF[SeO3]. 

macro Out_file(file) 
{ 
   out file append 
 Out(Get(r_wp), "    \n %11.5f" ) ' _Rwp   
      Out(Get(a), "%15.5f", "%9.5f") ' cell_length_a  
      Out(Get(b), "%15.5f", "%9.5f") ' cell_length_b  
      Out(Get(c), "%15.5f", "%9.5f") ' cell_length_c  
      Out(Get(al), "%15.5f", "%9.5f") ' cell_angle_alpha  
      Out(Get(be), "%15.5f", "%9.5f") ' cell_angle_beta   
      Out(Get(ga), "%15.5f", "%9.5f") ' cell_angle_gamma  
 Out(s1, "%12.5f", "%9.5f") 
 Out(s2, "%12.5f", "%9.5f") 
 Out(s3, "%12.5f", "%9.5f") 
 Out(s4, "%12.5f", "%9.5f") 
 Out(s5, "%12.5f", "%9.5f") 
 Out(s6, "%12.5f", "%9.5f") 
 Out(pe1, "%12.5f", "%9.5f") 
 Out(pe2, "%12.5f", "%9.5f") 
 Out(pe3, "%12.5f", "%9.5f") 
 Out(pe4, "%12.5f", "%9.5f") 
 Out(pe5, "%12.5f", "%9.5f") 
 Out(pe6, "%12.5f", "%9.5f") 
} 
 
'{{{macros for calculations involving the lattice parameters 
  
 'Takes non-refinable undistorted cell parameters, and variable strains 
as input. 
 'Returns strained cell parameters 
 macro straincell(pa0, pb0, pc0, pal0, pbe0, pga0) 
 { 
  prm  !radian  57.2957795 
  prm  palpha0 = pal0/radian; 
  prm  pbeta0  = pbe0/radian; 
  prm  pgamma0 = pga0/radian; 
  'distorted parent-cell parameters 
  prm  pa = pa0*(pe1 + 1);:  6.44848 
  prm  pb = pb0*(pe2 + 1);:  6.84409 
  prm  pc = pc0*(pe3 + 1);:  4.27980 
  prm  palpha = palpha0 - pe4*Sin(palpha0); 
  prm  pbeta  = pbeta0  - pe5*Sin(pbeta0); 
  prm  pgamma = pgamma0 - pe6*Sin(pgamma0); 
  prm  pal = palpha*radian;: 90.07091 
  prm  pbe = pbeta*radian ;: 95.61740 
  prm  pga = pgamma*radian;: 90.03307 
 } 
 
 'Use basis-transformation matrix to transform from parent-cell to 
supercell parameters 
 macro celltransform(t11, t12, t13, t21, t22, t23, t31, t32, t33) 
 { 
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  prm  !radian  57.2957795 
  
  'parent-lattice basis vectors in cartesian coords 
  prm  zzz  = (Cos(palpha) - Cos(pbeta)*Cos(pgamma))/Sin(pgamma); 
  prm  pv11 = pa; 
  prm  !pv21  0 
  prm  !pv31  0 
  prm  pv12 = pb*Cos(pgamma); 
  prm  pv22 = pb*Sin(pgamma); 
  prm  !pv32  0 
  prm  pv13 = pc*Cos(pbeta); 
  prm  pv23 = pc*zzz; 
  prm  pv33 = pc*Sqrt(1 - Cos(pbeta)^2 - zzz^2); 
  
  'supercell basis vectors in cartesian coords 
  prm  sv11 = t11*pv11 + t12*pv12 + t13*pv13; 
  prm  sv21 = t11*pv21 + t12*pv22 + t13*pv23; 
  prm  sv31 = t11*pv31 + t12*pv32 + t13*pv33; 
  prm  sv12 = t21*pv11 + t22*pv12 + t23*pv13; 
  prm  sv22 = t21*pv21 + t22*pv22 + t23*pv23; 
  prm  sv32 = t21*pv31 + t22*pv32 + t23*pv33; 
  prm  sv13 = t31*pv11 + t32*pv12 + t33*pv13; 
  prm  sv23 = t31*pv21 + t32*pv22 + t33*pv23; 
  prm  sv33 = t31*pv31 + t32*pv32 + t33*pv33; 
  
  'distorted supercell parameters 
  prm  sa = Sqrt(sv11^2+sv21^2+sv31^2); 
  prm  sb = Sqrt(sv12^2+sv22^2+sv32^2); 
  prm  sc = Sqrt(sv13^2+sv23^2+sv33^2); 
  prm  salpha = ArcCos((sv12*sv13+sv22*sv23+sv32*sv33)/(sb*sc)); 
  prm  sbeta  = ArcCos((sv11*sv13+sv21*sv23+sv31*sv33)/(sa*sc)); 
  prm  sgamma = ArcCos((sv11*sv12+sv21*sv22+sv31*sv32)/(sa*sb)); 
  prm  sal = salpha*radian; 
  prm  sbe = sbeta*radian; 
  prm  sga = sgamma*radian; 
 } 
'}}} 
 
iters 300 
do_errors 
XYE(FileName) 

bkg @  11753.9469`_14.7944678 -7130.01235`_25.1300073  1935.93213`_23.0003751  
561.944125`_21.3053992 -368.916997`_20.9094482  35.1972098`_19.8681934 -
24.8299646`_19.7882956  149.933676`_18.4599147  119.144117`_18.3542657  
90.609349`_15.9106356 -52.0456283`_15.1624355 
 start_X  4 
 finish_X  30 
 LP_Factor( 90) 
 Zero_Error(, -0.0138) 
 convolution_step 5 
 Rp 217.5 
 Rs 217.5 
 Simple_Axial_Model( 0.001) 
 lam 
  ymin_on_ymax  0.0001 
  la  1 lo  0.826401 lh  0.0001 
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 x_calculation_step 0.001 
 str  
  LVol_FWHM_CS_G_L( 1, 371.24214`_52.84462, 0.89, 
358.49782`_45.08627,@, 411.79449`_49.86917,@, 9999.99999`_20342.19111) 
  e0_from_Strain( 0.04488`_12.28008,lg, 0.17951`_0.00427,lg, 
0.17951`_0.00427) 
  r_bragg  6.55700305 
  phase_name "Structure" 
  MVW( 641.847, 187.946784`_0.00573257063, 100.000`_0.000) 
  scale @  0.000567754063`_6.89e-006 
  Phase_LAC_1_on_cm( 531.89653`_0.01622) 
  Phase_Density_g_on_cm3( 5.67082`_0.00017) 
 
  space_group P-1 
 
  #define refine_strain_modes  'comment out this line for a 
traditional supercell-parameter refinement. 
  
 ' #ifdef refine_strain_modes 
  prm  s1     -0.00230`_0.00002 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM1+(a)strain_1(a) 
  prm  s2     -0.01046`_0.00005 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM1+(a)strain_2(a) 
  prm  s3     -0.00231`_0.00002 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM1+(a)strain_3(a) 
  prm  s4     -0.00080`_0.00001 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM1+(a)strain_4(a) 
  prm  s5     -0.02823`_0.00004 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM2+(a)strain_1(a) 
  prm  s6     -0.06016`_0.00006 min  -0.50 max  0.50 
'P2_1/m[0,0,0]GM2+(a)strain_2(a) 
  
  'unitless parent cell strains (in lattice rather than orthogonal 
coords) 
  prm  pe1      = +  1.00000*s1;: -0.00230`_0.00002 
  prm  pe2      = +  1.00000*s3;: -0.00231`_0.00002 
  prm  pe3      = +  1.00000*s4;: -0.00080`_0.00001 
  prm  pe4      = +  1.00000*s6;: -0.06016`_0.00006 
  prm  pe5      = +  1.00000*s2;: -0.01046`_0.00005 
  prm  pe6      = +  1.00000*s5;: -0.02823`_0.00004 
  
  straincell(6.47340,6.87020,4.28430,90.00000,95.60200,90.00000) 
  celltransform(1,0,0,0,1,0,0,0,1) 
  
   a  = sa;:    6.45854`_0.00013 
   b  = sb;:    6.85435`_0.00012 
   c  = sc;:    4.28088`_0.00007 
   al = sal;:  93.44678`_0.00326 
   be = sbe;:  96.19830`_0.00258 
   ga = sga;:  91.61764`_0.00237 
  
'{{{mode definitions 
  prm  !a1     -0.01000 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[Lu1:e]A'_1(a) 
  prm  !a2     -0.01291 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[Lu1:e]A'_2(a) 
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  prm  a3     -0.02820`_0.01233 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM2+(a)[Lu1:e]A''(a) 
  prm  !a4     -0.02302 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[F1:e]A'_1(a) 
  prm  !a5     -0.06958 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[F1:e]A'_2(a) 
  prm  a6      0.07997`_0.07392 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM2+(a)[F1:e]A''(a) 
  prm  !a7     -0.00079 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[Se1:e]A'_1(a) 
  prm  !a8      0.03442 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[Se1:e]A'_2(a) 
  prm  a9      0.18568`_0.02063 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM2+(a)[Se1:e]A''(a) 
  prm  !a10    -0.03090 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[O1:e]A'_1(a) 
  prm  !a11    -0.04852 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM1+(a)[O1:e]A'_2(a) 
  prm  a12     0.23911`_0.05407 min  -1.41 max  1.41 
'P2_1/m[0,0,0]GM2+(a)[O1:e]A''(a) 
  prm  !a13    -0.06769 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM1+(a)[O2:f]A_1(a) 
  prm  !a14    -0.00842 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM1+(a)[O2:f]A_2(a) 
  prm  !a15    -0.02061 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM1+(a)[O2:f]A_3(a) 
  prm  a16    -0.44042`_0.04677 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM2+(a)[O2:f]A_1(a) 
  prm  a17    -0.24993`_0.04396 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM2+(a)[O2:f]A_2(a) 
  prm  a18     0.18712`_0.08173 min  -2.00 max  2.00 
'P2_1/m[0,0,0]GM2+(a)[O2:f]A_3(a) 
'}}} 
  
'{{{mode-amplitude to delta transformation 
  prm  Lu1_dx   = +  0.10923*a2;: -0.00141 
  prm  Lu1_dy   = +  0.10292*a3;: -0.00290`_0.00127 
  prm  Lu1_dz   = +  0.16505*a1;: -0.00165 
  prm  F1_dx    = +  0.10923*a5;: -0.00760 
  prm  F1_dy    = +  0.10292*a6;:  0.00823`_0.00761 
  prm  F1_dz    = +  0.16505*a4;: -0.00380 
  prm  Se1_dx   = -  0.10923*a8;: -0.00376 
  prm  Se1_dy   = -  0.10292*a9;: -0.01911`_0.00212 
  prm  Se1_dz   = -  0.16505*a7;:  0.00013 
  prm  O1_dx    = +  0.10923*a11;: -0.00530 
  prm  O1_dy    = +  0.10292*a12;:  0.02461`_0.00557 
  prm  O1_dz    = +  0.16505*a10;: -0.00510 
  prm  O2_dx    = +  0.07724*a14 +  0.07724*a17;: -0.01995`_0.00340 
  prm  O2_dy    = +  0.07278*a15 +  0.07278*a18;:  0.01212`_0.00595 
  prm  O2_dz    = +  0.11671*a13 +  0.11671*a16;: -0.05930`_0.00546 
  prm  O3_dx    = +  0.07724*a14 -  0.07724*a17;:  0.01865`_0.00340 
  prm  O3_dy    = -  0.07278*a15 +  0.07278*a18;:  0.01512`_0.00595 
  prm  O3_dz    = +  0.11671*a13 -  0.11671*a16;:  0.04350`_0.00546 
 '}}} 
  
'{{{distorted parameters 
  prm  Lu1_x    =    0.36836 + Lu1_dx;:  0.36695 
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  prm  Lu1_y    = 1/4 + Lu1_dy;:  0.24710`_0.00127 
  prm  Lu1_z    =    0.46083 + Lu1_dz;:  0.45918 
  prm  F1_x     =    0.35790 + F1_dx;:  0.35030 
  prm  F1_y     = 1/4 + F1_dy;:  0.25823`_0.00761 
  prm  F1_z     =   -0.03820 + F1_dz;: -0.04200 
  prm  Se1_x    =    0.14630 + Se1_dx;:  0.14254 
  prm  Se1_y    = 3/4 + Se1_dy;:  0.73089`_0.00212 
  prm  Se1_z    =    0.32170 + Se1_dz;:  0.32183 
  prm  O1_x     =    0.02340 + O1_dx;:  0.01810 
  prm  O1_y     = 1/4 + O1_dy;:  0.27461`_0.00557 
  prm  O1_z     =    0.41130 + O1_dz;:  0.40620 
  prm  O2_x     =    0.32160 + O2_dx;:  0.30165`_0.00340 
  prm  O2_y     =    0.92560 + O2_dy;:  0.93772`_0.00595 
  prm  O2_z     =    0.45060 + O2_dz;:  0.39130`_0.00546 
  prm  O3_x     =    0.32160 + O3_dx;:  0.34025`_0.00340 
  prm  O3_y     =    0.57440 + O3_dy;:  0.58952`_0.00595 
  prm  O3_z     =    0.45060 + O3_dz;:  0.49410`_0.00546 
  
  prm !Lu1_occ  = 1;:  1.00000 
  prm !F1_occ   = 1;:  1.00000 
  prm !Se1_occ  = 1;:  1.00000 
  prm !O1_occ   = 1;:  1.00000 
  prm !O2_occ   = 1;:  1.00000 
  prm !O3_occ   = 1;:  1.00000 
'}}} 
 
'{{{mode-dependent sites 
  site Lu1  x = Lu1_x;  y = Lu1_y;  z = Lu1_z;  occ Lu = Lu1_occ;  
beq reflu   3.0577`_0.1879 min =0.2 ; 
  site F1   x = F1_x;   y = F1_y;   z = F1_z;   occ F  = F1_occ;   
beq reff    0.2000`_0.8350 min =0.2 ; 
  site Se1  x = Se1_x;  y = Se1_y;  z = Se1_z;  occ Se = Se1_occ;  
beq refse   5.5362`_0.4056 min =0.2 ; 
  site O1   x = O1_x;   y = O1_y;   z = O1_z;   occ O  = O1_occ;   
beq refo   0.2000`_0.6530 min =0.2 ; 
  site O2   x = O2_x;   y = O2_y;   z = O2_z;   occ O  = O2_occ;   
beq refo   0.2000`_0.6530 min =0.2 ; 
  site O3   x = O3_x;   y = O3_y;   z = O3_z;   occ O  = O3_occ;   
beq refo   0.2000`_0.6530 min =0.2 ; 
'}}} 
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Example of an input file for program Topas 4 which was used for the sequential Le Bail fit 

of the strain modes for LuF[SeO3]. 

macro Out_file(file) 

{ 

   out file append 

 Out(Get(r_wp), "    \n %11.5f" ) ' _Rwp   

      Out(Get(a), "%15.5f", "%9.5f") ' cell_length_a  

      Out(Get(b), "%15.5f", "%9.5f") ' cell_length_b  

      Out(Get(c), "%15.5f", "%9.5f") ' cell_length_c  

      Out(Get(al), "%15.5f", "%9.5f") ' cell_angle_alpha  

      Out(Get(be), "%15.5f", "%9.5f") ' cell_angle_beta   

      Out(Get(ga), "%15.5f", "%9.5f") ' cell_angle_gamma  

 Out(pe1, "%15.5f", "%9.5f") 

 Out(pe2, "%15.5f", "%9.5f") 

 Out(pe3, "%15.5f", "%9.5f") 

 Out(pe4, "%15.5f", "%9.5f") 

 Out(pe5, "%15.5f", "%9.5f") 

 Out(pe6, "%15.5f", "%9.5f") 

} 

 macro straincell(pa0, pb0, pc0, pal0, pbe0, pga0) 

 { 

  prm  !radian  57.2957795 

  prm  palpha0 = pal0/radian; 

  prm  pbeta0  = pbe0/radian; 

  prm  pgamma0 = pga0/radian; 

  'distorted parent-cell parameters 

  prm  pa = pa0*(pe1 + 1);:  6.44848 

  prm  pb = pb0*(pe2 + 1);:  6.84409 

  prm  pc = pc0*(pe3 + 1);:  4.27980 

  prm  palpha = palpha0 - pe4*Sin(palpha0); 

  prm  pbeta  = pbeta0  - pe5*Sin(pbeta0); 

  prm  pgamma = pgamma0 - pe6*Sin(pgamma0); 

  prm  pal = palpha*radian;: 90.07091 

  prm  pbe = pbeta*radian ;: 95.61740 

  prm  pga = pgamma*radian;: 90.03307 

 } 

 macro celltransform(t11, t12, t13, t21, t22, t23, t31, t32, t33) 

 { 
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  prm  !radian  57.2957795 

  'parent-lattice basis vectors in cartesian coords 

  prm  zzz  = (Cos(palpha) - Cos(pbeta)*Cos(pgamma))/Sin(pgamma); 

  prm  pv11 = pa; 

  prm  !pv21  0 

  prm  !pv31  0 

  prm  pv12 = pb*Cos(pgamma); 

  prm  pv22 = pb*Sin(pgamma); 

  prm  !pv32  0 

  prm  pv13 = pc*Cos(pbeta); 

  prm  pv23 = pc*zzz; 

  prm  pv33 = pc*Sqrt(1 - Cos(pbeta)^2 - zzz^2); 

  'supercell basis vectors in cartesian coords 

  prm  sv11 = t11*pv11 + t12*pv12 + t13*pv13; 

  prm  sv21 = t11*pv21 + t12*pv22 + t13*pv23; 

  prm  sv31 = t11*pv31 + t12*pv32 + t13*pv33; 

  prm  sv12 = t21*pv11 + t22*pv12 + t23*pv13; 

  prm  sv22 = t21*pv21 + t22*pv22 + t23*pv23; 

  prm  sv32 = t21*pv31 + t22*pv32 + t23*pv33; 

  prm  sv13 = t31*pv11 + t32*pv12 + t33*pv13; 

  prm  sv23 = t31*pv21 + t32*pv22 + t33*pv23; 

  prm  sv33 = t31*pv31 + t32*pv32 + t33*pv33; 

  'distorted supercell parameters 

  prm  sa = Sqrt(sv11^2+sv21^2+sv31^2); 

  prm  sb = Sqrt(sv12^2+sv22^2+sv32^2); 

  prm  sc = Sqrt(sv13^2+sv23^2+sv33^2); 

  prm  salpha = ArcCos((sv12*sv13+sv22*sv23+sv32*sv33)/(sb*sc)); 

  prm  sbeta  = ArcCos((sv11*sv13+sv21*sv23+sv31*sv33)/(sa*sc)); 

  prm  sgamma = ArcCos((sv11*sv12+sv21*sv22+sv31*sv32)/(sa*sb)); 

  prm  sal = salpha*radian; 

  prm  sbe = sbeta*radian; 

  prm  sga = sgamma*radian; 

 } 

iters 100 

do_errors 

continue_after_convergence 

XYE(FileName) 
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 bkg @  11209.8127` -7332.04118`  2248.66707`  312.4385` -446.151343`  

48.9687557`  92.0060604`  62.5305514` -97.8755136` -150.174412`  40.1732165` 

 start_X  4 

 LP_Factor( 90) 

 Zero_Error(, -0.0138) 

 convolution_step 5 

 Rp 217.5 

 Rs 217.5 

 Simple_Axial_Model( 0.001) 

 lam 

  ymin_on_ymax  0.0001 

  la  1 lo  0.826401 lh  0.0001 

 x_calculation_step 0.001 

 hkl_Is  

  lebail  1 

  LVol_FWHM_CS_G_L( 1, 317.8518953, 0.89, 306.0315349,@, 

350.4475805,@, 10000_LIMIT_MIN_0.3) 

  e0_from_Strain( 0.06714911244,lg, 0.1637203233,lg, 0.1637203233) 

  r_bragg  0.462166152 

  phase_name "hkl_P-1" 

  space_group "P-1" 

  hkl_m_d_th2 0 1 0 2 6.83792591 6.92873144 I  0.03167503434 

  hkl_m_d_th2 1 0 0 2 6.41686535 7.38399029 I  3.883647208 

  hkl_m_d_th2 1 -1 0 2 4.76291418 9.95375633 I  1.968085691 

  hkl_m_d_th2 1 1 0 2 4.59972572 10.3078327 I  1.666087449 

  hkl_m_d_th2 0 0 1 2 4.24731684 11.1657076 I  35.1017308 

  hkl_m_d_th2 1 0 -1 2 3.73559332 12.7011623 I  14.973385 

  hkl_m_d_th2 0 -1 1 2 3.71510625 12.7714939 I  0.5720678465 

  hkl_m_d_th2 0 1 1 2 3.50958157 13.5227985 I  0.3002439841 

  hkl_m_d_th2 0 2 0 2 3.41896296 13.8829575 I  41.48216495 

  hkl_m_d_th2 1 0 1 2 3.37526488 14.0635958 I  0.02639934675 

  hkl_m_d_th2 1 1 -1 2 3.32830381 14.263052 I  0.03559812789 

  hkl_m_d_th2 1 -1 -1 2 3.2304616 14.6973915 I  0.05614762095 

  hkl_m_d_th2 2 0 0 2 3.20843267 14.7988653 I  0.6354186041 

  hkl_m_d_th2 1 -1 1 2 3.11277413 15.2563143 I  5.681631878 

  hkl_m_d_th2 1 -2 0 2 3.0620892 15.5103836 I  3.931344037 

  hkl_m_d_th2 1 2 0 2 2.97459078 15.9695597 I  0.2948419239 

  hkl_m_d_th2 1 1 1 2 2.94725585 16.1186523 I  4.110764447 
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  hkl_m_d_th2 2 -1 0 2 2.94439578 16.1344128 I  31.8610824 

  hkl_m_d_th2 2 1 0 2 2.86635399 16.5767517 I  21.50942402 

  hkl_m_d_th2 0 -2 1 2 2.74983549 17.28442 I  10.92717352 

  hkl_m_d_th2 2 0 -1 2 2.70705819 17.5596905 I  0.2522461304 

  hkl_m_d_th2 0 2 1 2 2.58443761 18.399889 I  5.025544893 

  hkl_m_d_th2 1 2 -1 2 2.56783724 18.5198841 I  4.494602893 

  hkl_m_d_th2 2 1 -1 2 2.5264852 18.8257408 I  10.55444544 

  hkl_m_d_th2 2 -1 -1 2 2.50760698 18.968771 I  8.191734326 

  hkl_m_d_th2 1 -2 1 2 2.48906946 19.1113625 I  0.625480755 

  hkl_m_d_th2 1 -2 -1 2 2.4787128 19.191967 I  6.415372667 

  hkl_m_d_th2 2 0 1 2 2.43472695 19.5420589 I  0.01653932826 

  hkl_m_d_th2 2 -2 0 2 2.38145709 19.9836235 I  0.1609160045 

  hkl_m_d_th2 2 -1 1 2 2.34062719 20.3358898 I  15.29571802 

  hkl_m_d_th2 1 2 1 2 2.32342339 20.4880867 I  0.2304624266 

  hkl_m_d_th2 2 2 0 2 2.29986286 20.7002735 I  0.6435761287 

  hkl_m_d_th2 0 3 0 2 2.27930856 20.8890305 I  2.133650791 

  hkl_m_d_th2 2 1 1 2 2.24942732 21.1696987 I  2.537921561 

  hkl_m_d_th2 1 -3 0 2 2.17188907 21.9346733 I  5.45092177 

  hkl_m_d_th2 3 0 0 2 2.13895512 22.2766914 I  13.74680978 

  hkl_m_d_th2 2 2 -1 2 2.13375187 22.3317127 I  1.011896311 

  hkl_m_d_th2 1 3 0 2 2.12456274 22.4295502 I  4.910475903 

  hkl_m_d_th2 0 0 2 2 2.12365842 22.4392262 I  14.32599399 

  hkl_m_d_th2 2 -2 -1 2 2.11111546 22.5742931 I  5.095830096 

  hkl_m_d_th2 1 0 -2 2 2.08558846 22.8542938 I  8.260360785 

  hkl_m_d_th2 0 -1 2 2 2.06554317 23.0791206 I  0.08161570324 

  hkl_m_d_th2 0 -3 1 2 2.06365323 23.1005478 I  0.6368514118 

  hkl_m_d_th2 3 -1 0 2 2.06203032 23.1189785 I  4.78373099 

  hkl_m_d_th2 2 -2 1 2 2.04490328 23.3153172 I  3.571661755 

  hkl_m_d_th2 1 1 -2 2 2.02383375 23.5615063 I  0.6194230323 

  hkl_m_d_th2 3 1 0 2 2.02139831 23.5903015 I  6.838058186 

  hkl_m_d_th2 3 0 -1 2 2.00067735 23.8381939 I  2.138912158 

  hkl_m_d_th2 0 1 2 2 1.99262273 23.9359741 I  0.05554895191 

  hkl_m_d_th2 1 3 -1 2 1.97712755 24.1263771 I  0.6722031757 

  hkl_m_d_th2 1 -1 -2 2 1.96710289 24.251194 I  1.284730243 

  hkl_m_d_th2 0 3 1 2 1.95733178 24.3741112 I  0.2216940918 

  hkl_m_d_th2 1 0 2 2 1.95315433 24.4270458 I  2.875062992 

  hkl_m_d_th2 1 -3 1 2 1.95222831 24.4388103 I  2.043713098 

  hkl_m_d_th2 2 2 1 2 1.92684615 24.7658138 I  0.02774018865 
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  hkl_m_d_th2 3 -1 -1 2 1.92162049 24.8342361 I  16.54722922 

  hkl_m_d_th2 3 1 -1 2 1.91873336 24.8722019 I  9.05852093 

  hkl_m_d_th2 1 -3 -1 2 1.91575527 24.9114876 I  0.01173116786 

  hkl_m_d_th2 1 -1 2 2 1.91320658 24.9452057 I  23.60225578 

  hkl_m_d_th2 2 -3 0 2 1.88956165 25.2624798 I  29.56832132 

  hkl_m_d_th2 2 0 -2 2 1.86779666 25.5618095 I  0.05974077687 

  hkl_m_d_th2 0 -2 2 2 1.85755312 25.7051773 I  4.36158894 

  hkl_m_d_th2 1 1 2 2 1.84475112 25.8866501 I  6.38744074 

  hkl_m_d_th2 3 -2 0 2 1.84248817 25.9189968 I  8.95762995 

  hkl_m_d_th2 1 3 1 2 1.83143497 26.0781727 I  9.407112421 

  hkl_m_d_th2 3 0 1 2 1.8312993 26.0801392 I  10.03115965 

  hkl_m_d_th2 2 3 0 2 1.828251 26.1243916 I  25.89582379 

  hkl_m_d_th2 1 2 -2 2 1.82220745 26.2125778 I  13.62178355 

  hkl_m_d_th2 2 1 -2 2 1.81824589 26.27071 I  16.46117778 

  hkl_m_d_th2 3 -1 1 2 1.79481769 26.6198902 I  9.352267211e-005 

  hkl_m_d_th2 2 -1 -2 2 1.7857691 26.7572727 I  1.220059406 

  hkl_m_d_th2 3 2 0 2 1.78551149 26.7612057 I  2.084311552 

  hkl_m_d_th2 0 2 2 2 1.75479078 27.2386513 I  0.1200195344 

  hkl_m_d_th2 2 3 -1 2 1.75305951 27.2660713 I  20.78355162 

  hkl_m_d_th2 1 -2 2 2 1.74865687 27.3360519 I  2.077151171 

  hkl_m_d_th2 3 1 1 2 1.74418604 27.4074879 I  2.388976308 

  hkl_m_d_th2 1 -2 -2 2 1.74147427 27.4510002 I  8.668837292 

  hkl_m_d_th2 2 -3 -1 2 1.73423302 27.5678806 I  11.94817054 

  hkl_m_d_th2 3 -2 -1 2 1.72886372 27.6551952 I  0.8972588613 

  hkl_m_d_th2 3 2 -1 2 1.72466445 27.723875 I  0.2418645551 

  hkl_m_d_th2 2 -3 1 2 1.71871519 27.8217678 I  12.65468874 

  hkl_m_d_th2 0 4 0 2 1.70948148 27.9750957 I  38.6924784 

  hkl_m_d_th2 2 0 2 2 1.68763244 28.3447971 I  0.003445217182 

  hkl_m_d_th2 1 -4 0 2 1.66640663 28.7135372 I  5.179661842 

  hkl_m_d_th2 2 -1 2 2 1.66532505 28.7325859 I  6.513869393 

  hkl_m_d_th2 2 2 -2 2 1.66415191 28.7532768 I  1.521876791 

  hkl_m_d_th2 3 -2 1 2 1.65420151 28.9299927 I  10.34876388 

  hkl_m_d_th2 1 2 2 2 1.6476984 29.0466785 I  0.05979760466 

  hkl_m_d_th2 1 4 0 2 1.63770437 29.227869 I  2.089787806 

  hkl_m_d_th2 0 -4 1 2 1.62187767 29.5195274 I  18.25260649 

  hkl_m_d_th2 2 -2 -2 2 1.6152308 29.6437836 I  3.296554867 

  hkl_m_d_th2 2 3 1 2 1.6141026 29.664978 I  0.8524039247 

  hkl_m_d_th2 2 1 2 2 1.61287057 29.6881599 I  2.74473682 
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  hkl_m_d_th2 0 -3 2 2 1.60537469 29.8299904 I  26.96598698 

  hkl_m_d_th2 4 0 0 2 1.60421634 29.8520298 I  3.543460163 

  hkl_m_d_th2 3 0 -2 2 1.59728301 29.9846439 I  0.001599724206 

  hkl_m_d_th2 3 -3 0 2 1.58763802 30.1711159 I  0.06687685381 

  hkl_m_d_th2 1 3 -2 2 1.57924962 30.3352146 I  0.2402028967 

  hkl_m_d_th2 3 2 1 2 1.5771724 30.3761311 I  0.3127680431 

  hkl_m_d_th2 1 4 -1 2 1.5757283 30.4046421 I  0.3293136094 

  hkl_m_d_th2 4 -1 0 2 1.57408154 30.4372196 I  0.3341454992 

  MVW( 0.000, 187.982346`, 0.000) 

  prm  s1     -0.00385 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM1+(a)strain_1(a) 

  prm  s2     -0.01547 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM1+(a)strain_2(a) 

  prm  s3     -0.00380 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM1+(a)strain_3(a) 

  prm  s4     -0.00105 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM1+(a)strain_4(a) 

  prm  s5     -0.03307 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM2+(a)strain_1(a) 

  prm  s6     -0.07091 min  -0.50 max  0.50 

'P2_1/m[0,0,0]GM2+(a)strain_2(a) 

  prm  pe1      = +  1.00000*s1;: -0.00385 

  prm  pe2      = +  1.00000*s3;: -0.00380 

  prm  pe3      = +  1.00000*s4;: -0.00105 

  prm  pe4      = +  1.00000*s6;: -0.07091 

  prm  pe5      = +  1.00000*s2;: -0.01547 

  prm  pe6      = +  1.00000*s5;: -0.03307 

  straincell(6.47340,6.87020,4.28430,90.00000,95.60200,90.00000) 

  celltransform(1,0,0,0,1,0,0,0,1) 

   a  = sa;:    6.44848 

   b  = sb;:    6.84409 

   c  = sc;:    4.27980 

   al = sal;:  94.06284 

   be = sbe;:  96.48413 

   ga = sga;:  91.89477 

Out_file(hkl.txt) 
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Example of an input file for program Topas 4 which was used for the parametric Le Bail 

fit of the strain modes for LuF[SeO3]. 

macro Out_file(file) 

{ 

   out file append 

 Out(Get(r_wp), "    \n %11.5f" ) ' _Rwp   

      Out(Get(a), "%15.5f", "%9.5f") ' cell_length_a  

      Out(Get(b), "%15.5f", "%9.5f") ' cell_length_b  

      Out(Get(c), "%15.5f", "%9.5f") ' cell_length_c  

      Out(Get(al), "%15.5f", "%9.5f") ' cell_angle_alpha  

      Out(Get(be), "%15.5f", "%9.5f") ' cell_angle_beta   

      Out(Get(ga), "%15.5f", "%9.5f") ' cell_angle_gamma  

 Out(pe1, "%15.5f", "%9.5f") 

 Out(pe2, "%15.5f", "%9.5f") 

 Out(pe3, "%15.5f", "%9.5f") 

 Out(pe4, "%15.5f", "%9.5f") 

 Out(pe5, "%15.5f", "%9.5f") 

 Out(pe6, "%15.5f", "%9.5f") 

} 

 '{{{macros for calculations involving the lattice parameters 

  'Takes non-refinable undistorted cell parameters, and variable strains 

as input. 

 'Returns strained cell parameters 

 macro straincell(pa0, pb0, pc0, pal0, pbe0, pga0) 

 { 

  prm  !radian  57.2957795 

  local  palpha0 = pal0/radian; 

  local  pbeta0  = pbe0/radian; 

  local  pgamma0 = pga0/radian; 

  'distorted parent-cell parameters 

  local  pa = pa0*(pe1 + 1);:  6.44848 

  local  pb = pb0*(pe2 + 1);:  6.84409 

  local  pc = pc0*(pe3 + 1);:  4.27980 

  local  palpha = palpha0 - pe4*Sin(palpha0); 

  local  pbeta  = pbeta0  - pe5*Sin(pbeta0); 

  local  pgamma = pgamma0 - pe6*Sin(pgamma0); 

  local  pal = palpha*radian;: 90.07091 

  local  pbe = pbeta*radian ;: 95.61740 
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  local  pga = pgamma*radian;: 90.03307 

 } 

  'Use basis-transformation matrix to transform from parent-cell to 

supercell parameters 

 macro celltransform(t11, t12, t13, t21, t22, t23, t31, t32, t33) 

 { 

  prm  !radian  57.2957795 

   'parent-lattice basis vectors in cartesian coords 

  local  zzz  = (Cos(palpha) - Cos(pbeta)*Cos(pgamma))/Sin(pgamma); 

  local  pv11 = pa; 

  local  !pv21  0 

  local  !pv31  0 

  local  pv12 = pb*Cos(pgamma); 

  local  pv22 = pb*Sin(pgamma); 

  local  !pv32  0 

  local  pv13 = pc*Cos(pbeta); 

  local  pv23 = pc*zzz; 

  local  pv33 = pc*Sqrt(1 - Cos(pbeta)^2 - zzz^2); 

   'supercell basis vectors in cartesian coords 

  local  sv11 = t11*pv11 + t12*pv12 + t13*pv13; 

  local  sv21 = t11*pv21 + t12*pv22 + t13*pv23; 

  local  sv31 = t11*pv31 + t12*pv32 + t13*pv33; 

  local  sv12 = t21*pv11 + t22*pv12 + t23*pv13; 

  local  sv22 = t21*pv21 + t22*pv22 + t23*pv23; 

  local  sv32 = t21*pv31 + t22*pv32 + t23*pv33; 

  local  sv13 = t31*pv11 + t32*pv12 + t33*pv13; 

  local  sv23 = t31*pv21 + t32*pv22 + t33*pv23; 

  local  sv33 = t31*pv31 + t32*pv32 + t33*pv33; 

   'distorted supercell parameters 

  local  sa = Sqrt(sv11^2+sv21^2+sv31^2); 

  local  sb = Sqrt(sv12^2+sv22^2+sv32^2); 

  local  sc = Sqrt(sv13^2+sv23^2+sv33^2); 

  local  salpha = ArcCos((sv12*sv13+sv22*sv23+sv32*sv33)/(sb*sc)); 

  local  sbeta  = ArcCos((sv11*sv13+sv21*sv23+sv31*sv33)/(sa*sc)); 

  local  sgamma = ArcCos((sv11*sv12+sv21*sv22+sv31*sv32)/(sa*sb)); 

  local  sal = salpha*radian; 

  local  sbe = sbeta*radian; 

  local  sga = sgamma*radian; 
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 } 

 '}}} 

bootstrap_errors 100 

approximate_A 

 

prm !t_kr 120 

 

prm pA_e1  0.049` 

prm pB_e1  757.51398` 

prm pA_e2  0.02951` 

prm pB_e2  750.70520` 

prm pA_e3  0.00188` 

prm pB_e3  1611.79064` 

prm pA_e4  0.68113` 

prm pB_e4  113.43002` 

prm pA_e5  0.90131` 

prm pB_e5  317.62995` 

prm pA_e6  0.94034` 

prm pB_e6  221.29718` 

prm up_beta  0.40009` 

 

macro parametric { 

 local Tdiff = (t_kr - t_cur) / t_kr; 

 local ppA_e1 = pA_e1 * 0.00001; 

 local ppA_e2 = pA_e2 * 0.00001; 

 local ppA_e3 = pA_e3 * 0.00001; 

 local ppA_e4 = pA_e4 * 0.001; 

 local ppA_e5 = pA_e5 * 0.00001; 

 local ppA_e6 = pA_e6 * 0.0001; 

 

 local  s1 =  0.000052109 + t_cur * 0.00000733868 - 

((ppA_e1*Tdiff)^(up_beta)) * (1- (2/ (Exp(2*Tdiff*pB_e1* 

((ppA_e1*Tdiff)^(up_beta)) )+1 ) ) ) ;    

 local  s3 = -0.000470013 + t_cur * 0.00000495331 - 

((ppA_e2*Tdiff)^(up_beta)) * (1- (2/ (Exp(2*Tdiff*pB_e2* 

((ppA_e2*Tdiff)^(up_beta)) )+1 ) ) ) ; 
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 local  s4 = -0.000280688 + t_cur * 0.00000131401 - 

((ppA_e3*Tdiff)^(up_beta)) * (1- (2/ (Exp(2*Tdiff*pB_e3* 

((ppA_e3*Tdiff)^(up_beta)) )+1 ) ) ) ; 

 local  s6 = 0 - ((ppA_e4*Tdiff)^(up_beta)) * (1- (2/ 

(Exp(2*Tdiff*pB_e4* ((ppA_e4*Tdiff)^(up_beta)) )+1 ) ) ) ; 

 local  s2 = -0.00239     + t_cur * 0.0000240263  - 

((ppA_e5*Tdiff)^(up_beta)) * (1- (2/ (Exp(2*Tdiff*pB_e5* 

((ppA_e5*Tdiff)^(up_beta)) )+1 ) ) ) ; 

 local  s5 = 0 - ((ppA_e6*Tdiff)^(up_beta)) * (1- (2/ 

(Exp(2*Tdiff*pB_e6* ((ppA_e6*Tdiff)^(up_beta)) )+1 ) ) ) ; 

 

 local  pe1      = +  1.00000*s1;: -0.00385 

 local  pe2      = +  1.00000*s3;: -0.00380 

 local  pe3      = +  1.00000*s4;: -0.00105 

 local  pe4      = +  1.00000*s6;: -0.07091 

 local  pe5      = +  1.00000*s2;: -0.01547 

 local  pe6      = +  1.00000*s5;: -0.03307 

 straincell(6.47340,6.87020,4.28430,90.00000,95.60200,90.00000) 

 celltransform(1,0,0,0,1,0,0,0,1) 

  a  = sa; 

 b  = sb; 

 c  = sc; 

 al = sal; 

 be = sbe; 

 ga = sga; 

} 

do_errors 

XYE(FileName) 

 bkg @  11709.2632` -7270.52638`  1807.12667`  559.698689` -327.151394`  

59.2198455` -27.9445084`  134.076664`  129.903703`  104.599382` -82.3954619` 

 start_X  4 

 LP_Factor( 90) 

 Zero_Error(, -0.0138) 

 convolution_step 5 

 Rp 217.5 

 Rs 217.5 

 Simple_Axial_Model( 0.001) 

 lam 
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  ymin_on_ymax  0.0001 

  la  1 lo  0.826401 lh  0.0001 

 x_calculation_step 0.001 

 

 local !t_cur 26.4 

 

 hkl_Is  

  lebail  1 

  LVol_FWHM_CS_G_L( 1, 371.73081`, 0.89, 358.97949`,@, 

412.35940`_LIMIT_MIN_0.3,@, 10000.00000`_LIMIT_MIN_0.3) 

  e0_from_Strain( 0.04225`,lg32, 0.16898`,lg32, 0.16898`) 

  r_bragg  0.391664467 

  phase_name "hkl_P-1" 

  space_group "P-1" 

  load hkl_m_d_th2 I  

  { 

      0   1   0   2    6.83805        6.92861  0.024746976 

      1   0   0   2    6.41715        7.38367  3.91833743 

      1  -1   0   2    4.76305        9.95348  1.95279846 

      1   1   0   2    4.59989       10.30747  2.19829103 

      0   0   1   2    4.24747       11.16532  35.4301596 

      1   0  -1   2    3.73571       12.70076  15.0139436 

      0  -1   1   2    3.71500       12.77186  0.514215051 

      0   1   1   2    3.50987       13.52167  0.301598166 

      0   2   0   2    3.41902       13.88271  41.7200628 

      1   0   1   2    3.37541       14.06300  0.00965341159 

      1   1  -1   2    3.32825       14.26329  0.015741823 

      1  -1  -1   2    3.23069       14.69633  0.0622192814 

      2   0   0   2    3.20857       14.79821  0.783841376 

      1  -1   1   2    3.11276       15.25639  6.2565887 

      1  -2   0   2    3.06215       15.51007  3.94958044 

      1   2   0   2    2.97467       15.96912  0.262972008 

      1   1   1   2    2.94748       16.11742  0.682246278 

      2  -1   0   2    2.94450       16.13383  35.3165712 

      2   1   0   2    2.86647       16.57605  21.2494837 

      0  -2   1   2    2.74972       17.28512  11.0410951 

      2   0  -1   2    2.70715       17.55908  0.287663831 

      0   2   1   2    2.58465       18.39836  5.03708848 
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      1   2  -1   2    2.56776       18.52045  4.52744489 

      2   1  -1   2    2.52650       18.82560  10.5987918 

      2  -1  -1   2    2.50775       18.96768  8.29112031 

      1  -2   1   2    2.48901       19.11184  0.714758468 

      1  -2  -1   2    2.47890       19.19052  8.70722257 

      2   0   1   2    2.43484       19.54117  0.0045915165 

      2  -2   0   2    2.38152       19.98307  0.115084831 

      2  -1   1   2    2.34067       20.33554  15.3077497 

      1   2   1   2    2.32361       20.48646  0.203657649 

      2   2   0   2    2.29994       20.69953  0.654754332 

      0   3   0   2    2.27935       20.88865  2.14257628 

      2   1   1   2    2.24957       21.16830  3.8556419 

      1  -3   0   2    2.17193       21.93427  5.47330838 

      3   0   0   2    2.13905       22.27571  13.4310804 

      2   2  -1   2    2.13374       22.33188  1.59925821 

      1   3   0   2    2.12461       22.42902  2.29348514 

      0   0   2   2    2.12373       22.43843  17.0513902 

      2  -2  -1   2    2.11125       22.57285  5.01758677 

      1   0  -2   2    2.08566       22.85355  10.8027288 

      0  -1   2   2    2.06554       23.07919  0.0270627272 

      0  -3   1   2    2.06358       23.10133  0.546757305 

      3  -1   0   2    2.06211       23.11806  4.94936706 

      2  -2   1   2    2.04490       23.31537  3.63708017 

      1   1  -2   2    2.02383       23.56159  0.246170742 

      3   1   0   2    2.02149       23.58926  7.08766494 

      3   0  -1   2    2.00075       23.83729  2.21456699 

      0   1   2   2    1.99276       23.93434  0.0381457235 

      1   3  -1   2    1.97707       24.12703  0.884439619 

      1  -1  -2   2    1.96723       24.24963  1.59091136 

      0   3   1   2    1.95747       24.37234  0.290096333 

      1   0   2   2    1.95323       24.42607  1.49976884 

      1  -3   1   2    1.95218       24.43945  3.7225812 

      2   2   1   2    1.92698       24.76405  0.0357697151 

      3  -1  -1   2    1.92172       24.83298  15.3702146 

      3   1  -1   2    1.91878       24.87165  10.5021546 

      1  -3  -1   2    1.91588       24.90979  0.000554760994 

      1  -1   2   2    1.91322       24.94506  23.8592822 
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      2  -3   0   2    1.88960       25.26190  29.9266132 

      2   0  -2   2    1.86786       25.56098  0.0611182032 

      0  -2   2   2    1.85750       25.70593  4.5347546 

      1   1   2   2    1.84487       25.88488  6.23538139 

      3  -2   0   2    1.84255       25.91813  9.53611491 

      1   3   1   2    1.83156       26.07629  10.3017915 

      3   0   1   2    1.83138       26.07892  6.34041753 

      2   3   0   2    1.82831       26.12359  29.0195537 

      1   2  -2   2    1.82216       26.21331  14.5588336 

      2   1  -2   2    1.81825       26.27061  15.8913536 

      3  -1   1   2    1.79487       26.61911  6.28905689e-006 

      2  -1  -2   2    1.78587       26.75572  1.35247204 

      3   2   0   2    1.78558       26.76012  1.94795434 

      0   2   2   2    1.75494       27.23635  0.00078025157 

      2   3  -1   2    1.75304       27.26639  21.2171818 

      1  -2   2   2    1.74862       27.33659  1.66479242 

      3   1   1   2    1.74429       27.40586  1.67610647 

      1  -2  -2   2    1.74161       27.44878  9.36480741 

      2  -3  -1   2    1.73434       27.56618  11.9615474 

      3  -2  -1   2    1.72896       27.65365  1.35138474 

      3   2  -1   2    1.72468       27.72359  0.239750293 

      2  -3   1   2    1.71870       27.82206  12.735513 

      0   4   0   2    1.70951       27.97458  39.181141 

      2   0   2   2    1.68770       28.34357  0.00092284731 

      1  -4   0   2    1.66644       28.71302  4.26644262 

      2  -1   2   2    1.66535       28.73210  8.31600931 

      2   2  -2   2    1.66412       28.75377  0.716769313 

      3  -2   1   2    1.65422       28.92959  10.6894532 

      1   2   2   2    1.64783       29.04427  0.0229028229 

      1   4   0   2    1.63774       29.22722  2.86629758 

      0  -4   1   2    1.62184       29.52029  18.6687268 

      2  -2  -2   2    1.61535       29.64162  3.37294527 

      2   3   1   2    1.61421       29.66295  0.617988899 

      2   1   2   2    1.61297       29.68622  2.88230491 

      0  -3   2   2    1.60531       29.83119  29.1986885 

      4   0   0   2    1.60429       29.85070  1.49953387 

      3   0  -2   2    1.59734       29.98363  0.000422094507 
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      3  -3   0   2    1.58768       30.17026  0.0319418927 

      1   3  -2   2    1.57919       30.33638  0.163447899 

      3   2   1   2    1.57727       30.37417  0.210912489 

      1   4  -1   2    1.57570       30.40529  0.235003204 

      4  -1   0   2    1.57415       30.43595  0.26096073 

  } 

  MVW( 0.000, 188.005031`, 0.000) 

parametric 

 

Out_file(hkl_param.txt) 
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Appendix 4. 

For calculations of the lattice strains the following formulas were used (Carpenter et al., 
1998a): 
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Asterics (*) refers to the reciprocal lattice angles, a0, b0, c0, α0, β0, γ0 – lattice parameters of 
high-symmetry phase, a, b, c, α, β, γ – lattice parameters of low-symmetry phase, 
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