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Chapter 1

Introduction

1.1 Interdiffusion in thin film systems

Thin film systems, which are widely applied in daily life applications, are
often composed of layers consisting of different elements which are separated
by sharp interfaces. The sharpness of the interfaces greatly influences the
functional properties of the thin film system. This sharpness degrades by
interdiffusion during (thermal) processing and/or during application. The
degradation can be damaging to the functional properties of microelectronic
devices, such as transistors [1], thin film solar cells [2] or to the read/write
head of conventional hard disks employing the giant magneto resistance ef-
fect [3], but also affects structural properties as the mechanical stability of
solder joints [4]. Therefore, fundamental knowledge and understanding of
interdiffusion in thin film systems is crucial to predict their thermal stability
and to optimize their properties.

Diffusion in thin film systems has been investigated for decades. Pecu-
liar effects have been revealed. Often the defect concentration, especially
in thin films prepared by (magnetron) sputtering, is very high resulting in
a nano-crystalline thin film morphology. Interdiffusion in such highly de-
fective thin films can be dominated entirely by fast grain boundary diffu-
sion along these short circuit diffusion paths [5]. Effects such as diffusion
induced grain boundary migration (DIGM) [6] or diffusion induced recrys-
tallisation (DIR) [7–9] can cause considerable intermixing at relatively low
temperatures [10]. Hence, in order to reduce the extent of interdiffusion in
thin films a low defect density is desirable. This can be achieved by carefully
adjusting the thin film preparation conditions. Interdiffusion in these often
almost single-crystalline thin films is orders of magnitudes slower than in the
highly defective nano-crystalline thin films [11, 12].
With a view to the above discussion, the differences in interdiffusion be-

haviour of thin film systems and bulk diffusion couples can be described as
follows:
(i) in high-quality thin films with a small defect concentration, the distance

between defects, such as dislocations or grain boundaries, can be relatively
large, i.e. as compared to the diffusion length, which is smaller than the
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Chapter 1 Introduction

film thickness, i.e. less than 100 nm. In bulk specimens, the diffusion length
is generally larger than the distance between defects. The usual dislocation
density in high quality bulk single crystals is 10−7/cm2 - 10−8/cm2 [13]
resulting in an average dislocation spacing of 1 µm - 2.2 µm, whereas the
usually investigated diffusion length in bulk specimens is several micrometres.
Therefore, defects like dislocations in any case influence interdiffusion in bulk
specimens, whereas no significant effect of dislocations on interdiffusion in
high-quality thin films may occur.
(ii) Due to the highly non-equilibrium thin film deposition procedure,

metastable phases can be formed by thin film deposition, which is usually
not possible for bulk specimens. For example, semiconductors like Si or Ge
form amorphous thin films upon deposition at room temperature. Despite
the technological importance of these metastable amorphous systems, e.g. in
thin film solar cells [14], very little is known about the diffusion mechan-
ism and the diffusion kinetics in these covalently bonded amorphous sys-
tems. For instance, due to the absence of long range order in the amorphous
phase [15–17] the diffusion mechanisms which are operative in the crystalline
phase, such as the vacancy mechanism, can not operate in the amorphous
state [18].
(iii) Thin films are usually deposited on a rigid substrate like silicon,

which prevents the lateral expansion or contraction of the thin film. Con-
sequently, thermal stress is induced in thin films during diffusion anneal-
ing at a temperature different from the deposition temperature, due to the
generally different thermal expansions/shrinkages of the substrate and the
thin film upon temperature change. In addition to the thermally induced
stress due to the temperature change, the thin film can already initially
be intrinsically stressed due to its preparation [19]. These thermal and
growth stresses can reach values of several GPa [20, 21] and may influence
(inter)diffusion [22–28].
In order to investigate the microstructural effects on interdiffusion in thin

film systems, dedicated analysis techniques with a spatial resolution of the
order of the diffusion lengths, which are in the nanometre range, are required.
To this end, a number of techniques are available. For very small diffusion
lengths, indirect methods such as X-ray [29, 30] or neutron [31, 32] diffrac-
tion are used to determine changes in the concentration-depth profile upon
interdiffusion. However, with these methods the concentration dependence
of the diffusion coefficients is hardly accessible. Other techniques, which
are able to measure the concentration-depth profile directly, such as analyt-
ical transmission electron microscopy [33] or atom probe tomography [34]
are only applicable for some material systems and are very time consuming
due to the difficult specimen preparation procedure. Moreover, the prepar-
ation fo the specimens for analysis by these methods may have dramatic
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1.2 Focus of the thesis

effects on e.g. the local composition [35]. Sputter-depth profiling tech-
niques are able to determine the concentration-depth profile without special
specimen preparation. However, due to sputter-induced alterations the de-
tection limit of diffusional broadening is usually of the order of several tens
of nanometres [36]. Yet, by correcting for sputter-induced alterations (see
section 1.7.3), the analysis of concentration-depth profiles in the nanometre
range [37] gets possible and hereby microstructural effects on interdiffusion
can be revealed.

1.2 Focus of the thesis

This thesis addresses the interrelationship of microstructure and interdif-
fusion in thin film systems. To this end, completely miscible (at least
in the bulk) thin film (model) systems have been prepared, by thermal
evaporation and magnetron sputtering, with carefully tailored microstruc-
tures, which have been characterised by atomic force microscopy (AFM),
X-ray diffraction (XRD) and (high resolution) transmission electron micro-
scopy ((HR)TEM).
Interdiffusion in the thin films has been investigated by Auger electron

spectroscopy (AES) and X-ray photo electron spectroscopy (XPS) sputter-
depth profiling. To this end the Mixing-Roughness-Information depth (MRI)
model, which allows the correction of sputter-induced alterations, has been
extended to increase the reliability of the determination of the genuine,
true concentration-depth profile from measured sputter-depth profiles. With
this procedure, very small diffusion lengths in the nanometre range can be
determined and the concentration dependence of the chemical, as well as
intrinsic and self-diffusion coefficient(s) can be accounted for directly (see
Chapter 2). Employing this procedure, different aspects of interdiffusion in
thin films could be investigated at low annealing temperatures. Firstly, due
to the high sensitivity of the applied sputter-depth profiling technique, the
small diffusion lengths in metastable amorphous Si1−xGex solid solutions
could be measured and thereby the concentration dependent self-diffusion
coefficients of Si and Ge could be determined and analysed (see Chapter 3).
Secondly, the effect of vacancy sources and sinks on interdiffusion has been
investigated in epitaxial single-crystalline Au/Ag thin films (see Chapter 4).
To this end, a combinatorial approach using AES sputter-depth profiling, to
resolve the chemical concentration-depth profile, and positron annihilation
Doppler broadening spectroscopy, to resolve the defect concentration-depth
profile, was applied. Thirdly, the interplay of stress and interdiffusion has
been investigated in single-crystalline Pd/Ag thin films by XRD stress meas-
urements (see Chapter 5).
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Chapter 1 Introduction

1.3 Diffusion mechanism

1.3.1 Vacancy mechanism

Substitutional volume diffusion in crystalline metallic systems, as well as
crystalline semiconductors at low temperatures, is mediated by vacancies
(see figure 1.1a). The concentration of these equilibrium point defects de-
pends on the homologous temperature, T/Tm (T is the absolute temperature
and Tm is the melting temperature), of the material [38, 39]. Close to the
melting point the equilibrium vacancy concentration can reach a site fraction
of 10−4-10−3 [40]. The temperature dependence of the equilibrium vacancy
concentration strongly influences the temperature dependence of the self-
diffusion coefficient, D∗, according to [41]

D∗ =
1
6
νza2f exp

(
∆Sf + ∆Sm

k

)
exp

(
−∆Hf + ∆Hm

kT

)
, (1.1)

where ν is the Debye frequency, z is the coordination number, a is the jump
distance, f is the crystal structure specific correlation factor, ∆Sf is the
vacancy formation entropy, ∆Sm is the vacancy migration entropy, ∆Hf is
the vacancy formation enthalpy, ∆Hm is the vacancy migration enthalpy
and k is the Boltzmann constant.

Due to the generally different melting temperatures of the elements (and
consequently different homologous temperatures during diffusion annealing),
the equilibrium vacancy concentrations in the two sublayers are generally
different during diffusion annealing and consequently, the mobilities of the
atoms in the two sublayers are different: generally, diffusion is faster in the
sublayer composed of the element with the lower melting temperature [42].
Due to the different mobilities of the atoms in the two sublayers, the mass
fluxes of the two components generally generate a net flux of vacancies to-
ward the sublayer composed of mainly the faster diffusing component in a
diffusion couple. Consequently, the vacancy concentration increases in the
sublayer composed of mainly the faster diffusing component and decreases
in the sublayer composed of mainly the slower diffusing component, if no
mechanisms for vacancy creation and annihilation are operative. Climbing
dislocations can serve as vacancy sources and sinks and can maintain the
equilibrium vacancy concentration during interdiffusion [43]. If the disloca-
tion line vector of the climbing edge dislocation is inclined with respect to
the diffusion flux, a shift of the initial interface in the laboratory frame of
reference occurs (Kirkendall shift). A description of this phenomenon has
been given by Darken and Smigelskas [44] resulting in the well known Darken
equation [45] (see section 1.5). According to this treatment the equilibrium
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1.3 Diffusion mechanism

vacancy concentration-depth profile is maintained during the entire interdif-
fusion process by vacancy creation and annihilation. If the number of active
vacancy sources and sinks is too small and consequently the distance between
them is larger than the diffusion length, the vacancy flux can not be com-
pensated by the available vacancy sources and sinks and a non-equilibrium
vacancy concentration-depth profile develops. If no vacancy sources and
sinks are active at all, the chemical diffusion coefficient can be described
by the Nernst-Planck/Nazarov-Gurov equation [46–50] (see section 1.5). At
large vacancy supersaturation pore formation by vacancy condensation is
observed [51] which is in most applications harmful for e.g. the mechanical
properties [4].

1.3.2 Divacancy mechanism

Generally a binding enthalpy exists between vacancies, due to reduced num-
ber of nearest neighbours per vacancy of vacancy clusters as compared to
isolated monovacancies [52]. These vacancy clusters have a smaller activa-
tion enthalpy for migration, which accelerates diffusion [40]. A measurable
effect of divacancies on diffusion can usually only be observed at annealing
temperatures close to the melting point, since the number of divacancies
is very small at lower temperatures. The amount of vacancy clusters con-
sisting of more than two vacancies is usually negligible small and can be
neglected [40]. As a result of the contribution of divacancies to the diffusion
mechanism at higher annealing temperatures, the Arrhenius plots show an
upward curvature, which is modelled by the sum of two exponential functions
according to [40, 53]

D = D0,1V · exp
(
−Q1V

kT

)
+D0,2V · exp

(
−Q2V

kT

)
, (1.2)

where D0,1V , D0,2V , Q1V and Q2V are the temperature independent pre-
exponential factors and temperature independent activation enthalpies of
the monovacancy (1V) and divacancy (2V) contribution, respectively.

1.3.3 Cooperative movement in amorphous solids

In amorphous solids, i.e. metallic glasses or amorphous semiconductors, no
equilibrium point defects such as vacancies are present (but excess free
volume is present). Therefore, diffusion can not occur according the vacancy
mechanism. Monte Carlo simulations suggest that in metallic glasses a long
range cooperative movement of atoms can occur which involves about ten
atoms in one diffusion event [54–56] (see figure 1.1b); a similar mechanism
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Chapter 1 Introduction

has been proposed for interphase boundary movement and grain boundary
diffusion in crystalline materials [57]. The effect of possible covalent bonds
between the atoms in an amorphous semiconductor solid, e.g. in amorph-
ous Si1−xGex solid solutions, on the diffusion mechanism is discussed in
chapter 3.

a) b)

Figure 1.1: Schematic illustration of a) the vacancy mechanism and b) the
cooperative movement of atoms in an amorphous material.

1.4 Diffusion coefficients

The (inter)diffusion kinetics is fully described with a (temperature and con-
centration dependent) (chemical) diffusion coefficient. However, there are
several different diffusion coefficients, which describe different diffusion phe-
nomena. In the following the different diffusion coefficients are defined. The
connection among these diffusion coefficients is given in section 1.5.

Tracer diffusion coefficient D∗A∗,AB Tracer diffusion coefficients describe
diffusion of a tracer atom, often a radioactive isotope, A∗, in an homogeneous
alloy, A1−xBx, or a pure component, A or B. The concentration of tracer
atoms is thereby very small and does not change the composition of the
matrix. Therefore, mass transport occurs exclusively due to the statistical
jumps of atoms in the absence of any chemical potential gradient.

Self-diffusion coefficient D∗A,AB The term self-diffusion coefficient is equi-
valent to the term tracer diffusion coefficient if the isotope effect (mass de-
pendence of the atomic jump frequency) [58] is neglected. The self-diffusion
coefficient does not only describe self-diffusion of A in pure A, but also the
diffusion of A in A1−xBx solid solutions in the absence of a concentration
gradient (tracer diffusion). As a consequence, the self-diffusion coefficient is
generally dependent on concentration. In many systems this concentration
dependence follows an exponential function, which results directly from a
linear concentration dependence of the activation enthalpy for diffusion.

14



1.5 Continuum models for interdiffusion

Impurity diffusion coefficient D∗A,B The impurity diffusion coefficient de-
scribes diffusion of a very small amount of impurity atoms, A, in an other-
wise pure component, B, in the absence of any chemical potential gradient.
Therefore, the impurity diffusion coefficient is also a self-diffusion coefficient
(of A) in the pure component B.

Intrinsic diffusion coefficient DA,AB The intrinsic diffusion coefficient de-
scribes diffusion of one component in a chemical potential gradient. It is
composed of the self-diffusion coefficient and the thermodynamic factor.

Interdiffusion coefficient D̃AB The interdiffusion coefficient describes in-
termixing in a chemical potential gradient. It is generally strongly concen-
tration dependent and depends on the presence of vacancy sources and sinks
(see section 1.5).

1.5 Continuum models for interdiffusion

The change of the concentration-depth profile upon diffusion annealing can
be described by Fick’s second law [41]

∂c

∂t
=

∂

∂z

(
D̃
∂c

∂z

)
, (1.3)

where c is the concentration, z is the depth, t the time and D̃ is the chem-
ical diffusion coefficient. Generally the chemical diffusion coefficient depends
on concentration, temperature and pressure, resulting in an asymmetric
concentration-depth profile upon diffusion annealing at constant temperat-
ure and pressure.
In a system with sufficient vacancy sources and sinks any vacancy flow

due to different atomic mobilities can be compensated and the vacancy
concentration-depth profile remains at the equilibrium vacancy concentra-
tion. The chemical diffusion coefficient is then dominated by the faster
component and can be linked to the intrinsic diffusion coefficients by the
Darken-Manning equation [45, 50, 59]

D̃ = (xADB + xBDA, ) · Swind (1.4)

where DA and DB are the intrinsic diffusion coefficients of component A
and B and Swind is the vacancy wind factor, respectively. The vacancy-wind
factor, Swind, which describes correlation effects in a random alloy arising
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Chapter 1 Introduction

by a net flux of vacancies, can be approximated according to [50, 59]

Swind = 1 +
1− f
f
· xAxB(D∗A −D∗B)2

(xAD∗A + xBD∗B) · (xAD∗B + xBD∗A)
, (1.5)

where f is the geometric correlation factor for the crystal-lattice (i.e. 0.7815
for the fcc crystal structure). The effect of the vacancy-wind effect on the
chemical diffusion coefficient is usually small (S ≤ 1/f , i.e. S ≤ 1.28 for the
fcc crystal structure), and is often neglected.
In a system with no vacancy sources and sinks at all, any vacancy flow due

to different atomic mobilities leads to the establishment of a non-equilibrium
vacancy concentration-depth profile upon interdiffusion. As a consequence,
the chemical diffusion coefficient is then dominated by the slower compon-
ent and is described according to the Nernst-Planck/Nazarov-Gurov equa-
tion [46–50]

D̃ =
DADB

xADA + xBDB
. (1.6)

The intrinsic diffusion coefficients are composed of the self-diffusion coeffi-
cient, D∗A, and the thermodynamic factor, Φ, according to

DA = D∗A · Φ. (1.7)

Thermodynamic data is available for many systems and the thermodynamic
factor can straightforwardly be calculated from this data. Then the intrinsic
and the chemical diffusion coefficient are known over the whole concentration
range, if the concentration dependent self-diffusion coefficients are known.

1.6 Interrelation of interdiffusion and stress

It is well known, that the interdiffusion coefficient depends on pressure. This
pressure dependence is usually described according to [50](

∂ lnD
∂p

)
T

= −∆V
kT

, (1.8)

where p is the hydrostatic pressure and ∆V is the activation volume. For
diffusion according the vacancy mechanism, the diffusion coefficient generally
decreases with increasing pressure.
In thin film systems the state of stress due to thermal or growth stresses

is generally not of hydrostatic nature. The free surface of the thin film sys-
tem allows stress relaxation in the direction parallel to the specimen surface
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1.7 Experimental methods

normal and often a biaxial state of stress is established. Consequently, the
treatment according to Eq. 1.8 is not applicable in such cases. Larché and
Cahn developed a theory to describe the interrelation of interdiffusion and
stress in a non hydrostatic state of stress [60–62]. The model accounts for the
effect of stress on the diffusion potential (which replaces the chemical poten-
tial) and thus on interdiffusion as well as the effect of compositional changes
on the stress-depth profile due to interdiffusion. A compositional stress is
induced by interdiffusion if the molar volumes of the interdiffusing atoms
are different, or if their atomic flux across the initial interface is different.
For example, due to a difference in the molar volumes of the components a
compressive compositional stress can be induced in the sublayer composed
of the component with the smaller molar volume and a tensile compositional
stress can be induced in the sublayer composed of the component with the
larger molar volume upon interdiffusion (see chapter 5).
The experimental verification of this model is difficult [22–26] since it is

based on a so-called network solid concept, in which the number of lattice
sites is conserved. This requirement is hardly fulfilled in real material sys-
tems. The molar volumes of the interdiffusing components are generally
different. Therefore, often a semi-coherent interface with misfit dislocations
at the interface between the components develops. These misfit dislocations
can serve as vacancy sources and sinks and consequently the number of lat-
tice sites might not be conserved upon interdiffusion. Furthermore, other
defects like grain boundaries can change the number of lattice sites upon
diffusion annealing e.g. by grain growth.

1.7 Experimental methods

1.7.1 Thin film deposition

In this study physical vapour deposition, namely thermal evaporation and
magnetron sputtering, has been applied for thin film deposition. The micro-
structure of deposited thin films strongly depends on the deposition condi-
tions such as deposition rate, substrate temperature, residual gas atmosphere
and the substrate surface [63]. Since the parameters which determine the
thin film growth, such as surface diffusivities [64] and surface and interface
energies, strongly depend on the chosen material/substrate combination, the
deposition parameters have to be carefully adjusted for each system. To this
end, a customised ultra high vacuum (UHV) system equipped with effusion
cells for thermal evaporation, a laser heater for specimen cleaning and ana-
lysis methods, such as scanning tunnelling microscopy (STM) and XPS have
been used [65]. By dedicated investigations of the development of the sur-
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Chapter 1 Introduction

face morphology upon thin film deposition, the deposition conditions could
be adjusted to tailor the microstructure of the deposited thin films. This
allowed the preparation of completely amorphous as well as single-crystalline
specimens.

Amorphous Si/Ge Deposition of semiconductors such as Si and Ge at room
temperature or below, results in an amorphous thin film, due to the low
atomic mobility of the atoms at these temperatures [66]. Only at substrate
temperatures larger than 400 ◦C, the atomic mobility of Si or Ge is large
enough to from a crystalline film [67].
Due to the covalent bonds between Si and Ge atoms the mainly fourfold

coordination, which is present in the crystalline phase, is largely maintained
in the amorphous phase. However, the bond angles and bond lengths are
distorted [16]. As a consequence, the density of the amorphous phase is
smaller than the crystalline phase [68, 69]. The special microstructure of the
thermodynamically metastable amorphous phase has interesting effects on
the diffusion processes occurring in these materials (see chapter 3).

Epitaxial Au/Ag / Pd/Ag Face centred cubic metallic thin films, such as
Ag, Au, Pd or Al, exhibit often a strong (1 1 1) fibre texture, which is attrib-
uted to the low surface energy of the (1 1 1) facet [70]. Due to the in-plane
rotation of the grains in a fibre textured specimen, many grain boundaries,
which can serve as fast diffusion paths, are present in these thin films. In
order to reveal microstructural as well as stress effects on interdiffusion, the
thin film deposition parameters have been carefully adjusted in this study
in order to obtain single-crystalline Ag(0 0 1) layers. The large linear lat-
tice misfit between Ag and Si (24.7 %) is thereby accommodated by domain
epitaxy (linear domain misfit of 0.3 %) [71], where the Ag and Si lattice
coincidence every four and three unit cells, respectively. Due to the negli-
gible mutual solubility of Ag and Si [72], no significant interdiffusion occurs
at the Ag/Si interface during diffusion annealing, which makes the Ag/Si
system an ideal thin film/substrate model system for interdiffusion studies
of Me/Ag systems when Me is deposited on top of Ag.
The single-crystalline Ag(0 0 1) layers served as seed layers for subsequent

deposition of single-crystalline Au and Pd layers with a cube-on-cube orient-
ation relationship to the Ag layer and the Si substrate. Due to the negligible
small linear lattice misfit of Ag and Au (0.18 %) [73], theoretically no mis-
fit dislocations are present at the Au/Ag interface, whereas on average one
misfit dislocation is present every 8.5 nm along the Pd/Ag interface due to
the considerable lattice misfit between Ag and Pd (4.8 %) [73]. The presence
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1.7 Experimental methods

of misfit dislocations at the bilayer interface has direct consequences on the
interdiffusion behaviour due to the absence or presence of vacancy sources
and sinks (see chapter 4 and chapter 5, respectively).

1.7.2 Microstructural characterisation

The microstructure of the deposited thin films has been investigated by
several techniques. The surface roughness of single layers and bilayers has
been determined by AFM. The surface roughness of the specimen plays an
important role for the determination of the concentration-depth profile by
sputter-depth profiling. A small surface roughness (i.e. root mean squared
roughness < 5 nm) is mandatory to resolve very small diffusion lengths in
the nanometre range by sputter-depth profiling (see section 1.7.3).
XRD and cross-sectional (HR)TEM have been applied to obtain structural

information from the prepared thin films. While XRD provides averaged
information over a larger mesoscopic specimen volume, local information on
the atomic scale, like the arrangements of the atoms at the interface or layer
thicknesses can be accessed by (HR)TEM.
The concentration of vacancies plays a crucial role for interdiffusion (see

section 1.3). In order to determine the change of the vacancy concentration-
depth profile upon diffusion annealing positron annihilation Doppler broad-
ening spectroscopy (DBS) has been applied. Conventional laboratory posi-
tron sources which are based on β+ active isotopes do provide only very small
positron fluxes and consequently long measurement times are necessary.
With the worlds largest flux of positrons at the positron source NEPOMUC
in Garching [74] short measurement times can be realised, which allows the
determination of the defect concentration in-situ during diffusion annealing.
Furthermore, by changing the acceleration voltage of the positrons, their kin-
etic energy can be adjusted, which allows depth-dependent measurements.
This technique has been applied in this study (see chapter 4).

1.7.3 Sputter-depth profiling

General procedure

In order to access concentration-depth profiles of thin films, sputter-depth
profiling can be applied [75]. For this destructive analysis technique the
chemical composition of the specimen surface is measured by a surface sensit-
ive technique, such as XPS, AES or secondary ion mass spectroscopy (SIMS).
By successive removal of the specimen surface layer(s) by the bombardment
of the specimen surface with ions, such as Ar+, Cs+ or O+

2 , (see figure 1.2a)
and measurement of the specimen surface concentration, a concentration-
depth profile is obtained.
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Figure 1.2: a) Schematic illustration of sputter-depth profiling. The sur-
face atoms of the specimen are removed by the bombardment of the speci-
men surface with Ar+-ions. Due to collision cascades, mixing of the atoms in
deeper layers underneath the specimen surface occurs, which alters the genu-
ine concentration-depth profile. b)-d) Measured AES intensity-depth profile
of an amorphous Si/Si0.52Ge0.48 multilayer (dots) with presumed sharp inter-
faces (solid line). Due to sputter induced alterations, the sharp interfaces are
broadened. Note the different extent of broadening of the two Si intensity-
depth profiles (b and d). Due to the smaller kinetic energy of Auger electrons
from the SiLMM transition, as compared to the high kinetic energy of Auger
electrons from the SiKLL transition, and the resulting smaller information
depth of Auger electrons from the SiLMM transition, the broadening of the
intensity-depth profile of the SiLMM transition is less pronounced.
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The surface analytic technique for sputter-depth profiling has to be chosen
with care. For classic interdiffusion studies in bilayered specimens with large
concentration differences, e.g. interdiffusion in a bilayer composed of pure A
and pure B, AES and XPS are the preferred techniques, since the conversion
of the measured intensity to concentration can be highly nonlinear at high
concentrations in SIMS due to pronounced matrix effects [76, 77]. SIMS is
the preferred choice to study e.g. dopant diffusion in semiconductors [78] due
to the high sensitivity of the technique and the high dynamic range.
In this study AES and XPS sputter-depth profiling using Ar+-ions with a

kinetic energy of 1 keV is employed to determine concentration-depth pro-
files.

Mixing-Roughness-Information depth (MRI) model

During sputter-depth profiling, the specimen is bombarded with ions in or-
der to successively remove the surface layer(s). The kinetic energy of the
ions is thereby transferred to the specimen, which results in the removal
of surface atoms and also to atomic displacements in deeper layers of the
specimen by cascade mixing [79] (see figure 1.2a). This ion-bombardment
induced atomic mixing is only one of the sputter induced alterations oc-
curring during sputter-depth profiling. The intrinsic specimen surface and
interface roughness as well as the information depth of the Auger electrons
or photoelectrons contribute to an additional broadening of the genuine
concentration-depth profile upon sputter-depth profiling [75]. As a con-
sequence, the depth resolution of the technique is reduced and features of
the genuine concentration-depth profile are masked by these sputter-induced
alterations (see figures 1.2b-d).
In order to increase the depth resolution of the sputter-depth profiling

technique the Mixing-Roughness-Information depth model [80–89] has been
developed. The model aims at describing the sputter induced alterations
by physical meaningful parameters, which can be accessed by experiment
and/or calculations. In the basic MRI model [80–89], the measured normal-
ised intensity, I/I0, is given by the convolution of the genuine concentration-
depth profile, X(z), and the depth resolution function, g, which describes
the sputter induced alterations

I(z)
I0

=
∫ +∞

−∞
X(z′) · g(z − z′)dz′, (1.9)

where z is the depth below the specimen surface. The depth resolution
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Chapter 1 Introduction

function itself can be approximated by the convolution1 of the individual
contributions describing atomic mixing, surface and interface roughness and
information depth. The basic MRI model and its extension performed in
this work are described in detail in Chapter 2.
Usually the signal to noise ratio is too low to allow a straightforward decon-

volution of equation 1.9 to determine the genuine concentration-depth profile
from a measured sputter-depth profile [85, 88]. Therefore, a forward calcula-
tion approach is applied. An initial guess of the genuine concentration-depth
profile is convoluted with the predetermined depth-resolution function and
the result is compared with the measured intensity-depth profile. If the devi-
ation of the calculated intensity-depth profile from the experimentally meas-
ured intensity-depth profile is too large, the genuine concentration-depth pro-
file is changed and the comparison of the calculated intensity-depth profile,
calculated by the convolution of the changed genuine concentration-depth
profile with the depth-resolution function, with the measured intensity-detph
profile is repeated until a good agreement between the calculated and the
measured intensity-depth profile is obtained (see figure 1.3).
Owing to the forward calculation procedure, there is no unique solution to

describe the measured sputter-depth profile. Therefore, a physically reason-
able model to describe the genuine concentration-depth profile upon diffusion
annealing is mandatory to deduce the genuine concentration-depth profile ac-
cording the outlined model. In this work, the numerical solution of Fick’s
second law with a concentration dependent chemical diffusion coefficient has
been used (see section 1.5).

1Note that a convolution of the individual contributions to the depth-resolution function
is not applicable, if the MRI parameters depend on concentration (see Chapter 2).
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Figure 1.3: Flowchart of the basic MRI model, explaining the forward cal-
culation approach [65]. An initial guess of the genuine concentration-depth
profile, X, is convoluted with the predetermined depth-resolution function,
g, in order to obtain the calculated normalised intensity in dependence of the
depth, z. After transforming the depth into the experimentally measured
sputter time, t, the calculated normalised intensity is compared to the meas-
ured normalised intensity. The genuine concentration-depth profile is then
changed until the difference between the calculated normalised intensity and
the measured normalised intensity is minimal.
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1.8 Overview of the thesis

In chapter 2 the Mixing-Roughness-Information depth (MRI) model is ex-
tended for the investigation of interdiffusion in thin film systems. To this
end, concentration-dependent model parameters are introduced, the effect
of concentration gradients on the backscatter correction is investigated and
a multiple-profile fitting procedure is introduced, which uses more experi-
mental data as the usually applied single-profile fitting, i.e. various intensity-
depth profiles are fitted simultaneously. The multiple-profile fitting proced-
ure increases the reliability of deduced model parameters and allows the
determination of self-diffusion coefficients in the nanometre range. This ex-
tended model is applied to several thin film systems in order to investigate
the interrelationship among interdiffusion, microstructure and stress.
In chapter 3 concentration dependent self-diffusion coefficients of Si and

Ge in amorphous Si1−xGex solid solutions are determined. Due to the high
sensitivity of the extended MRI model, the annealing conditions could be
tailored to avoid crystallisation of the metastable amorphous phase and con-
clusions on the diffusion mechanism, operating in covalently bond materials
without long range order, could be obtained.
In chapter 4 the influence of vacancy sources and sinks on interdiffusion in

single-crystalline Au/Ag bilayered thin films is investigated. To this end, the
chemical composition has been determined by AES sputter-depth profiling
(and quantified by the extended MRI model) and the defect concentration-
depth profile has been determined by in-situ positron annihilation Doppler
broadening spectroscopy at the positron source NEPOMUC in Garching.
The last part, chapter 5, deals with the interplay of stress and interdiffu-

sion in single-crystalline Pd/Ag thin films. To this end, the stress evolution
during thermal cycling and isothermal annealing has been determined from
in-situ stress measurements by XRD.
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Chapter 2

Single and multiple profile fitting of AES and
XPS intensity-depth profiles for analysis of
interdiffusion in thin films

Martin A. Noah1, David Flötotto1, Zumin Wang1, and
Eric J. Mittemeijer1,2

1 Max Planck Institute for Intelligent Systems (formerly Max Planck Insti-
tute for Metals Research), Heisenbergstr. 3, D-70569 Stuttgart, Germany

2 Institute for Materials Science, University of Stuttgart, Heisenbergstr. 3,
D-70569 Stuttgart, Germany

Abstract

Simultaneous fitting of independently measured sputter-depth profiles of in-
tensities of Auger electrons or photoelectrons from different Auger trans-
itions (AES) or core levels (XPS) is shown to increase the reliability of the
thus determined concentration-depth profiles in diffusion-annealed thin film
systems, as compared to the usually applied single profile fitting. In this con-
text an extension of the Mixing-Roughness-Information depth (MRI) model
is presented, which includes the concentration dependence of the MRI para-
meters for mixing and information depth, as well as of the backscattering
correction factor and the sputter rate. The thus proposed procedure is ap-
plicable for diffusion lengths as small as a few nanometre and was applied to
determine the concentration dependent self-diffusion coefficients from meas-
ured AES and XPS sputter-depth profiles recorded from diffusion-annealed
amorphous Si/polycrystalline Ge bilayers.
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Chapter 2 Single and multiple profile fitting of AES and XPS depth profiles

2.1 Introduction

Thin film systems are essential components of many advanced devices such as
transistors, lasers or solar cells. The functional properties of these thin film
systems strongly depend on the sharpness of the sublayer interface(s) [90].
Therefore, fundamental knowledge of interdiffusion in thin film systems is
crucial to predict their thermal stability and to improve their properties.

Sputter-depth profiling in combination with surface sensitive and element
sensitive techniques (such as AES and XPS) is widely applied for interdiffu-
sion studies to deduce the concentration-depth profiles upon annealing and
thereby to determine diffusion data [37]. However, the sputter removal of
atomic layers at the surface alters the concentration-depth profile in the
remaining specimen by ion-bombardment-induced alterations (“atomic mix-
ing” and “roughening”). Therefore, the direct determination of diffusion data
from the measured intensity-depth profiles is impeded. Consequently, the
evaluation is often of only qualitative nature [91] and/or considers only a
small part (such as the region close at the interface or focuses on a de-
veloping concentration plateau away from the interface) of the measured
intensity-depth profile [5]. The Mixing-Roughness-Information depth (MRI)
model [81, 84, 85] was developed to account for such sputter-induced altera-
tions and thereby to incorporate the whole measured intensity-depth profile
in the evaluation. However, many simplifications applied in the original MRI
model limit the reliability of the obtained results.
In the present work, distinct improvement in the analysis of diffusion

in thin film systems has been realised by multiple (instead of single) pro-
file fitting of sputter-depth profiles and by accounting for the concentra-
tion dependence of the MRI parameters, of the sputter rate and of the
backscattering correction factors. The significant impact of these improve-
ments on the determination of diffusion data is demonstrated, in particular,
for diffusion-annealed amorphous Si/polycrystalline Ge bilayered thin films.
Thus, concentration-dependent self-diffusion coefficients can be determined
for thin-film systems with diffusion lengths as small as a few nanometres.

2.2 Single profile fitting;
original Mixing-Roughness-Information depth model

According to the MRI model [81, 84, 85] the experimentally induced broad-
ening of the measured sputter-depth profile is modelled by a depth-resolution
function, g, to account for sputter-induced alterations: The effects of surface
and interface roughness, the influence of the effective attenuation length of
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2.2 Single profile fitting; original Mixing-Roughness-Information depth model

the Auger electrons or the photoelectrons, and the influences of preferential
sputtering and backscattering. The measured normalised intensity-depth
profile, I/I0, (after sputter-time to sputter-depth conversion) is then given
by the convolution of the genuine (i.e not affected by the sputter-depth pro-
filing) concentration-depth profile, X, with the depth-resolution function,
g,

Inorm =
I(z)
I0

=
∫ +∞

−∞
X(z′) · g(z − z′)dz′, (2.1)

where z is the actual sputter depth and z′ denotes a running depth para-
meter. The depth-resolution function, g, comprises the interplay of sputter-
induced mixing and information depth, as well as their convolution with the
roughness of the surface and interface [85]

g =
([

1− exp
(
− w

λ · cosφ

)]
· gw + gλ

)
∗ gσ, (2.2)

where w is the MRI parameter for mixing, λ is the effective attenuation
length (EAL) of Auger electrons or photoelectrons, as tabulated in the NIST
database [92], and φ is the detection angle of the electrons with respect to
the specimen-surface normal. Note that the often applied convolution of all
three contributions to the depth resolution function g (i.e. gλ ∗ gw ∗ gσ) is
only valid if the information depth is smaller than the mixing length [85].
The smearing contributions, gw, gσ and gλ can be taken as follows. The

contribution of sputter-induced mixing, gw, can be described according to a
simple approach from Liau et al. [93](adopting a constant concentration in
the mixed region). The contribution of roughness, gσ, can be described by
a Gaussian function [81]. The contribution of the information depth, gλ, is
controlled by the attenuation lengths of the electrons. Thus,

gw =
1
w

exp
(
−z − z

′ + w

w

)
z′ < z + w, else gw = 0 (2.3)

gσ =
1

σ
√

2π
exp

(
− (z − z′)2

2σ2

)
(2.4)

gλ =
1

λ · cosφ
exp

(
z − z′

λ · cosφ

)
z′ > z + w, else gλ = 0 (2.5)

where σ is the MRI parameter for roughness. Note that the above illustrated
approach is only valid for concentration independent MRI parameters, w and
σ, and EAL (see section 2.4.1).
The signal to noise ratio of the experimental data is usually too small to
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Chapter 2 Single and multiple profile fitting of AES and XPS depth profiles

allow a straightforward deconvolution of Eqn 2.1 [85, 88]. Hence a so-called
forward calculation approach is used to resolve the genuine concentration-
depth profile (e.g. after diffusion annealing):
Step (i): Firstly, the MRI parameters σ and w of the depth-resolution
function have to be determined from a reference measurement, i.e. by iter-
atively minimising the difference of the experimentally obtained normalised
intensity-sputter time profile and the calculated normalised intensity-sputter
time profile as obtained by the convolution of the (in this case known) genu-
ine concentration-depth profile (i.e. from an as-prepared specimen with a
sharp interface) with the depth-resolution function, while varying σ and w.
The projected depth range in the specimen of the ions bombarding the speci-
men upon sputtering, as determined by SRIM Monte Carlo simulations [94],
is thereby used as an initial assumption for the mixing parameter, w.
Step (ii): Secondly, the genuine concentration-depth profile (as established
after diffusion annealing) can be deduced by iteratively minimising the dif-
ference of the measured normalised intensity-sputter time profile and the
calculated normalised intensity-sputter time profile as obtained by the con-
volution of the assumed genuine concentration-depth profile with the known
(predetermined) depth-resolution function, while varying the assumed genu-
ine concentration-depth profile.
Note: The calculated normalised intensity-depth profile (convolution of

genuine concentration-depth profile with the depth-resolution function ac-
cording Eqn 2.1) is transformed into a normalised intensity-sputter time pro-
file for the comparison with the measured normalised intensity-sputter time
profile by applying predetermined (on an as-prepared specimen) elemental
sputter rates.

2.3 Multiple profile fitting; intensity normalisation

For a bilayered thin film system, with i (interdiffusing) elements, the in-
tensity of Auger electrons or photoelectrons from an element specific Auger
transition or core level can be measured during sputter-depth profiling for
each element (note: sometimes even several (i.e. high and low energetic)
Auger transitions or core levels of the same element are accessible). Of-
ten, the peak-to-peak height of the measured differentiated AES spectra or
the measured (integrated) intensity of XPS core level spectra is normalised
considering the respective elemental sensitivity factors [37, 95] according to

Inormi =
Ii

Si∑
j

Ij

Sj

, (2.6)
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2.3 Multiple profile fitting; intensity normalisation

where Ii is the measured AES peak to peak height or the (integrated) in-
tensity of the XPS core level spectrum and Si represents the elemental sens-
itivity factor for the transition considered of the ith element (which is equal
to Ii of a pure specimen of element i, measured under the same conditions).
This normalisation procedure is applicable only, if the information depths
(≈ 3 × EAL) of the measured Auger electrons or photoelectrons and the
backscattering correction factors (only for AES) of the elements concerned
are similar. However, if the information depths and the backscattering cor-
rection factors of the elements concerned are different, the normalisation
procedure according to Eqn 2.6 becomes problematic for inhomogeneous
specimens because measured intensities from different (information-) depths
(i.e. from depth ranges of different (average) composition) are compared
with each other. To allow correction for such effects, a different normalisa-
tion procedure is adopted: The measured intensity of the ith element, Ii, is
normalised by only Si (cf. Eqn 2.6)

Inormi =
Ii
Si
. (2.7)

The normalisation procedure according to Eqn 2.7 implies that the Inormi -
sputter time profiles for the different transitions of the different elements are
independent, whereas this does not hold for the Inormi -sputter time profiles
obtained after normalisation of Ii according Eqn 2.6. As a consequence, all
measured intensity-sputter time profiles (after normalisation according to
Eqn 2.7) can be used in a simultaneous multiple profile fitting procedure.
During such a multiple profile fitting procedure, all measured Inormi -sputter
time profiles can be fitted, simultaneously, with the same MRI parameters
for roughness and mixing (under the assumption of a constant concentra-
tion in the ion-bombardment-induced mixed region), and with the same
genuine concentration-depth profile. The different EALs of Auger electrons
and/or photoelectrons of the different Auger transitions and/or XPS core
level spectra are taken from literature data [92]. During the multiple profile
fitting procedure, the sum of the differences of each calculated normalised
intensity-depth profile and its corresponing experimentally measured norm-
alised intensity-depth profile is minimized.
The considerably increased amount of independent experimental data in

the multiple profile fitting procedure, as compared to the common single pro-
file fitting procedure, increases the reliability of the MRI parameters determ-
ined for roughness and mixing (in step (i); see section 2.2) and subsequently
(in step (ii); see section 2.2) increases the reliability of the determined genu-
ine concentration-depth profile and thus the diffusion data. In particular,
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Chapter 2 Single and multiple profile fitting of AES and XPS depth profiles

the utilisation of information from different information depths (due to dif-
ferent EALs of electrons from different Auger transitions or core levels) in
the multiple profile fitting procedure increases the reliability of the deduced
genuine concentration-depth profile. An example of such a multiple profile
(GeLMM, SiKLL and SiLMM) fitting of an as-prepared a-Si/pc-Ge specimen
is given in Fig. 2.1.
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Figure 2.1: Multiple profile fitting to measured AES intensity-depth pro-
files (GeLMM, SiKLL and SiLMM) of a) as-prepared and b) diffusion-annealed
a-Si/pc-Ge bilayered thin film.

2.4 Extended MRI model

2.4.1 Concentration dependent MRI parameters

In general, the parameter for mixing [94], w, and the EAL [92], λ, are con-
centration dependent, whereas the roughness parameter, σ, is considered to
be independent of concentration [95].
If the MRI parameter for mixing and/or the EAL are dependent on concen-

tration, then g depends on sputter depth and the convolution in Eq. 2.1 does
not hold. Note that the mixing length changes gradually upon approaching
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2.4 Extended MRI model

concentration variations in the specimen during sputter-depth profiling. The
smearing of the genuine concentration-depth profile by mixing, information
depth and roughness then has to be calculated following a numerical calcula-
tion scheme. Firstly, the contribution due to surface and interface roughness
is considered by the convolution of the genuine concentration-depth profile
with Eq. 2.4. Secondly, the differential equation [96]

dXz

dz
=

1
wz

(
X0
z+w −Xz

)
·
(

1 +
dwz
dz

)
(2.8)

is solved. HereX0
z+w is the genuine concentration convoluted with the rough-

ness contribution at the end of the mixed region and Xz the by mixing
affected concentration at the instanteneous surface of the specimen at the
sputter-depth z. Thirdly, the intensity of Auger- or photoelectrons from
regions below the occuring specimen surface have to be corrected by their
information depth according to

I(z)
I0

=
z+w∑

z′=z+∆

X(z′) · exp
(
− ∆
λ(z′−∆)

)
·
(

1− exp
(
− ∆
λ(z′)

))
+

∞∑
z′=z+w+∆

X0(z′) · exp
(
− w+∆
λ(z′−∆)

)
·
(

1− exp
(
− ∆
λ(z′)

))
(2.9)

where I0 is the elemental standard intensity and ∆ the discretisation of the
depth scale in the numerical calculation scheme.

Although the concentration dependence of w and λ has been recognised
before [75, 88, 97, 98], it has hitherto not been applied to experimental
profiles. In particular for material systems composed of light and heavy ele-
ments the concentration dependence of especially the mixing parameter can
become important, resulting in pronounced asymmetry of the normalised
intensity-depth profile as demonstrated by model calculations for an undif-
fused Mg/Au bilayer (see Fig. 2.2). The values for wMg and wAu were taken
from SRIM [94].

For the concentration dependence of the MRI parameter for mixing, w,
the back-scatter correction factor, R, the mean effective backscattering de-
cay length, L, and the sputter rate, ż, a linear function can be adopted.
Therefore, only the values for the pure components have to be taken from
literature or from a fit (step (i); see section 2.2) to an as-prepared specimen
with known genuine concentration-depth profile. Analogously, for the con-
centration dependence of the EAL, a linear concentration dependence of the
attenuation cross section (i.e. 1/[λ · cosφ]) is adopted [75].
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Figure 2.2: Influence of different mixing parameters, w, for undiffused
Mg/Au bilayers on the normalised intensity vs. sputter-depth profiles. Sput-
ter conditions: 1 keV Ar+, incidence angle 42◦; MRI parameters: λ = σ =
0.5 nm, z0 = 50 nm.

2.4.2 Backscatter correction

For AES sputter-depth profiling a backscatter correction has to be applied, if
the backscattering correction factors of the elements in the investigated sys-
tem are different, i.e. the primary intensity without the contribution due to
backscattered electrons has to be multiplied by a backscattering correction
factor to yield the measured intensity. A backscatter correction has been
implemented into the MRI model for as-prepared bilayers [89] and multilay-
ers [99] with sharp interfaces, but the effect of smeared interfaces (as due
to significant interdiffusion) on the backscatter correction has not been con-
sidered until now. To implement a backscatter correction for specimens with
a composition varying with depth, a concentration dependent backscattering
correction factor, R(z′(c)), (as provided by Ref. [100]) is assigned to each
depth z′ with concentration c. The effective backscattering correction factor,
Reff(z), for the actual sputter depth, z, is then calculated according to

Reff(z)− 1 =
∫ zsub

z
1
L [R(z′)− 1] exp

(
− z
′−z
L

)
dz′

+[R(z′sub)− 1] · exp
(
− z
′
sub−z
L

)
, (2.10)

where zsub is the depth of the interface between the thin film (bilayer/multi-
layer) and the substrate and L denotes the mean effective backscattering
decay length, which is obtained for each pure component from the fit to an
as-prepared specimen (step (i); see section 2.2).

32



2.4 Extended MRI model

a)

0 50 100 150 200 250
1.2

1.3

1.4

1.5

1.6

1.7

1.8

depth in nm

b
a

c
k
s
c
a

tt
e

ri
n

g
 c

o
rr

e
c
ti
o

n
 f

a
c
to

r

R

( ) smeared interfacez

Au C

R z( ‘) sharp interface

R z( ‘) smeared interface

Reff

= 1.88; = 1.26R

(z) sharp interfaceReff

C Au

1.9
b)

0 50 100 150 200 250
0

0.2

0.4

0.6

0.8

1.0

depth in nm

n
o

rm
a

lis
e

d
 I

n
te

n
s
it
y
 o

f
A

u

sharp interface

smeared interface

backscatter correction assuming:

Figure 2.3: a) Backscattering and effective backscattering correction
factors for an assumed sharp interface (according to [99]) and for an assumed
strongly diffusion smeared interface (Dt = 200 nm2) of a C/Au bilayer. R
values of the system components are strikingly different. b) Calculated nor-
malised intensity-depth profiles for the specimen with the strongly (diffu-
sion) smeared C/Au interface, assuming for the calculation of Reff either a
sharp interface or adopting the genuine, smeared concentration-depth profile.
Evidently, performing the backscatter correction with the genuine, smeared
concentration-depth profile (instead of a non-physical sharp interface) is of
minor importance. MRI parameters: z0 = 150 nm, LC = LAu = 25 nm,
σ = λ = w = 0.5 nm.

The influence of a smeared interface on Reff(z) increases with increasing
interface width and decreasing mean effective backscattering decay length,
L, due to a relatively increasing contribution of backscattered electrons from
the smeared interface region. As an example, Fig. 2.3 shows the calculated
effective backscattering correction factors and the normalised intensity-depth
profile of Au for an extreme case of a very smeared interface and strikingly
different backscattering correction factors of the system components (i.e. as
holds for the C/Au system considered). It follows that the influence of a
smeared interface on the backscatter correction of the normalised intensity-
depth profile is minor (≤ 3 %) even for such an extreme case.

2.4.3 Sputter-depth to sputter-time conversion

Often a constant mean sputter rate is assumed for the entire depth range of
the multi-element specimen [101]. However, in most cases the sputter rates
of the different elements in the investigated system are different. This intro-
duces an asymmetry in the calculated intensity-depth profiles upon sputter-
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Chapter 2 Single and multiple profile fitting of AES and XPS depth profiles

depth to sputter-time conversion. To account for different elemental sputter
rates, a linear concentration dependence of the sputter rate can be used as
a first approximation [102]. The elemental sputter rates of the individual
elements can be determined from an as-prepared specimen with a sharp in-
terface.

In each step of the iterative fitting procedure the for this step genu-
ine concentration-depth profile is convoluted with the ion-bombardment
induced mixing contribution, gw, and the thus resulting mixing smeared
concentration-depth profile is used for the sputter-depth to sputter-time con-
version of the calculated normalised intensity-depth profile for the compar-
ison with the measured normalised intensity-sputter time profile.
As a conclusion of the above subsections: The values of the MRI para-

meters wA, wB, LA, LB and σ have to be determined from multiple profile
fitting to a reference specimen (step (i); see section 2.2), whereas the EAL
values, λA and λB, and the backscattering correction factors, RA and RB,
of the pure elements are directly taken from literature data [92, 100]. The
sputter rates, żA and żB, are obtained from an as-prepared specimen with a
sharp interface.

2.4.4 Numerical calculation of diffusion profiles

Due to the forward calculation approach (see section 2.2), a realistic (numer-
ical) description of the genuine concentration-depth profile is required. To
this end, for concentration-depth profiles resulting from interdiffusion, in this
work Fick’s second law is solved numerically using a fully implicit finite dif-
ference scheme [103]. The chemical diffusion coefficient D̃ can be calculated
from the intrinsic diffusion coefficients DA and DB according to the Darken
equation [45]. The intrinsic diffusion coefficients depend on concentration
through both the self-diffusion coefficient and the thermodynamic factor.
The thermodynamic factor, Φ, can be taken from literature data [104]. The
concentration dependence of the self-diffusion coefficients can be included
by e.g. an exponential concentration dependence as in the crystalline Si/Ge
system [105] according to

DA(xB) =
[
D∗A,A · exp(−m · xB)

]
· Φ, (2.11)

where DA(xB) is the intrinsic diffusion coefficient of A at concentration xB,
D∗A,A is the self-diffusion coefficient of A in pure A, m is an “asymmetry”
factor, which describes the concentration dependence of the self-diffusion
coefficient and Φ denotes the thermodynamic factor. The self-diffusion coef-
ficients in the pure components (i.e. D∗A,A, D

∗
A,B, D

∗
B,A and D∗B,B) serve as
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fitting parameters during the iterative multiple profile fitting procedure (step
(ii); see section 2.2). The start values for the fitted self-diffusion coefficients
have to be of about the same order of magnitude as the final values.

The above described procedure allows determination of concentration de-
pendent self-diffusion coefficients and thus, with knowledge of thermody-
namic data, the determination of the concentration dependent interdiffusion
coefficient.

2.5 Application of the extended MRI model to
interdiffusion in a-Si/pc-Ge bilayered thin films

The here presented multiple profile fitting procedure has been applied to
investigate interdiffusion in amorphous-Si/polycrystalline Ge thin films, i.e.
to determine the self-diffusion coefficients of Ge and Si in a-Si from the
AES sputter-depth profiles recorded for the SiLMM, SiKLL and GeLMM Auger
transitions (see Appendix 2.B). The investigation of interdiffusion in amorph-
ous thin films is challenging, since, to prevent crystallisation, only relatively
low annealing temperatures can be applied, which implies only very small
diffusion lengths of at most a few nanometres.
The concentration dependence of the mixing parameter in the system Si

(w = 2.75 nm)/ Ge (w = 3 nm) is small and the concentration dependence
of the backscattering correction factors have a negligible influence on the
calculated intensity-depth profiles (see above and Fig. 2.3). However, the
concentration dependence of the sputter rate, ż, (żGe/żSi = 1.4) has to be
taken into account in the sputter-time to sputter-depth conversion. The
same nominal concentration dependence of the self-diffusion coefficients of
Ge and Si is assumed (as a consequence: D∗Si,Si = D∗Ge,Si). Note that due
to the low annealing temperature, the self-diffusion coefficient of Si in pure
Ge is thus small that the diffusion zone in the originally pure Ge sublayer
(
√
Dt < 1 nm) covers a depth range smaller than the resolution limit.
An Arrhenius plot of the self-diffusion coefficient of Ge in pure Si, as

determined by the single and the multiple profile fitting procedures, is shown
in Fig. 2.4. Obviously, for the single profile fittings, the fitted self-diffusion
coefficients, D∗Ge,Si and the deduced activation energy, strongly depend on
the chosen AES transition. Because the number of experimental data used
for the determination of the MRI parameters (in step (i); see section 2.2) is
much larger in case of multiple profile fitting than in case of single profile
fitting, it is likely that the MRI parameters, as determined by multiple profile
fitting from the reference specimen, are more reliable than those obtained by
single profile fitting. See for example Fig. 2.5a, which shows the physically
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Figure 2.4: a) Arrhenius plot for the determined self-diffusion coef-
ficients of Ge in pure a-Si, D∗Ge,Si, in bilayered a-Si/pc-Ge specimens.
D∗Ge,Si strongly depends on the AES transition used for the evaluation.
The errors of the self-diffusion coefficient of Ge in pure a-Si obtained
by single profile fitting of the GeLMM, SiKLL and SiLMM transitions are
3.4 · 10−23 m2

s , 17.6 · 10−23 m2

s and 7.1 · 10−23 m2

s , respectively, whereas for
multiple profile fitting this error amounts to 7.0 · 10−23 m2

s , for all annealing
temperatures.

impossible variation in the value of σ as determined by the single profile
fittings using different (in this case Auger) transitions.
The sensitivity of the fitted self-diffusion coefficients for variations in the

MRI model parameters was assessed by fitting the SiLMM, SiKLL and GeLMM
normalised intensity-sputter time profiles as recorded for one diffusion-an-
nealed specimen by multiple profile fitting and by single profile fittings. One
MRI parameter was changed for each fit, while the others were kept con-
stant. The slope of the linear line fitted to the obtained fitted self-diffusion
coefficients, as a linear function of the changed MRI parameter, was taken
as the sensitivity parameter, dD∗Ge,Si/dx, and is shown in Fig. 2.5b. In case
of single profile fitting, small variations in wGe, wSi, σ, żGe and żSi can have
large influences on the fitted self-diffusion coefficient of Ge in pure Si (see
single profile fitting of the SiKLL normalised intensity-depth profile), whereas
these effects are generally smaller in case of multiple profile fitting.
Now the errors in the self-diffusion coefficient, owing to uncertainties in

the MRI model parameters are estimated as follows. An uncertainty of
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Figure 2.5: a) The roughness parameter, σ, as obtained from multiple and
single profile fitting. b) Variation of the fitted self-diffusion coefficient for
Ge in pure a-Si, D∗Ge,Si, upon variation of the MRI model parameter (x) for
multiple and single profile fitting.

0.3 nm is assumed for wGe, wSi and σ, and an uncertainty of 0.3 nm/min
for żGe and żSi. It then follows that the error of the self-diffusion coefficient
of Ge in pure a-Si as obtained by single profile fittings for the GeLMM,
SiKLL and SiLMM transitions is 3.4 · 10−23 m2/s, 17.6 · 10−23 m2/s and
7.1 · 10−23 m2/s, respectively, whereas for multiple profile fitting this error
amounts to 7.0 · 10−23 m2/s.

Meeting the criteria which are often applied to justify single profile fit-
ting [88], like a small EAL or a high intensity of the investigated Auger
or photoelectrons, is not sufficient. The sensitivity as well as the error of
the fitted self-diffusion coefficients is larger for single profile fitting of the
SiLMM normalised intensity-depth profile than for single profile fitting of the
GeLMM normalised intensity depth-profile (the Auger electrons of the SiLMM
transition have a smaller EAL and a higher intensity, as compared to the
Auger electrons of the GeLMM transition). Considering all available normal-
ised intensity-depth profiles simultaneously in a multiple profile fitting, is a
more constrained fitting than single profile fitting and avoids the problem of
choosing a normalised intensity-depth profile for the determination of diffu-
sion data. The reliability of the obtained diffusion data is thereby increased
(see figure 2.4).
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2.6 Conclusions

(i) The normalisation of measured intensity-sputter time profiles of Auger
electrons and photoelectrons, determined for thin film systems, by only the
corresponding elemental sensitivity factor allows the simultaneous fitting
of all measured and thus normalised intensity-sputter time profiles. This
multiple profile fitting procedure increases pronouncedly the number of in-
dependent experimental data used in the evaluation and uses information
obtained from different information depths, as compared to the usually ap-
plied single profile fitting. As a result, by application of the multiple profile
fitting the general sensitivity of the obtained genuine concentration-depth
profile and the derived diffusion data on errors in the parameters for mixing,
roughness and sputter rate is generally reduced and the reliability of the
diffusion data is increased, as compared to single profile fitting.
(ii) The concentration dependences of the MRI parameters for mixing,

information depth, backscattering correction factor, mean effective backs-
cattering decay length and sputter rate have been incorporated in the MRI
model. The influence of diffusion-annealed, smeared interfaces on the backs-
catter correction was found to be negligible. However, for the sputter-depth
to sputter-time conversion, with concentration dependent sputter rates, a
correction for ion-bombardment induced mixing has to be applied.
(iii) Application of the developed multiple profile fitting procedure to

diffusion-annealed a-Si/pc-Ge bilayers (diffusion lengths in the range of 4-
10 nm) demonstrates that the results obtained by multiple profile fitting are
generally more accurate and consistent than those obtained by the single
profile fittings.
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Appendix 2.A Specimen preparation

Si/Ge bilayers were deposited via thermal evaporation on Si(111) substrates
covered with a native oxide layer in a customized multi-chamber ultrahigh
vacuum (UHV) system at a base pressure < 3·10−8 Pa. Firstly, an a-Ge layer
with a thickness of 91 nm was deposited with a deposition rate of 4.8 nm/min
at room temperature by thermal evaporation of pure Ge (99.999 %) from
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a pyrolytic graphite (PGR) crucible and a high temperature effusion cell.
After removing the specimen from UHV, crystallisation of the a-Ge thin
film was performed in argon atmosphere in a tube furnace at 460 ◦C for
2 h to obtain micro-crystalline Ge thin-films with a grain size of ≈ 2 µm.
Then the specimen was reintroduced into the UHV system and the developed
oxide layer was removed by a thermal heat treatment in ultra high vaccum
at 250 ◦C for 1 h and successively at 450 ◦C for 7 min. As confirmed
by in-situ XPS, the oxide layer was completely removed after this thermal
heat treatment. Subsequently, a-Si thin-film deposition with a thickness of
95 nm was performed at room temperature by thermal evaporation of pure
Si (99.999 %) from a tungsten crucible on oxygen free polycrystalline Ge
thin-films.
Diffusion-annealing was performed in quarz ampoules filled with Ar in a

salt bath (6050H from Hart Scientific) for one week in a temperature range
from 495 ◦C to 544 ◦C. The annealing temperature was calibrated with a
platinum resistance thermometer (5624 from Hart Scientific).

Appendix 2.B AES sputter-depth profiling

Auger peaks of SiLMM (kinetic energy = 92 eV), SiKLL (1610 eV), GeLMM

(1140 eV), OKLL (503 eV) and CKLL (272 eV) were recorded with a JEOL
JAMP-7830F AES system equipped with a field emission electron gun and a
hemispherical analyser. The primary electron beam had an energy of 10 keV
and was inclined by 30◦ with respect to the specimen-surface normal of
the specimen. Sputter-depth profiling was performed with Ar+ ions with a
kinetic energy of 1 keV under an incidence angle of 40.5◦ in the intermittent
mode and sputter steps between 20 s and 1 min. Auger electrons were
detected under an angle of 25◦ with respect to the specimen-surface normal
in scanning mode over an area of 10× 10 µm.
Measured AES spectra were differentiated by a 7 point-algorithm as imple-

mented in MultiPak from Physical Electronics and then fitted with a linear
least squares fitting procedure, or in the case of overlapping AES spectra,
with the target factor analysis. For the target factor analysis, depth regions
occupied by the pure elements could be used as internal standards for the
profile fitting.
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Abstract

Self-diffusion coefficients of Si and Ge in amorphous Si1−xGex (a-Si1−xGex)
solid solutions were determined quantitatively in the temperature range
of 440 ◦C - 460 ◦C by the investigation of interdiffusion in amorphous
Si/Si0.52Ge0.48 multilayers using Auger electron spectroscopy sputter-depth
profiling. The determined concentration dependent self-diffusion coefficients
of Si and Ge in a-Si1−xGex with 0 ≤ x ≤ 48 at.% Ge are about ten orders
of magnitude larger than in the corresponding crystalline phases, due to the
inherent, excess free volume in the amorphous phase. The self-diffusion coef-
ficient of Si (or Ge) in a-Si1−xGex increases in association with a decreasing
activation enthalpy with increasing Ge concentration. This concentration
dependence has been related to an overall decrease of the average bond
strength with increasing Ge concentration.
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3.1 Introduction

Amorphous semiconductors, such as amorphous Si, Ge, and the amorphous
solid solutions Si1−xGex, are crucial materials in a number of state-of-the-art
technologies such as thin-film photovoltaic devices and thin-film transistors,
due to e.g. their high, tailorable optical absorption [106] in combination with
satisfactory electronic properties [107], and the easy, low-cost manufactur-
ing process even on flexible substrates [14, 108]. Knowledge of diffusion in
such amorphous semiconductors is of vital importance for production and
real-life applications of devices based on these materials. Furthermore, the
classic substitutional (self-)diffusion mechanism based on vacancies is likely
not operative in amorphous solids [18]. Against this background, the rate
and mechanism of self-diffusion in amorphous semiconductors become scien-
tifically highly intriguing.
However, in contrast with what is known for their crystalline counterparts,

experimental self-diffusion data are rare for amorphous semiconductors, and
consequently, the mechanism of self-diffusion in amorphous semiconduct-
ors has remained largely unknown until now. The reason for the lack of
(self-)diffusion data in amorphous solids is the metastability of amorphous
materials: often crystallization occurs before any diffusion can be detec-
ted. Therefore, techniques which are able to resolve diffusion lengths in the
nanometer range are mandatory to investigate diffusion in amorphous ma-
terials. To this end, X-ray [29, 30] and neutron [31] diffraction techniques
on mutlilayered specimens have been applied to investigate interdiffusion in
amorphous Si1−xGex (a-Si1−xGex) solid solutions. However, such methods
cannot account for the concentration dependence [91, 109–111] of the diffu-
sion coefficients in a-Si1−xGex straightforwardly due to the indirect way of
determination of the concentration-depth profile by these methods.
In this study, interdiffusion in a-Si/a-Si0.52Ge0.48 multilayers at 440 ◦C -

460 ◦C has been investigated by Auger electron spectroscopy (AES) sputter-
depth profiling applying the Mixing Roughness Information depth (MRI)
model [37, 85, 112] to account for sputter-induced alterations of the measured
intensity-depth profiles. This analysis allows to reveal diffusion lengths in
the nanometer range [37, 112] and, in contrast with the mentioned X-ray and
neutron diffraction methods, enables a direct determination of the concentra-
tion-depth profiles. On the basis of thus established concentration-depth
profiles, in this work the concentration dependent Si and Ge self-diffusion
coefficients in a-Si1−xGex (for x ≤ 48 at.% Ge) have been deduced and
conclusions on the self-diffusion mechanism in amorphous semiconductors
have been obtained.
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3.2 Experimental procedure

3.2.1 Specimen preparation and microstructural characterization

Amorphous Si/amorphous Si0.52Ge0.48 multilayer specimens were prepared
in a customized ultrahigh vacuum (UHV) system (base pressure< 3·10−8 Pa)
by thermal (co-) evaporation of pure Si (from a tungsten/tantalum crucible)
and pure Ge (from a pyrolytic graphite crucible) (both, Si and Ge, have a
purity > 99.999 wt.%) on a Si(001) substrate covered with a 50 nm thick
layer of Si3N4. Before deposition, the substrate was ultrasonically cleaned
successively in aceton and isopropanol and degassed for one hour at 200 ◦C
in UHV. After cooling the substrate to room temperature, a 50 nm thick
a-Si0.52Ge0.48 solid solution layer was deposited by co-deposition of Si and
Ge. Next, pure a-Si and a-Si0.52Ge0.48 sublayers with a thickness of 20 nm
each were deposited alternatingly up to three times without breaking the
UHV. Finally a 50 nm thick pure a-Si capping layer was deposited on top of
the multilayer specimen.

The thus prepared specimen was removed from the UHV system, cut into
small pieces which were encapsulated in Ar filled quartz ampules. Diffusion
annealing was performed in a tube furnace at 440 ◦C, 450 ◦C and 460 ◦C
for annealing times of 260 h, 504 h and 672 h.

The microstructure of the as-prepared and the diffusion annealed speci-
mens was investigated by X-ray diffraction (XRD) applying a Bruker D8 dif-
fractometer employing parallel Cu Kα radiation (λ = 1.5406Å). Θ-2Θ-scans
were recorded in a 2Θ range between 24◦ to 32◦ with a step size of 0.02◦

and a measurement time of 300 s to 600 s per step. To avoid any overlap
with reflexes from the Si(001) substrate, the specimen was tilted by 5◦ with
respect to the specimen-surface normal.

In addition, the microstructure of the as-prepared and diffusion annealed
specimen (460 ◦C for 504 h and 260 h) were investigated by cross-sectional
TEM investigations in Philips CM 200 and in JEOL 4000FX microscopes,
operating at an acceleration voltage of 200 kV and 400 kV, respectively.
TEM cross-sectional specimens were prepared by applying a so called tripod-
polishing method [113]. To this end the specimens were cut into small
pieces with a diamond saw and glued together with facing specimen sur-
faces. The prepared specimen sandwich was pre-thinned perpendicular to
the glue joint with a tripod polisher to a thickness of about 10 µm and sub-
sequently thinned by ion milling with an energy of 2.7 keV, while cooling the
specimen with liquid nitrogen.
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3.2.2 Auger electron spectroscopy sputter-depth profiling

To determine the concentration-depth profiles, AES sputter-depth profiling
of the as-prepared and diffusion annealed specimens was conducted with a
JEOL JAMP-7830F AES system equipped with a hemispherical analyzer and
a field emission electron gun operating at an acceleration voltage of 10 kV
and a beam current of 10 nA (see supplementary material of Ref. [112] for
details). Sputter-depth profiling was performed with a focused 1 keV Ar+
ion beam (rastering over the specimen surface) in an intermittent mode with
sputter steps of 20 s - 60 s (corresponding to depth steps of 1.1 nm - 3.3 nm).
After each sputter step, spectra of the SiLMM (kinetic energy = 92 eV),
SiKLL(1610 eV), GeLMM(1140 eV), OKLL(503 eV) and CKLL(272 eV) Auger
transitions were recorded with an energy step size of 1 eV while scanning
the primary electron beam over an area of 10 µm × 10 µm. The measured
AES spectra were differentiated by a 7 point-algorithm and fitted either with
a linear least squares fitting procedure, or in the case of overlapping AES
spectra, according to the target factor analysis [114].
In order to account for sputter-induced alterations, such as ion bombard-

ment induced atomic mixing and surface roughening, as well as for the in-
trinsic specimen surface and interface roughness, in the measured intensity-
depth profiles, an (extended) Mixing-Roughness-Information depth (MRI)
model was applied [112]. Thereby, the genuine (i.e unsmeared) concentra-
tion-depth profile was determined in a forward calculation approach. A de-
tailed description of the model and its application to interdiffusion studies
in thin films is given in Ref. [112].

3.3 Results

3.3.1 Microstructure before and after diffusion annealing

As verified by XRD as well as TEM analyzes, the as-prepared multilayer is
entirely amorphous (see figures 3.1a-b). No diffraction peaks and no diffrac-
tion spots of any crystalline phase were observed in the XRD patterns (see
figure 3.1a) and in the selected area electron-diffraction patterns (see inset
in figure 3.1b). TEM analysis of the as-prepared specimen revealed a small
number of void channels running perpendicular to the surface in particular
in the a-Si sublayers (see figure 3.1b), which might have formed as a res-
ult of growth instabilities due to the low atomic mobilities of Si and Ge at
the deposition conditions [66]. These void channels allowed the penetration
of a small amount of oxygen from the outer surface into the a-Si capping
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b)a)

Figure 3.1: a) X-ray diffraction pattern (employing Cu Kα radiation) of an
amorphous a-Si/a-Si0.52Ge0.48 multilayer specimen in the as-prepared state
and after diffusion annealing. The positions for the Ge(111) and Si(111)
reflections have been indicated. Evidently, no diffraction peaks can be de-
tected in the measured diffraction patterns. b) Cross-sectional TEM bright
field image of an as-prepared Si/Si0.52Ge0.48 multilayer specimen. The se-
lected area electron diffraction pattern confirms the amorphous structure of
the specimen. Note the void channels running perpendicular to the specimen
surface especially in the a-Si sublayers (see the “stripes”).

layer.1 No contamination by oxygen or carbon could be detected by AES
beyond a depth of 50 nm (i.e. after the first a-Si/a-Si0.52Ge0.48 interface).2
Applying the extended MRI model, the measured GeLMM, SiKLL and SiLMM
intensity-depth profiles of the as-prepared multilayer can be well described
with a single set of MRI parameters for the case of sharp interfaces, thereby
indicating the step-like nature of the initial concentration-depth profile (see
figure 3.3a).
After diffusion annealing for the highest annealing temperature (460 ◦C)

and the longest annealing time (504 h), partial crystallization of the
a-Si0.52Ge0.48 sublayers can be observed at some locations in the multilayer
according to the TEM analysis, while the pure a-Si sublayers remain entirely

1The presence of oxygen in the a-Si capping layer can reduce the measured intensity of the
low energetic SiLMM transition (effective attenuation length of 0.42 nm), whereas the
high energetic SiKLL and GeLMM transitions (effective attenuation lengths of 3.17 nm
and 2.03 nm, respectively) are practically unaffected (this is compatible with the ex-
perimental data shown in figure 3.3a).

2The detection limit is estimated, neglecting any matrix effects, according to Ref. [115]
to be 1.0 at.% for OKLL, 2.0 at.% for CKLL, 2.2 at.% for SiKLL, 0.9 at.% for SiLMM

and 1.0 at.% for GeLMM, respectively.

45



Chapter 3 Self-diffusion coefficients in amorphous Si1−xGex solid solutions

a) b)

Figure 3.2: a) Cross-sectional TEM bright field image of a Si/Si0.52Ge0.48

multilayer after diffusion annealing for 504 h at 460 ◦C. Partial crystal-
lization of the Si0.52Ge0.48 sublayers has occurred in some areas after dif-
fusion annealing (marked with circles), while the pure a-Si sublayers have
remained entirely amorphous. b) Cross-sectional TEM high resolution image
of a Si/Si0.52Ge0.48 multilayer after diffusion annealing for 504 h at 460 ◦C
demonstrating the fully amorphous structure of parts of the specimen.

amorphous (see figures 3.2a-b). XRD analysis demonstrates that no diffrac-
tion peaks emerge in the diffraction pattern (see figure 3.1a): this implies
that a possibly crystallized fraction is in any case less than 5 vol.%. After
diffusion annealing for shorter times (260 h at 460 ◦C) no crystalline areas
can be observed at all in TEM.

3.3.2 Concentration-depth profiles after diffusion annealing and
determination of concentration dependent self-diffusion
coefficients

The measured AES intensity-depth profiles after diffusion annealing at 460 ◦C
for 504 h reveal an asymmetric change in the concentration-depth profile of
the multilayer (see figure 3.3b). While the Ge concentration in the ini-
tially a-Si0.52Ge0.48 sublayers decreased considerably, no Ge could be de-
tected in the initially pure a-Si sublayers after diffusion annealing. Hence,
the diffusion of Si into the a-Si0.52Ge0.48 sublayers is much faster than the
diffusion of Ge into the pure a-Si sublayers. This observed diffusional asym-
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metry indicates that the chemical diffusion coefficient of a-Si1−xGex solid
solutions is strongly concentration dependent, as is the case for crystalline
Si1−xGex [105, 116]. Hence, the genuine concentration-depth profiles obvi-
ously cannot be described with a simple error-type function.
The concentration dependence of the chemical diffusion coefficient has

been described in the present diffusion model, incorporated in the MRI for-
ward calculation approach (see Ref. [112]), as follows. The chemical diffu-
sion coefficient as function of the concentration-dependent intrinsic diffusion
coefficients is described according to the Darken equation.3 The intrinsic dif-
fusion coefficients of Si, DSi(x), and Ge, DGe(x), depend on the a-Si1−xGex
composition (i.e. the Ge fraction, x = xGe), through both the self-diffusion
coefficients and the thermodynamic factor, Φ, according to

DSi(x) = D∗Si in a-Si1−xGex
(x) · Φ(x)

= [D∗Si in Si · exp(−mSi · x)] · Φ(x) (3.1a)
DGe(x) = D∗Ge in a-Si1−xGex

(x) · Φ(x)

= [D∗Ge in Ge · exp(−mGe · (1− x))] · Φ(x), (3.1b)

where D∗Si in Si and D
∗
Ge in Ge are the self-diffusion coefficients of Si in pure Si

and Ge in pure Ge, respectively, and mSi and mGe are “asymmetry” factors,
which describe the concentration dependence of the self-diffusion coefficient
of Si and Ge, respectively. Here an exponential concentration dependence of
the self-diffusion coefficients is adopted, which is well fulfilled in crystalline
Si1−xGex solid solutions [105, 116], and which may follow from a linear
concentration dependence of the activation enthalpy for self-diffusion.
For the completely miscible Si1−xGex system, the thermodynamic factor,

Φ, can be well approximated [119] by adopting the regular solution model
which leads to

Φ = 1− 2x(1− x)
Ω
RT

, (3.2)

where Ω is the interaction parameter, R is the universal gas constant and T
is the absolute temperature. Although thermodynamic data for a-Si1−xGex
solid solutions are rather rare, theoretical [120, 121] and experimental [30]
studies consistently indicate that, in contrast with the demixing tendency
found in crystalline Si1−xGex solid solutions [104, 119, 122–124], a mixing

3The transition from the Nernst-Planck regime, pertaining to small diffusion lengths, to
the Darken regime, pertaining to large(r) diffusion lengths, in amorphous materials
as proposed by Stephenson [117] is estimated to be 1 nm [118] and thus below the
diffusion lengths in this study (> 2.2 nm).
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Figure 3.3: Normalized (see Ref. [112]) AES sputter-depth profiles (blue
dots) of a) an as-prepared multilayer and b) after diffusion annealing at
460 ◦C for three weeks. The AES intensity-depth profiles are described
by the convolution (green line) of an MRI depth resolution function with
a step profile with sharp interfaces as genuine concentration-depth profile
(red line) in a). The following MRI parameters were applied: σ = 1.46 nm,
wGe = 2.58 nm, wSi = 3.08 nm, RGe = 1.69, RSi = 1.40, LGe = 120 nm,
LSi = 100 nm and żGe/żSi = 1.3. The values for the effective attenuation
lengths and the explanation of the symbols have been given in Ref. [112].
For the diffusion annealed specimen b), the measured AES intensity-depth
profiles were fitted by the convolution (green line in b) of the same MRI
depth resolution function as in a) with a genuine concentration profile (red
line in b) given by the solution of Fick’s second law. The initial (stepped)
concentration-depth profile has been indicated in b) by the black dashed
line.
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tendency exists in a-Si1−xGex solid solutions (and in the liquid phase [125]).4
In the present study, a temperature independent interaction parameter is
used: Ω = −4.03 kJ/mol (cf. Ref. [121]). The precise value of the inter-
action parameter has only a small effect on the determined self-diffusion
coefficients of Si and Ge in pure a-Si and in the a-Si0.52Ge0.48 solid solution
(see appendix 3.A).
Now, the fitting parameters in the forward calculation approach (see

Ref. [112]) for the determination of the genuine concentration-depth pro-
file of the diffusion annealed specimens are the self-diffusion coefficients in
the pure components, D∗Si in Si and D∗Ge in Ge, the asymmetry factors, mSi
and mGe, and the locations of the initial Si/Si0.52Ge0.48 interfaces. To re-
duce the number of fitting parameters, the self-diffusion coefficients of Si
and Ge in a-Si1−xGex solid solutions have been assumed to be the same,
which holds for crystalline Si1−xGex solid solutions in the investigated con-
centration and temperature range. The ratio of the Si self-diffusion coeffi-
cient in pure c-Si [127] and the impurity diffusion coefficient of Ge in pure
c-Si [105] is calculated to be 1.9 at 450 ◦C and the ratio of the Ge self-
diffusion coefficient in c-Si0.55Ge0.45 [105] and the Si self-diffusion coefficient
in c-Si0.55Ge0.45 [105] is calculated to be 2.7. These differences are similar to
the experimental accuracy (see also the discussion about the thermodynamic
factor in the appendix 3.A).5 In the amorphous phase the difference of the
self-diffusion coefficients of Si or Ge in amorphous Si1−xGex solid solutions
is excpected to be (even more) minor considering the diffusion mechanism
in the amorphous phase (which is different as compared to that in the crys-
talline phase; see discussion in section 3.4). The self-diffusion coefficients of
Si and Ge in Si and Ge are thus described according to (cf. Eq. 3.1):

D∗Si in Si = D∗Ge in Si = D∗Ge in Ge · exp(−mGe) (3.3a)
D∗Ge in Ge = D∗Si in Ge = D∗Si in Si · exp(−mSi) (3.3b)

As a result, the number of independent fitting parameters describing the
concentration dependence of the self-diffusion coefficients is reduced from
four (D∗Ge in Ge, D

∗
Si in Si, mGe and mSi) to two (e.g. D∗Si in Si and mSi) as it

holds (cf. Eq. 3.3):

exp(−mSi) =
D∗Ge in Ge
D∗Si in Si

= exp(mGe). (3.4)

4Note that for the liquid Si1−xGex phase a demixing tendency has also been repor-
ted [126].

5Note that the assumption of similar self-diffusion coefficients of Si and Ge in crystalline
Si1−xGex solid solutions does not hold for larger Ge concentrations. The ratio of the
Ge self-diffusion coefficient in pure c-Ge [128] and the Si impurity diffusion coefficient
in pure c-Ge [129] is calculated to be 12.8.
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On this basis, for a given set of numerical values for the fit parameters,
the concentration-depth profile can be calculated by solving Fick’s second
law numerically using a fully implicit finite difference scheme [103]. This
procedure has been incorporated in the fitting to the measured smeared
concentration-depth profile.
The thus deduced self-diffusion coefficients of Si (equal to those of Ge;

see above) in pure a-Si and in the a-Si1−xGex solid solution for x = 0.48
are given in table 3.1. The self-diffusion coefficients of Si (or Ge) in the
a-Si0.52Ge0.48 solid solution are about a factor of five larger than the self-
diffusion coefficients of Si (or Ge) in pure a-Si. Using the data for the
self-diffusion coefficients of Si (or Ge) in pure a-Si and in the a-Si1−xGex
solid solution for x = 0.48 given in table 3.1, the temperature dependence
of D∗Si in Si and D

∗
Si in Si0.52Ge0.48

can be described with Arrhenius equations
with activation enthalpies, Q, of (1.9 ± 0.7) eV and (2.1 ± 1.2) eV and pre-
exponential factors, D0, of 4.0 · 10−11 m2/s (error: logD0 = ± 11.3) and
1.9 · 10−10 m2/s (error: logD0 = ± 19.8) for the a-Si0.52Ge0.48 solid solution
and pure a-Si, respectively (see figure 3.4).
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Figure 3.4: Arrhenius plot of the values determined for the self-diffusion
coefficient of Si (or Ge) in pure a-Si and in the a-Si1−xGex solid solution for
x = 0.48.
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Table 3.1: Si (or Ge) self-diffusion coefficients, D∗, in pure a-Si and
a-Si0.52Ge0.48, the intrinsic diffusion coefficient, D, of Si (or Ge) in a-
Si0.52Ge0.48 (all in units 10−24 m2/s), and the asymmetry factor, mSi, as
determined by the MRI forward calculation approach.

temperature 440 ◦C 450 ◦C 460 ◦C
time 506 h 504 h 672 h 260 h 504 h

D∗Si in a-Si 0.8 0.6 1.5 1.4 2.4
D∗Si in a-Si0.52Ge0.48

3.8 3.4 5.2 7.1 9.2
DSi in a-Si0.52Ge0.48 5.9 5.3 8.0 10.8 14.0
mSi -3.3 -3.6 -2.6 -3.4 -2.8

3.4 Discussion

Within experimental error (the error of the fitted self-diffusion coefficients
can be estimated at 80%, as accessed from the deviation of the data points
from the fitted straight line in figure 3.4), no pronounced dependence of
the self-diffusion coefficients of Si (or Ge) in a-Si or a-Si0.52Ge0.48 on the
annealing time can be observed. Therefore, a possible structural relaxation
in the amorphous specimen [130] has a negligible effect on the self-diffusion
coefficients. Indeed structural relaxation in a-Si has been found to occur at
the annealing temperatures used in this study at a time scale of only a few
hours [31, 131], whereas annealing times of hundreds of hours apply to this
study.
The determined values for the self-diffusion coefficient of Si (or Ge) in pure

a-Si and in a-Si0.52Ge0.48 are about ten orders of magnitude larger than the
reported values for the self-diffusion coefficient of Si (or Ge) in the corres-
ponding crystalline phases (see figure 3.5a and figure 3.5b, respectively). A
considerably higher chemical diffusion coefficient in the amorphous phase,
as compared to the crystalline phase, has been observed in previous stud-
ies [29–31, 132].
Extrapolated self-diffusion coefficients of Si (or Ge) in pure a-Ge are in the

range of ≈ 1 · 10−23 m2/s - 8 · 10−23 m2/s in the temperature range studied.
However, in contrast to the self-diffusion coefficients of Si (or Ge) in pure
a-Si or in a-Si0.52Ge0.48, the self-diffusion coefficients of Si (or Ge) in pure
a-Ge strongly depend on the chosen value for the interaction parameter, Ω
(see figure 3.6 and figure 3.7).
The here experimentally established activation enthalpy for Si (or Ge)

self-diffusion in pure a-Si is in between the activation enthalpies found in
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Figure 3.5: a) Comparison of experimentally determined Si self-diffusion
coefficients in amorphous and crystalline pure Si. Literature data are taken
from Refs. [127, 133–140]. Simulations for Si self-diffusion in a-Si [141]
and liquid Si [142] are shown as well. b) Comparison of Ge self-diffusion
coefficients in crystalline Si0.50Ge0.50 solid solutions as reported in the lit-
erature [105, 143–145] with self-diffusion coefficients of Si (or Ge) in the
a-Si0.52Ge0.48 solid solution, as determined in this study. The temperature
ranges in which the experiments were performed have been indicated by
solid lines. Extrapolations towards temperatures beyond the experimental
temperature ranges have been indicated with dashed lines.

simulations applying the activation relaxation technique, yielding an activ-
ation enthalpy of 3 eV [146], and by molecular dynamics simulations for Si
self-diffusion in an amorphous continuous random network [141] or in liquid
Si [142], yielding an activation enthalpy of about 1 eV. The deviation in
the activation enthalpy determined by molecular dynamics simulations, as
compared to the activation enthalpy obtained according to the activation re-
laxation technique, might be explained by the uncertainty in the applied em-
pirical atomic potential for amorphous structures, as indicated in Ref. [147].
The predicted Si self-diffusion coefficients of the molecular dynamics stud-
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ies [141, 142] are ten orders of magnitude larger than the Si self-diffusion
coefficients determined experimentally in this study (see figure 3.5a), in-
dicating that the high temperatures (> 627 ◦C) and short annealing times
(< 4 ns) applied in the molecular dynamics simulations might not allow the
extrapolation to experimentally realistic annealing conditions.
The self-diffusion coefficients of Si (or Ge) of the amorphous phase be-

ing strikingly larger than those of the crystalline phase, suggests that, des-
pite the prevailing similar covalent bonding in amorphous and crystalline
Si1−xGex solid solutions, a very different diffusion mechanism operates in
a-Si1−xGex solid solutions. The structure of a-Si and a-Ge can be described
as a continuous random network of covalently bonded atoms [16], which
consists of mainly fourfold coordinated Si or Ge atoms with distorted, as
compared to the crystalline structure, bond angles.6 The occurrence of such
distorted coordination polyhedra is associated with the presence of excess
free volume involving a smaller (according to Ref. [68] and Ref. [69]: 1.8 %
and < 4% for a-Si and a-Ge, respectively) volume density for the amorph-
ous phase as compared to the corresponding crystalline phase. This excess
free volume can facilitate diffusion in the amorphous phase and thus can
explain the pronounced larger diffusion coefficients of the amorphous phase
as compared to those of the crystalline phase. The experimentally determ-
ined activation enthalpy for Si (or Ge) self-diffusion in pure a-Si (2.1 eV)
and Si0.52Ge0.48 (1.9 eV) is distinctly smaller than the vacancy formation
enthalpy in pure c-Si and pure c-Ge (3.6 eV [148] and 2.4 eV [149], respect-
ively). Hence, the formation of equilibrium point defects, such as “vacancies”,
cannot play a major role for self-diffusion of Si (or Ge) in a-Si1−xGex: the
activation enthalpy for diffusion in the amorphous phase can be interpreted
as an activation enthalpy of migration [18, 150]. The activation enthalpies
for the migration of a neutral vacancy in single crystalline Si and Ge are
small (0.45 eV [151] and 0.4 eV [149], respectively). Therefore, it is finally
suggested that in the relaxed amorphous phase several atoms move in a co-
operative way during a diffusion event. Such cooperative movement of atoms
has indeed been discussed as a possible diffusion mechanism for amorphous
metallic glasses [54, 55]. The needed cooperative movement of several atoms
in a diffusion event implies that the free volume in the amorphous phase is
distributed over the whole system and that single pieces of free volume do not
allow the jump of a single atom: several atoms need to change their position
during a diffusion event to rearrange the structure and cause a net atomic
displacement [57, 152]. This process is associated with a larger activation
enthalpy than that of a single atomic jump.

6The detailed structure of a-Si and a-Ge is still debated [17].
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The cooperative movement of several atoms has also been shown by sim-
ulation of Si self-diffusion in amorphous Si [141, 146, 153, 154]. During
one diffusion event typically about 2-4 atoms change their position by more
than 0.5 Å and about 30 atoms by more than 0.1 Å [146]. However, contrary
to the wide spread cooperative movement of atoms in amorphous metallic
glasses [54, 55], in which groups of more than ten atoms participate in a
chain-like displacement during one diffusion event [56], in amorphous Si the
main displacements of atoms are mainly limited to the nearest neighbors of
the diffusing atom [146, 154]. The more localized cooperative movement of
atoms in amorphous Si, as compared to the atomic movement in amorphous
metallic glasses, can be attributed to the covalent bonding of Si, which can
hinder wide spread atomic displacements.
The obtained value for the activation enthalpy for Si (or Ge) self-diffusion

in pure a-Si is slightly larger than that in the a-Si0.52Ge0.48 solid solution
(2.1 eV vs. 1.9 eV) (see figure 3.4). Since the estimated atomic packing
density of a-Si (28 %) is smaller than for a-Ge (32 %)7 a smaller activation
enthalpy might be expected for pure a-Si, as compared to a-Si0.52Ge0.48,
which opposes the experimentally determined trend. Alternatively, it might
be suggested that the difference in Si-Si and Ge-Ge covalent bond strength
is the origin of the observed concentration-dependence of the activation en-
thalpy: the Ge-Ge bond is weaker than the Si-Si bond (bond energies of
261 kJ/mol [156] vs. 320 kJ/mol [156], respectively). Thus, the movement
of atoms in the cooperative process described above for a diffusion event
can be associated with a lower effective enthalpy of migration for larger Ge
content.

3.5 Conclusions

• Interdiffusion in amorphous Si/Si0.52Ge0.48 specimens requires analysis
of diffusion lengths on the nanometer scale in order to avoid crystal-
lization of the amorphous phase. This has been shown to be possible
by Auger electron spectroscopy sputter-depth profiling in combination
with the forward calculation approach on the basis of the Mixing-
Roughness-Information depth model. Thus concentration-depth pro-
files of multilayered amorphous Si/Si0.52Ge0.48 specimens, before and
after annealing, could be determined directly.

• The self-diffusion coefficients of Si and Ge in the amorphous phases
are about ten orders of magnitude larger than in the corresponding
crystalline phases, which is ascribed to the significant amount of excess
free volume inherent to the amorphous structure.
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3.5 Conclusions

• The activation enthalpy for Si (or Ge) self-diffusion in the amorphous
phase indicates a cooperative movement of several atoms for a single
diffusion event.

• The Si (or Ge) self-diffusion coefficient is strongly concentration de-
pendent. Si (or Ge) self-diffusion in pure a-Si is about a factor of five
slower than Si (or Ge) self-diffusion in the a-Si0.52Ge0.48 solid solution.
This effect may be related to an (overall) decrease of covalent bond
strength with increasing Ge content.
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Appendix 3.A Influence of the thermodynamic factor on
the deduced self- and intrinsic diffusion
coefficients and the activation enthalpy

Since thermodynamic data for amorphous Si1−xGex solid solutions are
rare [121], and the mixing tendency in the amorphous phase [30, 120, 121]
contrasts with the demixing tendency for crystalline Si1−xGex solid solu-
tions [104, 119, 122–124], it appears appropriate to investigate the influence
of the adopted value of the interaction parameter, Ω, on the values for the
intrinsic and self-diffusion coefficients obtained by fitting. The fitting proced-
ure for the determination of the self-diffusion coefficients from the measured
AES intensity-depth profiles has been outlined in section 3.3.2. The self-
diffusion coefficient of Si (or Ge) in pure a-Si and the asymmetry factor,
mSi, are now used as the only fitting parameters.8 For each subsequent fit a
different value for the interaction parameter, Ω, in the range of −8.03kJ/mol
to 2.03 kJ/mol, has been used.
The deduced intrinsic diffusion coefficients of Si (or Ge) of the specimen

annealed at 440 ◦C for 506 h, using different values of Ω are shown in fig-
ure 3.6. While a change of the interaction parameter has no significant effect
on the intrinsic diffusion coefficient in the experimentally accessible concen-
tration range (i.e. 0 ≤ x ≤ 0.48), a distinct effect can be observed in the
concentration range of 0.48 < x ≤ 1.
The maximum absolute differences of the deduced self-diffusion coefficient

(for Ω = 2 kJ/mol, 1 kJ/mol,−1 kJ/mol, −8 kJ/mol) and the self-diffusion
coefficient obtained with Ω = −4.03kJ/mol are shown in figure 3.7. It follows
that the variation of Ω around the only reported value of −4.03kJ/mol [121]
results in a change of the Si (or Ge) self-diffusion coefficients in pure a-Si and
in a-Si0.52Ge0.48 of less than 28 % and 86 %, respectively. (Note that the
change of the (extrapolated) self-diffusion coefficient of Si (or Ge) in pure
a-Ge (not investigated in this work) is up to 283 %).
A variation of the interaction parameter, Ω, also influences the deduced ac-

tivation enthalpy for Si (or Ge) self-diffusion in pure a-Si and in a-Si0.52Ge0.48.
For Si (or Ge) self-diffusion in pure a-Si an up to 27 % higher activation
enthalpy is obtained for interaction parameters of Ω 6= −4.03 kJ/mol (i.e
Ω = 2 kJ/mol, 1 kJ/mol, −1 kJ/mol, −8 kJ/mol), while in a-Si0.52Ge0.48 the
activation enthalpy can be up to 26 % smaller for interaction parameters of
Ω 6= −4.03 kJ/mol (i.e Ω = 2 kJ/mol, 1 kJ/mol, −1 kJ/mol, −8 kJ/mol).

8The locations of the initial interfaces have been adopted from the fitting procedure
applying an interaction parameter of Ω = −4.03 kJ/mol and have not been fitted
during the analysis described in this section.
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pure a-Ge as obtained for interaction parameters Ω 6= −4.03 kJ/mol (i.e
Ω = 2kJ/mol, 1kJ/mol,−1kJ/mol,−8kJ/mol) with the self-diffusion coeffi-
cient of Si (or Ge) in the corresponding phase as obtained with an interaction
parameter of Ω = −4.03kJ/mol (used in this study) as a function of anneal-
ing temperature, T .
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Abstract

Interdiffusion in epitaxial, single-crystalline Au/Ag bilayered thin films on
Si (0 0 1) substrates was investigated by Auger electron spectroscopy (AES)
sputter-depth profiling and by in-situ positron annihilation Doppler broad-
ening spectroscopy (DBS). By the combination of these techniques iden-
tification of the role of vacancy sources and sinks on interdiffusion in the
Au/Ag films was possible. It was found that with precise knowledge of
the concentration-dependent self-diffusion and impurity diffusion coefficients
a distinction between the Darken-Manning treatment and Nernst-Planck
treatment can be made, which is not possible on the basis of the determined
concentration-depth profiles alone.
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4.1 Introduction

Interdiffusion in crystalline metallic diffusion couples is generally controlled
by the vacancy mechanism [44]. The equilibrium vacancy concentrations
at a given temperature and pressure of the components are generally dif-
ferent [38, 39], which can cause considerably different atomic mobilities of
the components. As a consequence, during interdiffusion the difference in
the atomic mobilities of the components causes a net flux of vacancies. If
the number of active vacancy sources and sinks is high, the equilibrium va-
cancy concentration can be maintained (e.g by positive and negative climb
of dislocation parts of edge character). As a result, the initial interface
of the bilayer shifts in the laboratory frame of reference (Kirkendall shift).
The developing concentration-depth profiles can then be described with a
concentration-dependent chemical diffusion coefficient, applying the Darken-
Manning treatment [45, 59].

At early stages of interdiffusion in thin films with a small amount of
(line or planar) defects, such as dislocations or grain boundaries, the dis-
tance between vacancy sources and sinks is larger than the diffusion length.
As a result, the equilibrium vacancy concentration-depth profile cannot be
maintained during interdiffusion. In the special case of no active vacancy
sources and sinks, the Nernst-Planck treatment [50] (also called Nazarov-
Gurov treatment [46–49]), which was originally derived for ambipolar dif-
fusion in ionic materials, can then be used to describe the concentration
dependence of the chemical diffusion coefficient.
The effect of vacancy sources and sinks is also important from a tech-

nological point of view. In the absence of vacancy sources and sinks the
difference in atomic fluxes of the components causes a supersaturation of
vacancies in the sublayer composed (mainly) of the faster component and at
large vacancy supersaturation pore formation can occur [51]. These pores
can either be undesirable, i.e. in solder joints where the mechanical stabil-
ity is reduced by the pores [4], or desirable as for the fabrication of hollow
nanoparticles [157, 158].
Despite the above described pronounced scientific and technological in-

terests, the influence of vacancy sources and sinks on the diffusion kinetics
has been poorly investigated. Corresponding experimental investigations are
very rare and are limited to the study of the effects of vacancies frozen-in
due to the preparation method of the thin films [159] and/or the injection of
vacancies from the surface and interface(s) [160, 161]. Only a few theoretical
attempts have been presented to model the influence of vacancy sources and
sinks on the interdiffusion kinetics [162–165].
The fully miscible Ag/Au [166] system appears to be an ideal candidate
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for the investigation of the effect of vacancy sources and sinks on inter-
diffusion. Firstly, the interdiffusion is asymmetric [167–170]: the diffusion
of Ag in Au [171, 172] is considerably faster than the diffusion of Au in
Ag [173, 174]. Secondly, the lattice parameters of Ag and Au are very sim-
ilar (difference of 0.18 % at room temperature [73]) allowing the preparation
of single-crystalline bilayers practically without misfit dislocations at the
Au/Ag interface; such misfit dislocations could serve as vacancy sources and
sinks.
In this study the effect of vacancy sources and sinks on interdiffusion in

epitaxial single-crystalline Au/Ag bilayers on Si (0 0 1) substrates has been
investigated by (i) the ex-situ determination of the chemical concentration-
depth profile by Auger electron spectroscopy sputter-depth profiling and
(ii) by the in-situ determination of the defect concentration-depth profile by
positron annihilation Doppler broadening spectroscopy.

4.2 Experimental procedure

4.2.1 Specimen preparation

Epitaxial Au/Ag bilayer thin films were prepared in a customised ultrahigh
vacuum (UHV) system (base pressure< 3·10−8 Pa), equipped with high tem-
perature effusion cells for thermal evaporation of pure Ag (> 99.995 wt.%)
and pure Au (> 99.999 wt.%) (both from an Al2O3 crucible) and a high
temperature cracker cell for the generation of atomic hydrogen.
Si (0 0 1) wafer substrates (boron doped; with a resistivity of 1-10 Ωcm,

a miscut < 0.1◦ and dimensions of 13.9 mm × 13.9 mm) were ultrasonic-
ally cleaned successively in aceton and isopropanol, rinsed in methanol and
thoroughly cleaned by a programmed laser heat treatment up to a maximum
temperature of 1100 ◦C for 80 s in UHV. On the thus prepared contamin-
ation free well-ordered Si(0 0 1)-2 × 1 surfaces (as verified by in-situ XPS
and STM analysis performed in this project) epitaxial Au/Ag bilayers were
deposited in successive steps as follows. Firstly, about 0.2 nm (nominal thick-
ness) of Ag was deposited with a deposition rate of 0.2 nm/min on the clean
Si(0 0 1)-2× 1 surface at 160 ◦C and subsequently annealed for 60 min. This
treatment led to a high density of Ag(0 0 1) islands on the surface. Secondly,
the specimen was cooled down to room temperature and exposed to atomic
hydrogen for 10 min by introducing H2-gas (0.002 sccm with a purity of
99.99999 vol.%) through the high temperature cracker cell operating at a
temperature of > 1600 ◦C. The thus prepared hydrogen saturated surface
with a high density of Ag(0 0 1) islands served as nucleation layer during the
subsequent deposition of a continuous 200 nm thick Ag layer with a depos-
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ition rate of 31 nm/min at room temperature. The Ag film was annealed for
90 min at a temperature of about 160 ◦C. Finally, after cooling the specimen
down to room temperature, a 150 nm thick Au layer was deposited with a
deposition rate of 1.6 nm/min. Some specimens (specimen series B) were
then covered with a 20 nm thick protective Si3N4 surface layer, as depos-
ited by reactive magnetron sputtering of pure Si (99.999 wt.%) at a nitrogen
partial pressure of 6.1 · 10−4 mbar. It was shown experimentally that the
protective Si3N4 surface layer had no influence on the determined impurity
diffusion coefficients.
The thus prepared specimens were cut into smaller pieces and encapsu-

lated in Ar filled quartz ampoules for the interdiffusion study. The diffusion
annealing was performed in a salt bath for annealing times ranging from 1 h
up to 3 weeks in a temperature range from 240 ◦C up to 350 ◦C.

4.2.2 Microstructural characterisation

The texture of the epitaxial Au/Ag bilayers was investigated by X-ray dif-
fraction (XRD) {1 1 1} pole-figure measurements (2θ = 44.566◦, ∆φ =
∆ψ = 1◦, where φ is the rotation angle around the specimen surface normal
and ψ is the angle between the diffraction vector and the specimen-surface
normal) in a Philips MRD Pro diffractometer, equipped with a secondary
monochromator and employing Co Kα radiation (λ = 1.78897 Å). In addi-
tion, high resolution 2Θ − ω scans and rocking curves (step size = 0.005◦)
were measured in a Bruker D8 Discover diffractometer, equipped with a Gö-
bel mirror, a two bounce Ge(2 2 0) crystal, a detector slit of 0.2 mm and
employing monochromatic Cu Kα radiation (λ = 1.540598 Å) [175].
The surface morphology of Ag single layers and Au/Ag bilayers was ana-

lysed by a MultiMode atomic force microscope (AFM) from Bruker, equip-
ped with a Si tip (tip radius < 10 nm) and operated in tapping mode.

4.2.3 Auger electron spectroscopy (AES) sputter-depth profiling

AES sputter-depth profiling of the as-prepared and diffusion annealed spe-
cimens was conducted with a JEOL JAMP-7830F AES system equipped
with a hemispherical analyser as well as a field emission electron gun oper-
ating at an acceleration voltage of 10 kV and a beam current of 10 nA (see
Ref. [112] for details). Sputter-depth profiling was performed with a focused
1 keV Ar+ ion beam (rastering over the specimen surface) in an intermittent
mode with sputter steps of 20 s - 60 s (corresponding to 1.5 nm - 4.6 nm
for Ag and 1.3 nm - 4.0 nm for Au). In order to avoid ion channelling
along low indexed lattice planes, an offset of > 7◦ between the ion-gun and
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a [1 1 1] direction1 was chosen. After each sputter step, spectra of the AgNVV

(kinetic energy = 80 eV), AuNVV(69 eV), SiLMM(92 eV), AgMNN (351 eV),
OKLL(503 eV), SiKLL(1610 eV) and AuMNN (2024 eV) Auger transitions were
recorded with an energy step size of 1 eV while scanning the primary elec-
tron beam over an area of 1 µm × 1 µm. The measured AES spectra were
differentiated by a 7 point-algorithm and fitted with a linear least squares
fitting procedure, or in the case of overlapping AES spectra, by applying the
target factor analysis [114]. In order to account for sputter-induced altera-
tions, such as ion bombardment induced atomic mixing and surface rough-
ening as well as for the intrinsic specimen surface and interface roughness
in the measured intensity-depth profiles, an (extended) Mixing-Roughness-
Information depth (MRI) model has been applied [85, 112]. Thereby, the
genuine concentration-depth profile was determined in a forward calculation
approach with a depth resolution in the nanometre range (see Ref. [112] for
details).

4.2.4 Positron annihilation Doppler broadening spectroscopy (DBS)

The measurement of the Doppler broadening of the positron annihilation
line is one of the standard techniques for the investigation of defects such
as vacancies, pores or grain boundaries, by exposing the specimen to posi-
trons [176, 177]. The annihilation of a positron with an electron in the
solid generates two collinear γ-photons with a total energy of 1022 keV. The
energies of the two γ-photons are Doppler shifted due to the momentum
of the annihilating electron-positron pair. Compared to the momentum of
an electron bound in the solid, the momentum of thermalised positrons is
negligible small. The mentioned Doppler shift is thereby generally larger for
positron annihilation with a core electron (high momentum), than with a
valence electron (low momentum). In a perfect crystal, positrons annihilate
with both core and valence electrons, while in a defective solid, positrons can
be trapped in open volume defects due to their positive charge and annihilate
preferably with valence electrons. As a result, the Doppler broadening of the
positron-annihilation line is smaller in a defective crystal, as compared to a
perfect crystal. A measure for the broadening of the positron-annihilation
line at 511 keV is the so-called S-parameter. It is defined as the ratio of the
central area below the positron-annihilation peak at the peak maximum and
the total area of the positron-annihilation peak [176].
Positrons implanted into a solid thermalise rapidly. The resulting depth

distribution can be described with a Makhovian function [177], which de-

1In the plane defined by the specimen surface normal, [0 0 1], and the [1 1 1] direction.
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pends on the material and the positron-implantation energy. By taking
into account the broadening of the positron-implantation profile by diffusion
of thermalised positrons, the depth of preferred positron annihilation can
be determined. Therefore, depth dependent information about the defect
concentration in thin film systems can be obtained by varying the positron-
implantation energy and thus changing the depth of preferred positron an-
nihilation.
In-situ positron annihilation Doppler broadening spectroscopy during dif-

fusion annealing of epitaxial Au/Ag bilayered thin films was performed at the
positron source NEPOMUC (NEutron induced POsitron source MUniCh) at
the research reactor FRM II of the Technical University of Munich [178, 179].
The positron-annihilation peak around 511 keV is usually recorded by four
Ge detectors as a function of the positron-implantation energy. For the
present study the detector with the largest signal to noise ratio was used.
The positron-implantation energy was varied in the range of 0.5 keV - 29 keV
with a measurement time of 60 s per step. The as-prepared specimen was
mounted on a heatable specimen holder, while constantly measuring the tem-
perature with a pyrometer [180]. After two successive measurements at room
temperature, the specimen was heated within ≈ 3 min from room temperat-
ure to 330 ◦C and then annealed at this temperature for 10 h 18 min. In order
to reduce the measurement time during diffusion annealing, the range of the
used positron-implantation energies was limited to obtain preferred positron
annihilation near the Au/Ag interface region, i.e. to the range of 3 keV to
13 keV (in steps of 0.5 keV). An additional measurement point at a positron-
implantation energy of 29 keV, which corresponds to preferred annihilation
in the Si substrate, served as an internal reference measurement. Starting at
a positron-implantation energy of 3 keV, the positron-annihilation line was
recorded. The positron-implantation energy was then successively increased
to the desired value and the positron-annihilation line was recorded for each
set positron-implantation energy. After measuring the positron-annihilation
line at a positron-implantation energy of 29 keV, the positron-implantation
energy was reduced to 3 keV and the measurement cycle was run again for a
total of 22 times. The S-parameter was determined from 30 energy channels
(≈ 54 eV per channel) of the detector around the positron-annihilation peak
at 511 keV. Two subsequent measurement cycles were averaged in order to
increase the statistical significance of the data.
In order to assess the change of the S-parameter in the individual sublayers

the VEPFIT program [181, 182] was applied. This program allows the mod-
elling of the S-parameter as a function of the positron-implantation energy
in a thin film system with sharp interfaces. Due to the broad positron-
implantation profile in high-quality thin films with a small defect concen-
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tration (see figure 4.8), the effect of diffusional broadening of the Au/Ag
interface during diffusion annealing on the S-parameter is negligible and is
thus neglected in the following evaluation.
The temperature dependent positron-diffusion length in the Si substrate

(LSi(330◦C) = 82 nm) and the Ag layer (LAg(330◦C) = 37 nm), were success-
ively determined from reference measurements of a Si(0 0 1) substrate and
an epitaxial, single Ag(0 0 1) layer on a Si(0 0 1) substrate. For the determin-
ation of the positron-diffusion length in the Ag single layer, the positronium
fraction2 was used in addition to the S-parameter. These diffusion lengths,
LSi(330 ◦C) and LAg(330 ◦C), the layer thicknesses (as determined by the
deposition rate) and the S-parameter of the Si substrate (as determined from
the first measurement during diffusion annealing) were kept constant during
the fitting procedure applied to the measurements performed during diffu-
sion annealing. The remaining fitting parameters thus are the S-parameters
of the Au and Ag sublayers and the surface. The positron-diffusion length
in the Au sublayer was fitted to 37 nm and was found to be constant during
the entire isothermal annealing procedure. The predetermined (from the
reference measurements; see above) S-parameter of the single Ag layer was
used as starting value for the fitting procedure.

4.3 Results and Discussion

4.3.1 Microstructure

As revealed by the XRD {1 1 1} pole figure measurements, the preparation
procedure, as described in section 4.2.1, results in the formation of epitaxial
Au/Ag bilayers with a cube-on-cube orientation relationship with respect to
the Si(0 0 1) substrate described by

Au(0 0 1) ||Ag(0 0 1) ||Si(0 0 1); Au[1 1 0] ||Ag[1 1 0] ||Si[1 1 0]. (4.1)

The film exhibits a very small (< 1 vol.%) amount of twins on {1 1 1}
planes inclined with respect to the (0 0 1) oriented surface, resulting in a
{5 1 1} texture component [183] (see figure 4.1a). The pole figure indicates
the presence of small angle grain boundaries (mosaicity). The presence of
small angle grain boundaries was also evidenced by the broad 2Θ− ω scans
(FWHM = 0.2◦) and rocking curves (FWHM = 0.6◦), as compared to the

2The positronium fraction corresponding to the annihilation of free o-Ps at the surface
was determined from the energy spectrum of the annihilation radiation by evaluating
the so-called valley-to-peak ratio (Valley region: 450 - 500 keV, peak region: 500 -
522 keV).
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nominal instrumental resolution of about 0.03◦. The average distance of the
small angle grain boundaries is about 200 nm, as estimated from the per-
pendicularly aligned trenches observed in the AFM image (see figure 4.1b).
These trenches run along the 〈1 1 0〉 directions and have a depth of 0.7 nm.
The surface of the Au/Ag bilayers (see figure 4.1b), as well as of Ag single lay-
ers (not shown) is very smooth with a root mean squared roughness (RMS)
of only 0.3 nm. Although a number of specimens with a rougher specimen
surface (RMS of 2.2 nm) have been used, the influence of the different film
morphologies on the determined impurity diffusion coefficients is small and
thus has been neglected in the following discussion.
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Figure 4.1: a) Ag+Au(111) pole figure of an Au/Ag bilayer prepared
by thermal evaporation on a Si (0 0 1) substrate. Beside the pronounced
Ag(111)/Au(111) poles, reflections with much smaller intensity of a very
small volume fraction (< 1 vol.%) of twins can be observed. The intensity
has been plotted in a logarithmic scale. b) AFM image of an Au/Ag bilayer
revealing a smooth surface. The visible straight lines, which run along the
〈1 1 0〉 directions might belong to the dislocation network necessary to ac-
count for the observed mosaicity of the (0 0 1) crystallites.
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Table 4.1: MRI parameters for roughness, σ, mixing, w, effective attenu-
ation length in the respective pure component, λ [92], mean effective backs-
cattering decay length, L, and backscattering correction factor, R [100]. The
parameters σ, L and w were obtained from a fit to an as-prepared specimen
assuming a step like concentration-depth profile. For the mixing parameters,
w, the projected ion range, as estimated by SRIM [94] was used as a starting
value. The ratio of the sputter rates is żAg/żAu = 1.2.

σ wAg wAu λAgNV V
λAgMNN

λAuNV V
λAuMNN

LAg LAu RAg RAu RSi

4.7 nm 2.86 nm 0.1 nm 0.39 nm 0.59 nm 0.43 nm 1.83 nm 50 nm 50 nm 1.85 1.97 1.32

4.3.2 Concentration-depth profiles

The measured AES intensity-depth profiles of the as-prepared Au/Ag bilayer
(see figure 4.2a) can be described with a single set of MRI parameters pre-
suming a sharp3 Au/Ag interface (see table 4.1). The roughness parameter,
σ, is not only comprised of the contributions of the surface and interface
roughness, but also by the straggling of the mixing length [85]. Therefore,
the value of the roughness parameter is larger than the measured value of
the surface roughness by AFM. The large interface roughness dominates the
sputter-induced smearing and thus other effects, such as ion-induced atomic
mixing, are of smaller importance, which explains the small mixing para-
meter in Au. Taking for the values of the mixing parameters the values estim-
ated for the projected ion ranges (from SRIM [94]), of wAg ≈ wAu ≈ 1.6 nm,
has only a minor effect on the fitted impurity diffusion coefficients.
Upon diffusion annealing the initially sharp Au/Ag interface broadens due

to interdiffusion and asymmetric concentration-depth profiles develop (see
figures 4.2b-c). The impurity diffusion coefficients have been determined in
the present study from the measured sputter-depth profiles, by incorporat-
ing the following physical diffusion models in the MRI forward calculation
approach (see Ref. [112] for details).
If the activity of vacancy sources and sinks is sufficient to maintain the

equilibrium vacancy concentration-depth profile in the specimen upon in-
terdiffusion, the chemical diffusion coefficient, D̃, is given by the Darken
equation [45], including the vacancy-wind factor, Swind, as given by Man-
ning [50, 59]

D̃DM = (xAgDAu + xAuDAg) · Swind, (4.2)
3No intermixing of the Ag and Au layer during Au thin film deposition is to be expected
due to the small kinetic energy of the Au atoms during thin film deposition by thermal
evaporation and due to the negligible small volume diffusion of Au into the Ag sublayer
at room temperature (cf. Ref. [184]).
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Figure 4.2: Measured AES sputter-depth profiles of different AES trans-
itions (NVV and MNN) of a) an as-prepared Au/Ag bilayer and after dif-
fusion annealing at 320 ◦C for one hour fitted by applying the MRI model
and b) the Darken-Manning treatment or c) the Nernst-Planck treatment.
The measured data (blue dots) has been plotted together with the genu-
ine, unsmeared concentration-depth profile (red line) and the fitted norm-
alised intensity-depth profile obtained by the convolution of the genuine,
unsmeared concentration-depth profile with the depth-resolution function
(green line). The difference between the calculated normalised intensity
(green line) and the measured normalised intensity (blue dots) has been
given at the bottom of each graphic as solid blue line. The black dotted line
shows the initial concentration-depth profile with an assumed sharp inter-
face. The used MRI parameters have been listed in table 4.1. Note that the
normalised intensity in the Ag sublayer does not reach a value of 1 even in
regions composed of pure Ag due to the backscattering effect (see Ref. [112]
for details).
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where xAg and xAu are the molar fractions andDAg andDAu are the intrinsic
diffusion coefficients of Ag and Au, respectively. The vacancy-wind factor,
Swind, which describes correlation effects in a random alloy arising by a net
flux of vacancies, can be approximately given by [50, 59]

Swind = 1 +
1− f
f
·

xAgxAu(D∗Ag −D∗Au)2

(xAgD∗Ag + xAuD∗Au) · (xAgD∗Au + xAuD∗Ag)
, (4.3)

where f is the geometric correlation factor for the lattice type considered
(i.e. 0.7815 for fcc) and D∗Ag and D∗Au are the concentration dependent self-
diffusion coefficients of Ag and Au, respectively. Note that the description
of Manning is only a valid approximation for similar exchange (jump) fre-
quencies of the components [185]; consideration of the exact description of
the vacancy-wind effect according to Ref. [186] is beyond the scope of this
manuscript.

If no vacancy sources and sinks are active in the specimen, a non-equilibri-
um vacancy concentration-depth profile develops upon interdiffusion and the
chemical diffusion coefficient is given by the Nernst-Planck equation [46–50]

D̃NP =
DAgDAu

xAgDAg + xAuDAu
. (4.4)

The vacancy-wind factor for the Nernst-Planck equation is equal to one,
according to the Manning approximation [187].

The concentration dependent intrinsic diffusion coefficients, DAg andDAu,
can be determined from the concentration dependent self-diffusion coeffi-
cients, D∗Ag and D∗Au, and the thermodynamic factor, Φ, according to

DAg(xAu) = D∗Ag(xAu) · Φ(xAu)

=
[
D∗Ag in Ag · exp(−mAg · xAu)

]
· Φ(xAu) (4.5)

DAu(xAu) = D∗Au(xAu) · Φ(xAu)
= [D∗Au in Au · exp(−mAu · (1− xAu))] · Φ(xAu), (4.6)

whereD∗Ag in Ag is the self-diffusion coefficient of Ag in pure Ag andD∗Au in Au
the self-diffusion coefficient of Au in pure Au. mAg and mAu are asym-
metry parameters, which describe the concentration dependence of the self-
diffusion coefficients of Ag and Au, respectively. The self-diffusion coeffi-
cients, D∗Ag(1) = D∗Ag in Au = D∗Ag in Ag · exp(−mAg) = D∗Ag(0) · exp(−mAg)
and D∗Au(0) = D∗Au in Ag = D∗Au in Au · exp(−mAu) = D∗Au(1) · exp(−mAu),
are the impurity diffusion coefficients of Ag in Au and of Au in Ag, respect-
ively.
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The here adopted exponential concentration dependence, which is usually
applied to describe the concentration dependence of self-diffusion coefficient
in dilute alloys (see e.g. p. 179 in Ref. [50]), is a good approximation for
the whole concentration range in the system Ag/Au in the temperature
range studied: the self-diffusion coefficients reported at higher temperatures
(718 ◦C - 925 ◦C) [167], extrapolated to the annealing temperatures applied
in this study (240 ◦C - 350 ◦C), can be well described by an exponential
concentration dependence over the whole concentration range. The thermo-
dynamic factor, Φ, for the Ag-Au system is faithfully approximated [188] by
a regular solution model according to

Φ = 1− 2xAu(1− xAu)
Ω
RT

, (4.7)

where the concentration and temperature independent interaction parameter
Ω equals to −15.6 kJ/mol [188], R is the universal gas constant and T the
absolute temperature.
In order to reduce the number of fitting parameters in the MRI forward

calculation approach, D∗Ag in Ag and D∗Au in Au (in the here investigated tem-
perature range of 240 ◦C - 350 ◦C) are taken equal to the values determined
by fitting the self-diffusion coefficients reported in different studies in an
Arrhenius plot and extrapolated to the appropriate temperatures (see fig-
ure 4.3).
At temperatures close to the melting point divacancies form in Ag and

contribute to Ag self-diffusion in Ag [53, 193, 201]. As a consequence, the re-
ported Ag self-diffusion coefficients in the temperature range 274 ◦C - 950 ◦C
can be described by a double Arrhenius equation, which considers the con-
tribution of monovacancies (dominant at low temperatures) and divacancies
(occurring at high temperatures) according to [53, 202]

D = D0,1V · exp
(
−Q1V

RT

)
+D0,2V · exp

(
−Q2V

RT

)
, (4.8)

where D0,1V = 5.44 · 10−6 m2/s, D0,2V = 3.96 · 10−3 m2/s, Q1V = 1.77 eV
and Q2V = 2.46 eV are the temperature independent pre-exponential factors
and temperature independent activation enthalpies of the monovacancy (1V)
contribution and the divacancy (2V) contribution, respectively. The thus de-
termined activation enthalpies for Ag self-diffusion via monovacancies and
via divacancies are in very good agreement with literature values. The forma-
tion enthalpy of a monovacancy in Ag isQF1V = 1.11 eV and the migration en-
thalpy of a monovacancy in Ag is QM1V = 0.66 eV [203]. The binding enthalpy
of a divacancy is QB2V = 0.38 eV [204] and the migration enthalpy of a diva-
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Figure 4.3: a) Ag self-diffusion coefficients in pure Ag (data taken from
Refs. [189–195]). The monovacancy contribution has been described with
a temperature independent activation enthalpy of Q1V = 1.77 eV and a
temperature independent pre-exponential factor of D0,1V = 5.44·10−6 m2/s.
The divacancy contribution has been described with Q2V = 2.46 eV and a
pre-exponential factor of D0,2V = 3.96 · 10−3 m2/s. b) Au self-diffusion
coefficients in pure Au (data taken from Refs. [196–200]) (Q1V = 1.77 eV
and D0,1V = 6.50 · 10−6 m2/s).
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cancy isQM2V = 0.57 eV [203]. These data lead to estimated activation enthal-
pies of Q1V = QF1V +QM1V = 1.77 eV and Q2V = 2QF1V −QB2V +QM2V = 2.41 eV
for Ag self-diffusion in pure Ag via monovacancies and divacancies, respect-
ively. These estimated values very well agree with the above results obtained
by fitting Eq. 4.8.
The divacancy contribution in Au is practically negligible [201] and the re-

ported Au self-diffusion coefficients in the temperature range 286 ◦C-1060 ◦C
(see figure 4.3b) can be described with a single Arrhenius equation with
Q1V = 1.77 eV,D0,1V = 6.50·10−6 m2/s. The literature values for the mono-
vacancy formation enthalpy in Au of QF1V = 0.93 eV and the monovacancy
migration enthalpy of QM1V = 0.71 eV [203] result in a slightly smaller activ-
ation enthalpy for Au self-diffusion in Au of QAu

1V = QF1V +QM1V = 1.64 eV.
Thus, the remaining fitting parameters in the MRI forward calculation

approach for the determination of the genuine concentration-depth pro-
file of the diffusion annealed specimens are the impurity diffusion coeffi-
cients (i.e. D∗Ag in Au = D∗Ag in Ag · exp(−mAg) and D∗Au in Ag = D∗Au in Au ·
exp(−mAu)) and the location of the initial Au/Ag interface.
On the basis of the presented set of equations, the genuine concentration-

depth profile has been calculated applying the Darken-Manning (D-M) equa-
tion or the Nernst-Planck (N-P) equation by solving Fick’s second law nu-
merically using a fully implicit finite difference scheme [103] and fitting to
the measured intensity-depth profile (see figure 4.2b-c). The concentration
dependence of the intrinsic and chemical diffusion coefficients, applying the
D-M or N-P treatment, at an annealing temperature of 320 ◦C, are shown
in figure 4.4.

4.3.3 Self-diffusion/impurity diffusion coefficients

The measured intensity-depth profiles can be described by both the D-M as
well as the N-P treatment and give very similar chemical diffusion coefficients
(see figure 4.2b and figure 4.2c, respectively and section 4.3.4).
The impurity diffusion coefficients of Ag in Au (see table 4.3 and table 4.2),

as obtained according to the D-M treatment and according to the N-P treat-
ment, in the temperature range of 240 ◦C - 350 ◦C, are in good agreement
with the impurity diffusion coefficients extrapolated from higher temperat-
ures (670 ◦C - 1050 ◦C) [167, 171, 172] (see figure 4.5).
In contrast, the impurity diffusion coefficients of Au in Ag, determined

according to the D-M or according to the N-P treatment, are considerably
larger than the impurity diffusion coefficients extrapolated from higher tem-
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Figure 4.4: Determined intrinsic diffusion coefficients of Ag and Au after
diffusion annealing at 320 ◦C for 1 h as well as the corresponding chemical
diffusion coefficients applying the Darken-Manning (D-M) treatment and
the Nernst-Planck (N-P) treatment. Due to the concentration dependence
of the self-diffusion coefficients, the chemical diffusion coefficients calculated
according to the Darken-Manning treatment and the Nernst-Planck treat-
ment differ only relatively modestly, i.e |(DD-M − DN-P)/DD-M| < 0.5 for
xAu ≥ 10 at.% .

peratures (718 ◦C - 925 ◦C) [167].4 This deviation can be ascribed to the
contribution of divacancies to the diffusion mechanism at higher annealing
temperatures. As shown in figure 4.3 divacancies contribute to Ag self-
diffusion in Ag at higher temperatures [53, 193, 201]. Thus one can expect
that divacancies in the Ag matrix contribute also to the Au impurity diffu-
sion in Ag. It follows that, as a consequence of the divacancy contribution at
higher temperatures, the impurity diffusion coefficients of Au in Ag [167], ex-
trapolated to lower temperatures, are too small. For Au self-diffusion in Au,
the contribution of divacancies to the diffusion mechanism at higher temper-
atures is negligible small [171, 200] and the Au self-diffusion coefficients in

4Note that the determined impurity diffusion coefficients of Au in Ag are in very
good agreement to the extrapolated impurity diffusion coefficients of Au in Ag from
Ref. [173]. The latter study has not been considered here since the data reported in
that work can be affected by the accidental contamination of the applied radio tracer
with a long-lived radioactive impurity [167].
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Figure 4.5: Determined impurity diffusion coefficients for Ag in Au,
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treatment or the Nernst-Planck (N-P) treatment. Literature data from
Ref. [167] extrapolated from higher temperatures are also shown. The ac-
tivation enthalpies and pre-exponential factors have been listed in table 4.2.

Table 4.2: Activation enthalpy, Q, and pre-exponential factor, D0, of the
impurity diffusion coefficients of Ag in Au and Au in Ag applying the Darken-
Manning (D-M) treatment or the Nernst-Planck (N-P) treatment, compared
with literature values [167]. Note that due to the large error of the impurity
diffusion coefficients of Au in Ag at low annealing temperatures, only data
points obtained at T > 260◦C were used for the determination of Q and D0.
For the impurity diffusion coefficients of Ag in Au all data points were used.

D-M N-P Mallard et al. [167]

Ag in Au Q in eV 1.78 ± 0.12 1.70 ± 0.15 1.74
D0 in m2/s 1.03+10

−1 · 10−5 2.52+51
−3 · 10−6 7.20 · 10−6

Au in Ag Q in eV 1.75 ± 0.20 1.60 ± 0.09 2.09
D0 in m2/s 4.44+179

−5 · 10−7 4.88+20
−4 · 10−8 8.50 · 10−5
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Table 4.3: Impurity diffusion coefficients of Ag in Au and Au in Ag de-
termined by applying the Darken-Manning (D-M) treatment or the Nernst-
Planck (N-P) treatment in units of m2/s. Specimens of series B have a
larger surface roughness (RMS = 2.2 nm), as compared to specimens of
series A (RMS = 0.3 nm). Specimen C was investigated by positron anni-
hilation DBS.

specimen T in ◦C t in h D∗Ag in Au D-M D∗Au in Ag D-M D∗Ag in Au N-P D∗Au in Ag N-P

A 240 168 3.99 · 10−23 1.00 · 10−25 5.74 · 10−23 2.76 · 10−24

A 260 24 4.38 · 10−22 3.86 · 10−24 7.67 · 10−22 3.48 · 10−23

A 300 6 4.18 · 10−21 1.66 · 10−22 5.96 · 10−21 4.88 · 10−22

A 320 1 1.44 · 10−20 3.82 · 10−22 2.08 · 10−20 1.37 · 10−21

A 326 3 1.58 · 10−20 4.63 · 10−22 1.59 · 10−20 1.53 · 10−21

A 326 6 1.68 · 10−20 7.38 · 10−22 1.96 · 10−20 1.94 · 10−21

A 346 1 4.47 · 10−20 3.32 · 10−21 4.31 · 10−20 5.84 · 10−21

B 240 504 1.42 · 10−23 1.16 · 10−23 1.42 · 10−23 1.21 · 10−23

B 300 1 1.57 · 10−21 2.00 · 10−22 1.48 · 10−21 3.57 · 10−22

B 320 1 4.53 · 10−21 9.74 · 10−22 4.48 · 10−21 1.32 · 10−21

B 330 1 9.96 · 10−21 8.56 · 10−22 1.14 · 10−20 1.81 · 10−21

B 350 1 3.43 · 10−20 3.05 · 10−21 3.16 · 10−20 5.56 · 10−21

B 350 1 2.99 · 10−20 2.73 · 10−21 2.77 · 10−20 5.00 · 10−21

C 330 10.3 7.58 · 10−21 2.59 · 10−22 6.53 · 10−21 8.61 · 10−22

Au can be described with a single Arrhenius equation over the temperature
range of 286 ◦C - 1060 ◦C (see figure 4.3b). Even at the melting temperature
of Au the divacancy contribution to self-diffusion of Au in pure Au is only
20% [200], whereas it is assumed to be up to 45% [192] or even larger [205]
for Ag self-diffusion in pure Ag at the melting temperature of Ag [192].
Consequently, the extrapolation of impurity diffusion coefficients of Ag in
Au [167], from high to low temperatures, is justified.
To estimate the contribution of divacancies to Au impurity diffusion in

pure Ag the impurity diffusion coefficients of Au in Ag, as determined in
this study by the D-M treatment or N-P treatment, and the impurity dif-
fusion coefficients of Au in Ag from higher temperatures [167] are fitted by
equation 4.8 (see figure 4.6). If the impurity diffusion coefficients of Au in Ag,
as determined according to the N-P treatment, are used the contribution of
divacancies5 to the diffusion mechanism is unrealistically large (i.e. >85% at
temperatures >700 ◦C). If the impurity diffusion coefficients of Au in Ag, as
determined according to the D-M treatment, are used a more realistic value
of the contribution of divacancies6 to the diffusion mechanism is obtained
(i.e. <35 % at temperatures >700 ◦C), as compared with the contribution of
divacancies to Ag self-diffusion in pure Ag (see figure 4.3a), which is ≈ 15 %
5Q1V = 1.57 eV, D0,1V = 2.29 · 10−8 m2/s, Q2V = 2.14 eV, D0,2V = 1.31 · 10−4 m2/s
6Q1V = 1.84 eV, D0,1V = 2.52 · 10−6 m2/s, Q2V = 2.40 eV, D0,2V = 1.10 · 10−3 m2/s

75



Chapter 4 Interdiffusion in epitaxial, single-crystalline Ag/Au thin films

1000 850 700 550 400 250

0.8 1 1.2 1.4 1.6 1.8 2

x 10
−3

10
−25

10
−20

10
−15

1/        1/KT in

D
*

m
in

2
/s

Au in Ag

Mallard et al. 1963

monovacancy

divacancy

mono + divacancy

T in °C

1000 850 700 550 400 250

0.8 1 1.2 1.4 1.6 1.8 2

x 10
−3

10
−25

10
−20

10
−15

1/        1/KT in

D
*

m
in

2
/s

Au in Ag

Mallard et al. 1963

monovacancy

divacancy

mono + divacancy

T in °C

a)

b)

Darken-Manning

Nernst-Planck

Figure 4.6: Estimation of the divacancy contribution to the diffusion mech-
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tribution is considerably smaller if the Darken-Manning treatment is applied.
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at 700 ◦C. Thus, the determined impurity diffusion coefficients of Au in Ag
obtained by applying the D-M treatment are more realistic than those ob-
tained by applying the N-P treatment. This implies that sufficient vacancy
sources and sinks are active during interdiffusion.

4.3.4 Comparison of the Darken-Manning and Nernst-Planck
treatments

Despite the considerably different assumption in the D-M treatment and the
N-P treatment on the vacancy concentration, the measured intensity-depth
profiles can be well described by the D-M treatment as well as the N-P
treatment (see figure 4.2b and figure 4.2c, respectively). This is a direct con-
sequence of the relatively modest difference7 of the chemical diffusion coeffi-
cients D̃DM and D̃NP in the concentration range xAu ≥ 10 at.%, as obtained
from the D-M and the N-P treatment applying the self-diffusion coefficients,
D∗Ag in Ag and D∗Au in Au, from literature and the here obtained impurity dif-
fusion coefficients, D∗Ag in Au and D∗Au in Ag, as described in section 4.3.2 (see
figure 4.4). The interplay of the absolute values of the self-diffusion coeffi-
cients, D∗Ag in Ag and D

∗
Au in Au, the impurity diffusion coefficients, D∗Ag in Au

and D∗Au in Ag, and the concentration dependence of the self-diffusion coef-
ficients results in relatively modestly different chemical diffusion coefficients
and consequently the calculated concentration-depth profiles applying the
numerical values of the chemical diffusion coefficients calculated either ac-
cording to the D-M treatment or the N-P treatment, are very similar and
describe the measured intensity-depth profiles almost equally well. The fit-
ted genuine concentration-depth profiles deviate significantly from each other
only at small Au concentrations (xAu ≤ 10 at.%). This concentration range
is very difficult to access by sputter-depth profiling due to the considerable
sputter induced broadening of the genuine concentration-depth profile in this
concentration range.
It follows that the concentration-depth profiles do not allow to decide

between the D-M and N-P approaches. However, such distinction is possible
considering the impurity diffusion coefficients as a function of temperature
(see section 4.3.3).

7The difference between the chemical diffusion coefficient obtained by applying the D-M
or the N-P treatment, |(DD-M−DN-P)/DD-M|, is smaller than 50 % for xAu ≥ 10 at.%.
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4.3.5 Positron annihilation DBS experiments

The change of the S-parameter in the Au and Ag layer during diffusion
annealing depends on the activity of vacancy sources and sinks. As shown
in section 4.3.3, substitutional diffusion of Ag in Au is considerably faster
than substitutional diffusion of Au in Ag. As a result of this diffusional
asymmetry, a supersaturation of vacancies tends to be established in the Ag
layer and a vacancy undersaturation tends to be established in the Au layer
during interdiffusion, if no vacancy sources and sinks are active. Only if
sufficient vacancy sources and sinks are active, vacancies can be generated
in the Au sublayer and annihilated in the Ag sublayer. In that case the va-
cancy concentration-depth profile and thus the S-parameter at the Au/Ag
interface remains largely unchanged during diffusion annealing, i.e. the (equi-
librium) vacancy concentration is maintained (D-M case). However, in a
system without sufficient active vacancy sources and sinks, the equilibrium
vacancy concentration cannot be maintained (N-P case). As a result, the
vacancy concentration decreases in the Au sublayer and increases in the Ag
sublayer upon interdiffusion. In that case the S-parameter in the Au sub-
layer is expected to decrease, whereas the S-parameter in the Ag sublayer is
expected to increase during diffusion annealing.
The determined S-parameters as a function of positron-implantation en-

ergy for the different annealing times of 56 min, 337 min and 618 min are
shown in figure 4.7a. For each annealing time the set of data is characterised
by a U-shaped function. At low positron-implantation energies (< 3 keV),
for which positron annihilation occurs predominantly at the surface of the
specimen (see the estimated positron-implantation fractions in figure 4.8),
the S-parameter exhibits a relatively large value of about 0.484. At interme-
diate positron-implantation energies (3-8 keV), corresponding to preferred
annihilation in the Au (top) sublayer, the S-parameter decreases to a min-
imum value of about 0.460 at 8 keV. At larger positron-implantation energies
(> 8 keV) the S-parameter increases and reaches a maximum value of about
0.505 at a positron-implantation energy of 29 keV, corresponding to predom-
inant positron annihilation in the Si substrate.
Upon diffusion annealing, the S-parameter slightly decreases for positron-

implantation energies between 3 keV-13 keV (see figure 4.7a). Approximating
the change of the S-parameter over annealing time by a linear function (for
an example see inset in figure 4.7b) for each positron-implantation energy,
it is revealed (see figure 4.7b) that the decrease of the S-parameter is the
most pronounced at a positron-implantation energy of 4.5 keV, which cor-
responds to preferred positron annihilation in the Au sublayer. At positron-
implantation energies corresponding to preferred annihilation in the Ag sub-
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Figure 4.7: a) Evolution of the S-parameter in dependence of the positron-
implantation energy for different annealing times at an annealing temperat-
ure of 330 ◦C. b) Time derivative of the S-parameter upon diffusion anneal-
ing as a function of positron-implantation energy, as determined from the
slopes of the linear functions fitted to c) the time dependent S-parameters
determined at different annealing times at each positron-implantation en-
ergy. d) Fitted S-parameters of the individual sublayers as a function of
annealing time using the VEPFIT [181, 182] program.

layer (> 10 keV) the decrease of the S-parameter over time is smaller than
at positron-implantation energies corresponding to preferred annihilation in
the Au sublayer. The separation of the change of the S-parameters during
diffusion annealing in the individual sublayers applying VEPFIT (see fig-
ure 4.7d) confirms this general trend: The decrease of the S-parameter in
the Au sublayer is larger than in the Ag sublayer.
The observed decrease of the S-parameter over time (see figure 4.7b-d)

might be explained by the establishment of a non-equilibrium vacancy con-
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Figure 4.8: Positron-implantation fractions in an Au/Ag bilayer, as estim-
ated using VEPFIT [181, 182]. A positron-diffusion length of 37 nm was
assumed for the Ag and Au layer. The investigated positron-implantation
energy range (3 keV to 13 keV) for the in-situ heating experiments is indic-
ated by dashed lines.

centration-depth profile upon interdiffusion. The decrease of the S-parame-
ter is the strongest at positron implantation energies (about 4.5 keV) cor-
responding to predominant positron annihilation in the Au sublayer (see
figure 4.8), indicating a decrease of the vacancy concentration (N-P case).
At larger positron implantation energies, corresponding to preferred anni-
hilation in the Ag sublayer, the S-parameter decreases only slightly (for the
N-P case an increase in vacancy concentration and consequently an increase
of the S-parameter is expected), which might be attributed to the increase
of the S-parameter due to interdiffusion and the simultaneous occurring mi-
crostructural changes (e.g. domain growth), causing a small net decrease of
the S-parameter in the Ag sublayer.
It is recognised that microstructural changes during diffusion annealing,

such as domain growth, might be exclusively responsible for the observed
trends in the S-parameters. The growth of domains (i.e. the annihilation
of small angle grain boundaries) during diffusion annealing is associated
with a decrease of the open-volume defects and thus leads to a decrease
of the S-parameter. The extent of domain growth and thus the decrease
of the S-parameter is probably smaller in the pre-annealed Ag sublayer as
compared to the decrease of the the S-parameter in the (not pre-annealed)
Au sublayer which complies with the determined change of the S-parameter
(see figures 4.7b-d).
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In general, the broad positron-implantation profiles in metallic thin films
with a small defect concentration (and thus a large positron-diffusion length)
limits the depth resolution of positron annihilation DBS and hence the sens-
itivity to determine changes in the defect concentration especially at larger
depths. Therefore, in this work both positron-annihilation DBS spectroscopy
and AES sputter-depth profiling have been applied in a complementary way
to extract information about interdiffusion in thin films.

4.4 Conclusions

Interdiffusion in single-crystalline Au/Ag bilayers on Si (0 0 1) substrates
has been investigated by Auger electron spectroscopy sputter-depth profiling
and positron-annihilation Doppler broadening spectroscopy. The impurity
diffusion coefficients of Ag in Au and Au in Ag could be assessed in the
temperature range of 240 ◦C - 350 ◦C.

• The results allowed distinction of the application of the Darken-Mann-
ing (D-M) treatment and that of the Nernst-Planck (N-P) treatment:
the impurity diffusion coefficients at high and low temperatures can be
well described according the D-M treatment.

• The experimental accuracy of the determined concentration-depth pro-
file does not allow to distinguish between the D-M and the N-P treat-
ment for the calculation of the chemical diffusion coefficient.

• The in-situ positron annihilation Doppler broadening spectroscopy in-
vestigations revealed a depth dependent change of the S-parameter
during diffusion annealing, which cannot be explained by a change
of the vacancy concentration depth profile during diffusion annealing
according to either the D-M treatment or the N-P treatment. Most
likely, microstructural changes, as domain growth, dominate the ob-
served changes of the S-parameter.

In the investigated epitaxial single-crystalline Au/Ag thin films, sufficient
vacancy sources and sinks are likely to be operative during diffusion anneal-
ing and the equilibrium vacancy concentration depth profile is likely to be
maintained during interdiffusion. It would be desirable to investigate even
higher quality thin films where eventually the N-P regime should prevail.
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Abstract

Interdiffusion and stress evolution in single-crystalline Pd/single-crystalline
Ag thin films was investigated by Auger electron spectroscopy (AES) sputter-
depth profiling and in-situ X-ray diffraction (XRD), respectively. The con-
centration-dependent chemical diffusion coefficient, as well as the impurity
diffusion coefficient of Ag in Pd could be determined in the low temperature
range of 356 ◦C to 455 ◦C. As a consequence of the similarity of the strong
concentration-dependences of the intrinsic diffusion coefficients, the chemical
diffusion coefficient varies only over three orders of magnitude over the whole
composition range, despite the large difference of six orders of magnitude of
the self-diffusion coefficients of Ag in Ag and Pd in Pd. It is shown that
the Darken-Manning treatment should be adopted for interpretation of the
experimental data; the Nernst-Planck treatment yielded physically unreas-
onable results. Apart from the development of compressive thermal stress,
the development of stress in both sublayers separately could be ascribed to
compositional stress (tensile in the Ag sublayer and compressive in the Pd
sublayer) and dominant relaxation processes, especially in the Ag sublayer.
The effect of these internal stresses on the values determined for the diffusion
coefficients is shown to be negligible.
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5.1 Introduction

It has long been recognised that interdiffusion in thin-film systems is often
orders of magnitudes larger than in bulk specimens [12]. This difference
is related to the microstructure of thin films, which often contain distinct
densities of defects such as grain boundaries and dislocations [5]. These
defects offer fast diffusion paths, in association with phenomena (first ob-
served in bulk diffusion couples [6]) like diffusion induced grain boundary
migration (DIGM) and diffusion induced recrystallisation (DIR) [7, 8].

Upon interdiffusion distinct intrinsic film stress can develop as a result of
microstructural changes or due to the difference in atomic volumes of the in-
terdiffusing components [22–26]. Such states of stress can possibly alter the
interdiffusion rates in thin film specimens. A theoretical description of the
interrelation of thus developing intrinsic (film) stress and interdiffusion rates
has been established on the basis of a so-called network solid concept [60–62],
implying conservation of lattice sites in the system and replacing the chem-
ical potential gradient as driving force for interdiffusion by the diffusion
potential as driving force. However, no conclusive experimental study on
the interrelation of interdiffusion and stress exists up to date. This is gener-
ally due to the instability of the microstructure during diffusion annealing;
network solids do not occur. Pronounced grain growth and diffusion induced
recrystallisation during diffusion annealing of nano-crystalline specimens is
associated with distinct stress changes [206, 207] and this effect can mask
any stress change due to interdiffusion [22–26]. Against this background,
single crystalline hetero-epitaxial thin-film systems may provide a chance to
overcome such problems and thus provide a better approach to investigate
the interplay of interdiffusion and stress development upon diffusion anneal-
ing. To this end, the system Ag-Pd appears as an ideal model system. The
lattice parameters of Ag and Pd are sufficiently different (4.08620 Å and
3.89019 Å, respectively), to induce the development of compositional stress
during interdiffusion and also to allow the determination of the stress in the
two sublayers separately by X-ray diffraction. Furthermore, Ag and Pd are
miscible over the whole concentration range [208] and thus no complication
by the formation of new phases can occur.
Besides the above sketched fundamental scientific interest for a study of

interdiffusion in a hetero-epitaxial single-crystalline Pd/Ag thin film, Ag and
Pd thin films are of great technological importance in catalysis [209] and hy-
drogen separation [210]. The reliability and performance during operation
of Ag-Pd based devices strongly rely on a comprehensive knowledge of in-
terdiffusion in this system: for example, for Ag-Pd based membranes used
for hydrogen separation the concentration gradient in the surface adjacent
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region strongly influences the hydrogen adsorption and hydrogen solubil-
ity [211] and thus requires a precise adjustment of the concentration-depth
profile, i.e. by annealing of layered systems [37, 212–214]. This is only achiev-
able with a comprehensive knowledge of the concentration-dependent diffu-
sion coefficients. However, self- and impurity diffusion data for the system
Ag-Pd are only available for temperatures above 715 ◦C [195, 215], which
temperatures are much larger than the practical, operation temperatures of
around 350 ◦C [211]. The availability of low temperature diffusion data is
of even larger importance for Pd/Ag core-shell nanostructures used in op-
tics [216] or catalysis [209, 217]. For such systems, diffusion lengths in the
nanometre range can already destroy the functional properties.
In this study, interdiffusion in single-crystalline Pd/single-crystalline Ag

bilayers on Si substrates has been investigated in the temperature range
from 356 ◦C to 455 ◦C by Auger electron spectroscopy (AES) sputter-depth
profiling. By correcting the measured Auger electron intensity-depth pro-
files for sputter-induced alterations, the concentration-dependent chemical
diffusion coefficient and the impurity diffusion coefficient of Ag in Pd have
been deduced. Furthermore, the stress evolution during thermal cycling and
(prolonged) isothermal annealing has been revealed by in-situ stress meas-
urements by X-ray diffraction. The results obtained have been discussed in
terms of the occurring microstructural changes.

5.2 Experimental procedure

5.2.1 Specimen preparation

Pd/Ag thin films were prepared in two successive deposition steps. Firstly, a
single-crystalline, epitaxial Ag(001) thin film with a thickness of 150 nm was
deposited at room temperature, in a customised ultrahigh vacuum (UHV)
system (base pressure < 3 · 10−8 Pa) by thermal evaporation of pure Ag
(> 99.995 wt.%) from an Al2O3 crucible, onto a thoroughly cleaned Si(001)
2 × 1 substrate surface (boron doped with a resistivity of 1-10 Ωcm and a
miscut < 0.1◦) (see Ref. [218] for details of the Ag thin film preparation con-
ditions). Subsequently, the specimen was post annealed in UHV at about
160 ◦C for 90 min. After cooling to room temperature, the specimen was
removed from the UHV system and transferred immediately to a magnet-
ron sputtering system. Any contamination on the Ag surface resulting from
the air exposure during specimen transfer, was removed by applying a ra-
dio frequency-sputter cleaning procedure for 2 min. No carbon or oxygen
contamination could be detected by X-ray photoelectron spectroscopy and
Auger electron spectroscopy sputter-depth profiling. Next, an epitaxial Pd
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layer of either 50 nm or 100 nm thickness, for the stress measurements and
the interdiffusion study, respectively, was deposited at room temperature, by
magnetron sputtering of pure Pd (99.999 wt.%), onto the epitaxial Ag(001)
film. The argon pressure was adjusted to 3.2 · 10−3 mbar and a power of
150 W or 50 W was applied. In order to avoid oxidation of the Pd film
surface during diffusion annealing, the specimen was covered with a 15 nm
thick, magnetron sputtered amorphous carbon layer.
In order to determine the concentration-dependent chemical diffusion coef-

ficient by AES sputter-depth profiling the 13.9 mm × 13.9 mm large spe-
cimens were cut into small pieces and encapsulated in argon filled quartz
ampules. Diffusion annealing was performed in a salt bath for annealing
times ranging from 7 min up to 8 h at selected temperatures in a temperat-
ure range of 356 ◦C up to 455 ◦C.

For the in-situ stress measurements by X-ray diffraction, which requires
prolonged diffusion annealing, an additional 20 nm thick Si3N4 layer was
deposited on top of the amorphous carbon capping layer in order to improve
the surface stability during the longtime annealing experiments.

5.2.2 Microstructural characterisation

The surface morphology of the single-crystalline Ag single layers and of
the single-crystalline, hetero-epitaxial Pd/Ag bilayers was investigated by
a Nano Scope IIa atomic force microscope (AFM) from VEECO, equipped
with Si tips and operating in tapping mode. The texture of the Pd/Ag bilay-
ers was investigated by using a Philips MRD Pro diffractometer equipped
with a secondary monochromator and employing Co Kα radiation (λ =
1.78897Å). The {1 1 1} pole figures were measured at diffraction angles, 2θ,
of 44.57◦ and 46.94◦ for the Ag and Pd sublayers, respectively, with steps
in φ and ψ of ∆φ = ∆ψ = 1◦, where φ is the rotation angle around the
specimen-surface normal and ψ is the angle between the diffraction vector
and the specimen-surface normal.
Cross-sectional (high resolution) transmission electron microscopy ((HR)

TEM) specimens were prepared by a lift-out technique [219], applying a
Zeiss Crossbeam 1540 EsB. To this end, thin lamella were cut from the
specimen by ion milling applying Ga ions with an energy of 30 keV. The
lamella were then transferred to a TEM grid and further thinned with con-
tinuously decreasing ion currents (10 nA-10 pA), until electron transparency
was achieved. The thus prepared specimens were transferred immediately
after preparation to a JEOL ARM200F transmission electron microscope,
operating at an acceleration voltage of 200 kV.
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5.2.3 In-situ XRD stress measurements

In-situ XRD stress measurements during thermal cycling and isothermal
annealing were performed on a Bruker D8 diffractometer equipped with an
X-ray lens and an energy dispersive detector (Sol-XE from Bruker) employ-
ing Cu Kα radiation (λ = 1.54060 Å). For in-situ heating an Anton Paar
DHS 900 heating chamber, mounted on the diffractometer, was applied with
a constant argon flow of 5 l/h during the heat treatment. The specimen
was subjected to two subsequent thermal cycles, each from 27 ◦C to 417 ◦C
and back to 27 ◦C, before performing a third thermal cycle, including an
isothermal annealing step for ≈ 4.4 h at 417 ◦C. To this end, the temper-
ature was changed in steps of 20 ◦C with a heating/cooling rate of 1 K/s.
After each temperature change, a 4 min holding time was applied to allow
the specimen to establish a homogeneous temperature. After the 4 min long
holding time θ − 2θ scans were recorded for 2θ ranges around the (1 1 3),
(3 3 1), (3 1 1), (2 0 2), (3 1 3) and (3 3 1) poles (at selected φ and ψ values) of
the single-crystalline Ag and the single-crystalline Pd layers. The measure-
ment time for the six poles of the Ag and Pd sublayers at each temperature
step was 12 min, leading to a total time of (12 min+4 min (see above)=)
16 min at each temperature step. The temperature was calibrated by using
the determined strain-free lattice parameter [220] and the known thermal
expansion of Pd [221]. The Pd peak position did not change due to interdif-
fusion (see section 5.3.6) and thus could be utilised as an internal reference
for temperature calibration.
Due to the well separated diffraction peaks of Ag and Pd (cf. section 5.3.6),

the stress parallel to the surface, σ||, in a sublayer can be determined from
the lattice strain, εψ, determined from the peak positions of different hkl
reflections recorded at different ψ (and φ), adopting a planar state of stress
with equal principal stresses1, σ11 = σ22 = σ||, (see appendix 5.E) according
to (cf. Ref. [220])

εψ =
d− d0

d0
= [
(
S11 − S12) sin2 ψ + 2S12

]
· σ|| (5.1a)

sin2 ψ0 = − 2S12

S11 − S12
for d = d0 (5.1b)

where d is the measured lattice spacing, d0 is the strain free lattice spacing,
S11 and S12 are the temperature dependent single-crystalline elastic con-

1The investigated single-crystalline thin films do exhibit a (001) surface orientation.
Consequently, equal principal stresses are expected for the planar stress state in the
investigated bilayer.
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stants [222], σ|| denotes the equibiaxial stress in the thin film, ψ is the angle
of the diffraction vector with respect to the specimen-surface normal and ψ0

represents the strain-free direction.
The lattice spacing of the (1 1 3), (3 3 1), (3 1 1), (2 0 2), (3 1 3) and (3 3 1)

lattice planes of Ag and Pd were determined from the corresponding dif-
fraction peaks by fitting the Kα1 and Kα2 component with a pseudo-Voigt
function and applying Bragg’s law. A constant intensity ratio of Kα2 to
Kα1 of 0.5 [223] as well as a 2θ independent background were applied. The
equibiaxial in-plane stress in the Ag and Pd sublayers was determined from
the slope of the straight line fitted to the experimental data in a plot of εψ,
versus sin2ψ (see appendix 5.E).

5.2.4 Auger electron spectroscopy (AES) sputter-depth profiling

AES sputter-depth profiling of the as-prepared and diffusion annealed speci-
mens was conducted with a JEOL JAMP-7830F AES system equipped with
a hemispherical analyser and a field emission electron gun operating at an
acceleration voltage of 10 kV and a beam current of 10 nA (for details, see
Ref. [112] and its supplemental material). Sputter-depth profiling was per-
formed with a focused 1 keV Ar+ ion beam (rastering over the specimen
surface) in an intermittent mode with sputter steps of 20 s - 60 s (corres-
ponding to layer increments of thickness of 1.7 nm - 5.0 nm for Ag and of
1.1 nm -3.3 nm for Pd). In order to avoid ion channelling along low indexed
lattice planes an offset of ≈ 40.5◦ between the ion-gun and the specimen-
surface normal was chosen. After each sputter step, spectra of the AgNVV

(kinetic energy = 80 eV), PdNVV(78 eV), SiLMM(92 eV), PdMNN (326 eV),
AgMNN (351 eV), OKLL(503 eV) and SiKLL(1610 eV) Auger transitions were
recorded with an energy step size of 1 eV while scanning the primary elec-
tron beam over an area of 1 µm × 1 µm. The measured AES spectra were
differentiated by a 7 point-algorithm and fitted with a linear least squares
fitting procedure, or in the case of overlapping AES spectra, with the target
factor analysis [114]. The low energetic AgNVV and PdNVV AES transitions
were not considered for the evaluation, since the similarity of the kinetic
energies of these AgNVV and PdNVV AES electrons (80 eV and 78 eV, respect-
ively) does not allow a reliable separation with the target factor analysis.
In order to account for the effects of sputter-induced alterations, such as
ion bombardment induced atomic mixing and surface roughening, as well as
the intrinsic specimen surface and interface roughnesses, on the measured
intensity-depth profiles, an extended Mixing-Roughness-Information depth
(MRI) model has been applied [85, 112]. Thus, the genuine concentration-
depth profile is determined in a forward calculation approach (for details,
see Ref. [112]).
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5.3 Results and Discussion

5.3.1 Initial and annealed microstructure

The as-prepared Pd layer/Ag layer/Si substrate system exhibits a cube-on-
cube orientation relationship, as established by the XRD pole-figure meas-
urements (cf. section 5.2.2), according to (see figure 5.1)

Pd(0 0 1) ||Ag(0 0 1) ||Si(0 0 1), Pd[1 1 0] ||Ag[1 1 0] ||Si[1 1 0]. (5.2)

Both sublayers posses a very small (< 1 vol.%) amount of twins on {1 1 1}
planes, inclined with respect to the (001) oriented specimen surface, resulting
in a {5 1 1} texture component [183]. For both sublayers the pole figures
indicate the presence of small angle grain boundaries, i.e. mosaicity in the
single-crystalline sublayers; no grain boundaries could be observed by cross-
sectional TEM (see figure 5.2a).

The HRTEM image of the as-prepared specimen reveals a significant
amount of misfit dislocations at the Pd/Ag interface (see figure 5.2c), which
partially relax the large lattice mismatch of Ag and Pd of 5 %. The contrast
at the interface indicates that not all coherency stress had become relaxed
by the misfit dislocations at the Pd/Ag interface (cf. Ref. [224]).

a) b)

Ag (111) Pd (111)

7

55

403

2981

22026

162755

7

55

403

2981

22026

162755

Figure 5.1: (111) pole figures of the Pd/Ag bilayer at a) 2θ = 44.57◦

corresponding to Ag(111) and at b) 2θ = 46.94◦ corresponding to Pd(111)
reveal a cube on cube orientation relationship of both sublayers with the
Si(001) substrate. In addition to the Ag(111) and Pd(111) poles, reflections
from twins in both sublayers on 111 planes, inclined with respect to the
surface, can be observed (twinned volume < 1 vol.%). The intensity is
plotted on a logarithmic scale.
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Figure 5.2: a) Cross sectional TEM bright field image of an as-prepared
Pd(100 nm)/ Ag(150 nm) bilayer. b) The selected area diffraction pat-
tern of the as-prepared Pd/Ag bilayer (zone axis [110] for both sublayers)
shows distinct diffraction spots of the Ag and Pd sublayers and confirms the
single-crystalline nature of the sublayers. The contrast in the single crystal-
line layers is caused by thickness variations, coherency stress at the Pd/Ag
interface and (TEM-foil preparation-induced) defects. c) High resolution
cross-sectional TEM image of the as-prepared Pd/Ag interface, which shows
many misfit dislocations (indicated by white and red symbols). d) Cross sec-
tional TEM bright field image of an Pd/Ag bilayer after diffusion annealing
at 435 ◦C for 15 min. No nucleation of new grains, as by diffusion-induced
recrystallisation, is observed.
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AFM measurements show that the surface of the Pd/Ag bilayers (see
figure 5.3), as well as of Ag single layers (not shown) are very smooth with
a root mean squared roughness (RMS) of only 0.3 nm [218] and 0.5 nm for
the Ag single layer and the Pd/Ag bilayer, respectively. The bilayers are not
completely massive, holes occur with an average distance of ≈ 200 µm, which
is very much larger than the diffusion lengths (2

√
Dt < 13.6 nm) pertaining

to the experiments used for the determination of diffusion coefficients in this
study.
After 15 min of diffusion annealing at 435 ◦C the establishment of a dif-

fusion zone around the initial Pd/Ag interface could be observed (see fig-
ure 5.2d). The emerging contrast of the diffusion zone in the TEM bright
field diffraction-contrast image can be related to the diffusion induced devel-
opment of stress. No change in surface roughness or nucleation of new grains,
by diffusion induced recrystallisation, could be observed. However, after pro-
longed annealing (i.e. 2

√
Dt > 13.6 nm)2 segregation of Ag at the Pd/C in-

terface could be observed, which is accompanied by a pronounced increase in
surface roughness (see appendix 5.C). The AES sputter-depth profiling meas-
urements for the determination of the concentration-dependent chemical dif-
fusion coefficient were exclusively performed on specimens, which did not
show an increase of the specimen surface roughness (i.e. 2

√
Dt < 13.6 nm).
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Figure 5.3: AFM image of the surface of an Pd/Ag bilayer. The root mean
squared roughness of the surface is 0.5 nm.

2As estimated from the maximal chemical diffusion coefficient at the respective annealing
temperature.
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5.3.2 Concentration-depth profiles

The measured AES intensity-depth profiles of the as-prepared Pd/Ag bilayer
with a sharp interface (see figure 5.2c) can be described with the MRI para-
meters given in table 5.1 (see figure 5.4a). Similar MRI parameters were
obtained in case of epitaxial Au/Ag(0 0 1) thin films [218].

AES sputter-depth profiling revealed that upon diffusion annealing an
“asymmetric” intensity-depth profile develops (see figure 5.4b). Hence dif-
fusion of Pd into the Ag sublayer is considerably faster than the diffusion
of Ag into the Pd sublayer. Consequently, the developing concentration-
depth profiles cannot be described with a simple error function model with a
concentration-independent chemical diffusion coefficient [41]. In the present
study, the measured sputter-depth profiles were modelled by incorporating
appropriate physical diffusion models, involving a concentration-dependent
chemical diffusion coefficient, in the MRI forward calculation approach as
described below (see also Refs. [112, 218]).3

As shown by HRTEM analysis, the Pd/Ag interface exhibits a high dens-
ity of misfit dislocations (see figure 5.2c) due to the relatively large lattice
mismatch of Ag and Pd of 5 %. These defects serve as vacancy sources and
sinks [225–227] and thus the equilibrium vacancy concentration can be main-
tained during interdiffusion. This implies that the Darken equation [45] for
the chemical diffusion coefficient, D̃, incorporating the vacancy-wind factor,
Swind, of Manning [50, 59], can be applied (see also section 5.3.5):

D̃DM = ((1− xPd)DPd + xPdDAg) · Swind, (5.3)

where xPd is the molar fraction of Pd and DAg and DPd are the intrinsic
diffusion coefficients of Ag and Pd, respectively.4 The vacancy-wind factor,
Swind, which describes correlation effects in a random alloy arising by a net
flux of vacancies, can be approximated according to [50, 59]

Swind = 1 +
1− f
f
·

xAgxPd(D∗Ag −D∗Pd)2

(xAgD∗Ag + xPdD∗Pd) · (xAgD∗Pd + xPdD∗Ag)
, (5.4)

where f is the geometric correlation factor for the crystal-lattice (i.e. 0.7815
for the fcc crystal structure [50]) and D∗Ag and D∗Pd are the concentration-

3The depth resolution of the applied AES sputter-depth profiling technique, as estim-
ated from the MRI parameters obtained from an as-prepared specimen according to
Ref. [85], is ∆z =

p
(2σ)2 + (1.67λ)2 + (1.67w)2 ≈ 6.4 nm, which is less than half

of the mean diffusion length of 13.6 nm established in this study. The associated
broadening of the depth profile is accounted for in the quantitative analysis.

4The effect of the small (< 1 %) deviation of the molar volume from Vegard’s law [228]
is neglected in this study [103, 229].
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Figure 5.4: Measured AES sputter-depth profiles and deduced
concentration-depth profiles of a) an as-prepared Pd(100 nm)/Ag(150 nm)
bilayer and b) after diffusion annealing at 435 ◦C for 15 min. The sputter-
depth profiles were fitted by applying the MRI model (see section 5.2.4).
The experimental, measured data points have been indicated by blue dots.
The assumed genuine concentration-depth profile with a sharp interface for
the as-prepared specimen (a) or the fitted one for the annealed specimen
(b), as calculated by numerically solving Fick’s second law (as discussed in
section 5.3.2) have been plotted in red. The corresponding fitted normal-
ised intensity-depth profile, obtained by the MRI model, has been plotted
in green. The used MRI parameters have been listed in table 5.1.

Table 5.1: MRI parameters for roughness, σ, mixing, w, effective attenu-
ation length in the respective pure component, λ [92], mean effective backs-
cattering decay length, L, and backscattering correction factor, R [100].
The parameters σ, L and w have been obtained from a fit to an as-prepared
specimen adopting a step like concentration-depth profile. For the mixing
parameters, w, the projected ion range, as estimated by SRIM [94], has been
used as a starting value for the fitting.

σ wAg wPd λAgMNN
λPdMNN

LAg LPd RAg RPd RSi

1.99 nm 3.13 nm 2.88 nm 0.59 nm 0.68 nm 50 nm 50 nm 1.85 1.78 1.32
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dependent self-diffusion coefficients of Ag and Pd, respectively. Note that
Equation 5.4 is only a valid approximation for similar exchange (jump) fre-
quencies for Ag-vacancy and Pd-vacancy pairs [185]. Consideration of the
exact description of the vacancy-wind effect according to Ref. [186] has only
a small effect and can be neglected in this study (see appendix 5.B for an
estimation of the effect of the vacancy-wind factor on the deduced chemical
diffusion coefficient).

The concentration-dependent intrinsic diffusion coefficients, DAg andDPd,
can be determined from the exponential concentration-dependent self-diffu-
sion coefficients [195, 230] and the thermodynamic factor, Φ, [41] accord-
ing to

DAg(xPd) = D∗Ag(xPd) · Φ(xPd)

=
[
D∗Ag in Ag · exp(−mAg · xPd)

]
· Φ(xPd) (5.5)

DPd(xPd) = D∗Pd(xPd) · Φ(xPd)
= [D∗Pd in Pd · exp(−mPd · (1− xPd))] · Φ(xPd), (5.6)

whereD∗Ag in Ag is the self-diffusion coefficient of Ag in pure Ag andD∗Pd in Pd
the self-diffusion coefficient of Pd in pure Pd. mAg and mPd are asym-
metry parameters, which describe the concentration dependence of the self-
diffusion coefficients of Ag and Pd, respectively. The self-diffusion coeffi-
cients, D∗Ag(1) = D∗Ag in Pd = D∗Ag in Ag · exp(−mAg) = D∗Ag(0) · exp(−mAg)
and D∗Pd(0) = D∗Pd in Ag = D∗Pd in Pd ·exp(−mPd) = D∗Pd(1) ·exp(−mPd), are
the impurity diffusion coefficients of Ag in Pd and of Pd in Ag, respectively.
The thermodynamic factor, Φ, can be approximated [231] adopting a reg-

ular solution model for the Ag-Pd solid solution according to

Φ = 1− 2xPd(1− xPd)
Ω
RT

, (5.7)

where the concentration-independent interaction parameter Ω has been taken
as −9.15 kJ/mol [231],5 R is the universal gas constant and T is the absolute
temperature.
The self-diffusion coefficient of Ag in Ag (see Ref. [218]) is more than six

orders of magnitude larger than the self-diffusion coefficient of Pd in Pd [233]
in the temperature range of this study (356 ◦C - 455 ◦C). Consequently, the
chemical diffusion coefficient, calculated according to the Darken-Manning
equation, is dominated by the large intrinsic diffusion coefficient of Ag (see

5Note that at higher temperatures (1200 K) a more negative mixing enthalpy has been
reported [232], implying an interaction parameter of Ω = −20.64 kJ/mol.
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figure 5.5a). Therefore, the self-diffusion coefficient of Ag in Ag and the
impurity diffusion coefficient of Ag in Pd, which both determine the intrinsic
diffusion coefficient of Ag according to equation 5.6, were chosen as fitting
parameters (see appendix 5.A for an extended discussion of the chosen fitting
parameters), while the intrinsic diffusion coefficient of Pd was calculated
from literature data as follows:
(i) Literature data for the self-diffusion coefficient of Pd in Pd obtained

in the temperature range of 1050 ◦C - 1500 ◦C [233] were extrapolated 6 to
the temperature range of this study (356 ◦C - 455 ◦C).
(ii) The self-diffusion coefficients of Pd in Ag obtained in Ref. [215] can-

not be straightforwardly extrapolated to the temperature range of this study
because of the unknown contribution of divacancies in Ag to Pd diffusion in
Ag (see Ref. [218] for a discussion of the divacancy contribution to (impur-
ity) diffusion in Ag). Therefore, a double Arrhenius equation [53, 202] was
fitted to the self-diffusion coefficients of Ref. [215] in order to estimate the
contribution of divacancies to the diffusion mechanism of Pd in Ag:

D = D0,1V · exp
(
−Q1V

RT

)
+D0,2V · exp

(
−Q2V

RT

)
, (5.8)

where D0,1V , D0,2V , Q1V and Q2V are the temperature independent pre-
exponential factors and temperature independent activation enthalpies of
the monovacancy (1V) contribution and the divacancy (2V) contribution,
respectively. The activation enthalpy of the monovacancy mechanism was
chosen in such a way that a fit of equation 5.8 to the self-diffusion coefficients
of Ref. [215] results in approximately the same divacancy contribution to
the diffusion mechanism of Pd in Ag as for Ag (self-diffusion) in Ag (see
Ref. [218]). The thus determined activation enthalpies and pre-exponential
factors for Pd diffusion in Ag are Q1V = 2.20 eV, Q2V = 2.89 eV, D0,1V =
4.07 · 10−5 m2/s and D0,2V = 2.77 · 10−2 m2/s (see table 5.2). This crude
estimation of the divacancy contribution to the diffusion mechanism of Pd
in Ag is expected to represent an upper limit for the extrapolated impurity
diffusion coefficients of Pd in Ag at low temperatures (see appendix 5.A.2
for a discussion of the impact of a smaller impurity diffusion coefficient of
Pd in Ag on the determined value of the chemical diffusion coefficient).
It is concluded that the fitting parameters in the MRI forward calculation

approach for the determination of the genuine concentration-depth profile

6Note that, contrary to Ag self-diffusion in Ag (see what follows in the main text),
self-diffusion of Pd in Pd occurs only by the (mono)vacancy mechanism [233]. Con-
sequently it is fully justified to extrapolate the high temperature self-diffusion coeffi-
cients of Pd in Pd straightforwardly to lower temperatures.
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of the diffusion annealed specimens are the self-diffusion coefficient of Ag
in Ag (D∗Ag in Ag), the impurity diffusion coefficient of Ag in Pd (D∗Ag in Pd)
and the location of the initial Pd/Ag interface. The genuine concentration-
depth profile was calculated for each set of values of the fitting parameters by
solving Fick’s second law numerically using a fully implicit finite difference
scheme [103].

5.3.3 Chemical diffusion coefficient

The deduced concentration-dependent chemical diffusion coefficient at all
investigated temperatures shows an upward curvature with a maximum at
xPd ≈ 0.12 (see figure 5.5b). The chemical diffusion coefficient is gener-
ally larger at larger Ag concentrations and decreases monotonously beyond
xPd > 0.12. This concentration dependence is reflected in the “asymmetric
broadening” of the original interface as observed upon diffusion annealing
(see figure 5.4b). The observed asymmetry in the interdiffusion behaviour
can be qualitatively interpreted with the different homologous temperat-
ures (T/Tm) of Ag and Pd. The higher homologous temperature of Ag
(Tm = 660 ◦C) than of Pd (Tm = 1555 ◦C) during diffusion annealing results
in a higher vacancy concentration in the Ag sublayer than in the Pd sublayer
and consequently leads to a larger (chemical) diffusion coefficient in Ag than
in Pd.
Due to the similarity of the strong concentration dependencies of the self-

diffusion coefficients of Pd and Ag (see figure 5.5a), the chemical diffusion
coefficient varies only by about three orders of magnitude, despite the large
difference of six orders of magnitude of the self-diffusion coefficients of Ag in
Ag and Pd in Pd. This concentration dependence of the chemical diffusion
coefficient of the system Pd/Ag is similar to that of the system Pd/Cu [234],
even though the difference in the self-diffusion coefficient of Cu in Cu [235]
and the self-diffusion coefficient of Pd in Pd [233] is only three orders of
magnitude.
The temperature dependence of the chemical diffusion coefficient for dif-

ferent Pd concentrations can be described with an Arrhenius equation in the
investigated temperature range from 356 ◦C to 455◦C. The deduced activ-
ation enthalpies and pre-exponential factors are shown in figure 5.6. Note
that the uncertainty range of the deduced activation enthalpy and that of
the pre-exponential factor, indicated in figure 5.6, increase considerably with
increasing Pd concentration. This is related to the smaller sensitivity of the
applied procedure for the determination of the chemical diffusion coefficient
at higher Pd concentrations.
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5.3.4 Fitted self-diffusion/impurity diffusion coefficients

The determined self-diffusion coefficient of Ag in Ag and the impurity dif-
fusion coefficient of Ag in Pd are shown as function of the reciprocal tem-
perature in figure 5.7. The self-diffusion and impurity diffusion coefficients
obtained by extrapolation from literature data at higher temperatures (as
discussed in section 5.3.2) are shown as well in figure 5.7.
The here determined self-diffusion coefficients of Ag in Ag are about a

factor of 3.7 smaller and have a slightly larger activation enthalpy and
slightly larger pre-exponential factor than those reported in Ref. [218], which
is within the error margin of the applied sputter-depth profiling technique
(see figure 5.7).
The impurity diffusion coefficient of Ag in Pd is about three orders of

magnitude smaller than the self-diffusion coefficient of Ag in Ag, but exhib-
its the same activation enthalpy of 1.9 eV. No literature values exist for Ag
impurity diffusion in pure Pd and the here deduced impurity diffusion coeffi-
cient of Ag in Pd can only be compared with extrapolated literature values,
as follows. An approximated impurity diffusion coefficient of Ag in pure Pd
can be obtained by extrapolating the values given in Ref. [195] for the self
diffusion coefficient of Ag in Ag1−xPdx solid solutions with x < 22 at.%
to pure Pd. Noteworthy, the thus obtained values for the impurity diffusion
coefficients of Ag in Pd as function of temperature deviate only slightly from
the here determined experimental values (see figure 5.7). Hence it follows
that in contrast to Ag self-diffusion in Ag (cf. Ref. [218]) the divacancy con-
tribution to impurity diffusion of Ag in Pd is small, which is compatible with
the negligible contribution of divacancies to Pd diffusion in Pd [233].
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diffusion coefficient of Ag in Pd presented here is extrapolated from data in
Ref. [195] for (bulk) Ag1−xPdx solid solutions with x < 22 at.%.

Table 5.2: Activation enthalpy, Q, and pre-exponential factor, D0, of the
self-diffusion and impurity diffusion coefficients.

Q1V D0,1V Q2V D0,2V Reference
in eV in kJ/mol in m2/s in eV in kJ/mol in m2/s

Ag in Ag 1.77 171 5.44 ·10−6 2.46 237 3.96 ·10−6 [218]
1.88 ± 0.03 181 ± 3 9.01+9

−3 ·10−6 this study

Ag in Pd 1.94 ± 0.15 187 ± 15 4.19+331
−3 ·10−9 this study

1.90 183 7.42 ·10−9 [195]
Pd in Ag 2.20 212 4.07 ·10−5 2.89 279 2.77 ·10−2 data from [215]
Pd in Pd 2.76 ± 0.03 266 ± 3 2.05+0.5

−0.4 ·10−5 [233]
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5.3.5 Application of the Nernst-Planck equation

In the absence of vacancy sources and sinks the equilibrium vacancy concen-
tration cannot be maintained during substitutional interdiffusion (cf. sec-
tion 5.3.2). Then the chemical diffusion coefficient should be described ac-
cording the Nernst-Planck equation [46–50]:

D̃NP =
DAgDPd

xAgDAg + xPdDPd
. (5.9)

In the following it is investigated, if the measured sputter-depth profiles can
be described on this basis.
As discussed in section 5.3.2 (see also appendix 5.A.1), the chemical diffu-

sion coefficient is dominated by the large intrinsic diffusion coefficient of Ag,
if the Darken-Manning treatment is adopted. If the Nernst-Planck treat-
ment is adopted, the chemical diffusion coefficient is dominated by the small
intrinsic diffusion coefficient of Pd (see appendix 5.A.1). Thus it is not pos-
sible to adopt the same fitting parameters, as applied adopting the Darken-
Manning treatment. It is now necessary to fit the impurity diffusion coef-
ficient of Pd, i.e. the self-diffusion coefficient of Pd in Pd and the impurity
diffusion coefficient of Pd in Ag and adopting the self-diffusion coefficient of
Ag in Ag and the impurity diffusion coefficient of Ag in Pd from extrapol-
ated literature data. Since no literature data is available for the impurity
diffusion coefficient of Ag in Pd at the low annealing temperatures applied
in this study, the impurity diffusion coefficients of Ag in Pd as obtained from
the fit applying the Darken-Manning equation has been used here. Note that
the physical meaning of the intrinsic diffusion coefficients is the same for the
Darken-Manning treatment and the Nernst-Planck treatment.
The resulting concentration-dependent chemical diffusion coefficient, as

obtained here by adopting the Nernst-Planck treatment, can be compared
with that obtained in section 5.3.3 by adopting the Darken-Manning treat-
ment (see figure 5.8). Despite the entirely different fitting parameters (i.e. the
intrinsic diffusion coefficient of Ag for the Darken-Manning treatment and
the intrinsic diffusion coefficient of Pd for the Nernst-Planck treatment) the
resulting concentration-dependent chemical diffusion coefficients are very
similar for xPd > 0.5 and differ only modestly for xPd < 0.5, which has
also been observed in an interdiffusion study for Au/Ag bilayers [218].
However, the fitted self-diffusion coefficients of Pd in Pd (applying the

Nernst-Planck treatment) are two orders of magnitude larger than as expec-
ted from literature values. Hence, as expected (cf. section 5.3.2), the Nernst-
Planck equation is not applicable to describe the measured concentration-
depth profiles; the Darken-Manning equation has to be applied.
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Figure 5.8: Concentration-dependence of the intrinsic and chemical dif-
fusion coefficient as determined in this work, applying either the Darken-
Manning (D-M) treatment or the Nernst-Planck (N-P) treatment for a
Pd/Ag bilayer annealed at 435 ◦C for 15 min. The determined chemical
diffusion coefficients, obtained applying the D-M treatment or the N-P treat-
ment, are very similar for x > 0.5 and differ only modestly for x < 0.5. A
good agreement of the deduced self and impurity diffusion coefficients with
extrapolated literature data is obtained when the D-M treatment is applied.
If the N-P treatment is applied the deduced self-diffusion coefficient of Pd
in Pd is about two orders of magnitude larger than that expected from ex-
trapolated literature values [233]. Note that the fitting parameters for the
D-M treatment and the N-P treatment are different (see discussion in sec-
tion 5.3.5).

5.3.6 Stress development during interdiffusion

No conclusive experimental study of the interrelation of stress and interdif-
fusion is available, apart from work on the effect of a pure hydrostatic state
of stress on diffusion (see e.g. Refs [28] and [27]). This in particular also
holds for previous studies on interdiffusion in Pd/Ag thin films [10, 236–239].
This is mainly, but not only, caused by the occurrence of pronounced micro-
structural changes during diffusion annealing, especially in nano-crystalline
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materials: grain growth, related with DIGM [22–26] and DIR [7, 9, 10, 239]
occur. The decrease of grain-boundary density is associated with the reduc-
tion of excess free volume, as present in a grain boundary for a polycrystalline
thin film attached onto a (rigid) substrate, and leads to the emergence of
a tensile stress component parallel to the film surface [240]. Such stress
changes mask the stress change intrinsically caused by the interdiffusion
process and the corresponding compositional changes. In order to minimise
microstructural changes, such as grain growth, during diffusion annealing,
single-crystalline specimens have been applied in the present study.

Indeed, no microstructural changes could be detected at gentle annealing
conditions (see section 5.3.1) (relevant for the experiments dealt with in
sections 5.3.2-5.3.5); microstructural changes, such as Ag segregation to the
C/Pd interface, occur only at much prolonged diffusion annealing treatments
(see appendix 5.C), as unavoidable for the in-situ XRD stress measurements
(cf. section 5.2.3).

Evolution of the X-ray diffraction profiles

For the as-prepared specimens the as-measured corresponding diffraction
profiles of Ag and Pd are well separated (see the blue curves in figures 5.9a
and b). Upon diffusion annealing, the intensity maxima of the Ag and Pd
diffraction profiles decrease (see figure 5.9d). At the same time the Ag dif-
fraction profiles become visibly asymmetric: a shoulder develops at the high
angle side, which increases with time (see figure 5.9c). The development of
this intensity shoulder is indicative of the formation of an Ag rich Ag1−xPdx
solid solution upon interdiffusion (the lattice parameter of Ag decreases upon
dissolving Pd [228]). Since Pd diffusion in Ag is much faster than Ag dif-
fusion in Pd (see section 5.3.2 and figure 5.5), the formation of an Ag rich
Ag1−xPdx solid solution is much more pronounced than the formation of a
Pd rich Ag1−xPdx solid solution at the interface of the diffusion couple (see
the determined concentration-depth profile in figure 5.4b) and consequently,
no such intensity shoulder develops at the lower angle side of the Pd diffrac-
tion profile (the lattice parameter of Pd increases upon dissolving Ag [228]).
Only the maximum intensity of the Pd diffraction profile decreases with in-
creasing annealing time, because of the loss of Pd from the originally pure
Pd sublayer by diffusion of Pd into the Ag sublayer (see figure 5.9d). The
maximum intensity of the Ag diffraction profile generally decreases with in-
creasing annealing time due to the loss of Ag by diffusion from the initially
pure Ag layer in the Pd sublayer. Contributions like stress development,
stress relaxation and small changes in the specimen alignment during thermal
cycling cause intensity fluctuations, which are more pronounced for the Ag
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Figure 5.9: Peak evolution of a) the Ag 202 diffraction profile as-measured
in the diffraction-angle range of 2θ = 62.7◦ − 66.5◦, ψ = φ = 45◦ and
b) the Pd 202 diffraction profile as-measured in the diffraction-angle range
of 2θ = 66.1◦ − 70.1◦, ψ = φ = 45◦, during thermal cycling and isothermal
annealing at 417 ◦C (cf. section 5.2.3) of an Pd/Ag bilayer. c) During thermal
cycling, a shoulder develops at the high angle side of the Ag 202 diffraction
profile, while d) only a decrease of the maximum intensity of the Pd 202
diffraction profile can be observed at annealing temperatures between 400 ◦C
and 417 ◦C. Note that a small change in the alignment of the specimen due to
thermal expansion during thermal cycling changes the maximum intensity,
which is more pronounced for the sharper Ag 202 diffraction profile (FWHM
≈ 0.30◦) than the broader Pd 202 diffraction profile (FWHM ≈ 0.37◦).
a-c) All peaks have been shifted to have their maximum at the same 2θ
value (to compensate for the peak shift due to changing in-plane film stress)
for better comparison (∆2θ indicates the difference of the diffraction angle
with respect to the position of the peak maximum). In addition an ordinate
shift for the different annealing times has been applied in a) and b). The
indicated times correspond with the total, cumulative times of annealing
(first cycle, second cycle and third cycle with isothermal annealing at 417 ◦C;
cf. section 5.2.3).
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diffraction profile than for the Pd diffraction profile (which corresponds with
a less distinct mosaicity of the Ag sublayer; cf. section 5.3.1).

The here observed trends in the development of the XRD diffractogram
during interdiffusion are in agreement with model calculations of the evolu-
tion of the X-ray diffraction profiles upon diffusion annealing [241–243] (see
appendix 5.D and Ref. [10]). It is emphasised here that the development
of the shoulder at the high angle side of the Ag diffraction profiles is not
associated with the formation of new grains of some preferred composition,
as it has been observed in an interdiffusion study of polycrystalline Pd/Ag
thin films [10]. The development of this intensity shoulder is exclusively
the result of the establishment of an asymmetric concentration-depth profile
due to the pronounced concentration dependence of the chemical diffusion
coefficient and not due to the formation of new grains (see section 5.2.2).

In-plane stress evolution during thermal cycling

The measured evolution of the equibiaxial in-plane film stresses, σ|| (cf.
Eq. 5.1a), and of the strain-free lattice parameters, a0 (cf. Eq. 5.1b), in
each sublayer during thermal cycling are shown in figure 5.10. Note that
the extent of interdiffusion during thermal cycling is negligible small at tem-
peratures below 400 ◦C (e.g. cf. figure 5.9d) and consequently interdiffusion
does not contribute significantly to the stress evolution during thermal cyc-
ling (with a maximum temperature of 417 ◦C).

Ag sublayer The as-deposited Ag sublayer in the Pd/Ag bilayer exhibits
an in-plane tensile stress of 82 MPa. Upon heating, the stress in the Ag sub-
layer follows the thermoelastic line7 up to a temperature of 100 ◦C (see blue
line in figure 5.10a) while the stress in the Ag sublayer decreases to about
0 MPa. Upon further temperature increase non-reversible stress relaxation
mechanisms such as thermally activated dislocation glide (and possibly also
climb) [245–249], become operative and the stress becomes less negative than
predicted by the thermoelastic line. At a temperature of about 300 ◦C an
about constant maximum compressive stress of −138 MPa is established:
stress build-up by thermal misfit and stress relaxation appear to establish
a stationary state. Upon cooling the specimen from 417 ◦C back to room

7In order to calculate the strain/stress of the single-crystalline Ag sublayer confined by
the rigid Si substrate, the temperature-dependent single-crystalline elastic constants
of Ag [244] and the temperature-dependent thermal expansion coefficients of Ag [221]
and Si [221] have been applied. Note that due to the consideration of the temperature
dependence of the thermal expansion coefficients, the expected thermal stress is not a
linear function of temperature.
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temperature, the stress curve follows the thermoelastic line down to a tem-
perature of 125 ◦C and a tensile stress of 185 MPa. Upon further cooling,
the stress becomes that large that relaxation by dislocation glide [245] be-
comes feasible and a slightly downward curvature from the thermoelastic
line is observed; the tensile stress upon returning at room temperature is
232 MPa. The shape of the second thermal cycle (red curve in figure 5.10a)
can be discussed on the same basis as the first thermal cycle (blue curve in
figure 5.10a). The thermoelastic line is followed upon heating until a com-
pressive stress develops in the Ag sublayer. Since the starting tensile stress
at room temperature for the second cycle is higher than for the first cycle,
the temperature, at which the tensile to compressive transition occurs for
the Ag sublayer is higher for the second cycle: 220 ◦C as compared to 100 ◦C
for the first cycle. Compatible with the discussion of the first thermal cycle,
the maximum compressive stress at 417 ◦C in the second cycle (−120 MPa)
is about equal to that of the first cycle (−138 MPa). During subsequent iso-
thermal annealing for ≈ 4.4 h at 417 ◦C in the third thermal cycle (no such
isothermal anneals were performed in the first and second thermal cycles;
cf. section 5.2.3), the compressive stress at 417 ◦C continuously relaxes from
the initial value of −115 MPa to −80 MPa (see figure 5.10e), while the av-
eraged strain-free lattice parameter of the Ag sublayer decreases as a result
of interdiffusion (dissolution of Pd into the Ag sublayer) (see figure 5.10f).

Pd sublayer The as-deposited Pd sublayer in the Pd/Ag bilayer exhib-
its an in-plane tensile stress of 385 MPa. Upon heating, the stress in the
Pd sublayer follows the thermoelastic line8 up to a temperature of 350 ◦C
while the film stress decreases to about 20 MPa. Upon further temperature
increase non-reversible stress relaxation mechanisms become operative (see
discussion of the Ag sublayer) and the stress deviates from (decreases less
than predicted by) the thermoelastic line. The stress reached at 417 ◦C
equals −19 MPa. During subsequent cooling to room temperature the stress
change fully complies with the thermoelastic line, leading to a tensile stress of
430 MPa upon returning at room temperature. The following second thermal
cycle can be fully described by thermoelastic behaviour upon annealing and
subsequent cooling. During the isothermal annealing for ≈ 4.4 h at 417 ◦C in
the third cycle, only a very small stress relaxation is observed: the compress-
ive stress decreases from −17 MPa at the beginning of isothermal annealing
to −14 MPa at the end of isothermal annealing (see figure 5.10e). During the
isothermal annealing no change of the strain-free lattice parameter occurs.
8In order to calculate the strain/stress of the single-crystalline Pd sublayer confined by
the rigid Si substrate, the temperature-dependent single-crystalline elastic constants
of Pd [244] and the temperature-dependent thermal expansion coefficients of Pd [221]
and Si [221] have been applied.
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Figure 5.10: Evolution of the stress parallel to the surface, σ||, a) in the
Ag sublayer and c) in the Pd sublayer of the Pd/Ag bilayer as function of
the annealing temperature. The stress parallel to the surface as well as the
strain-free lattice parameter of b) the Ag sublayer and d) the Pd sublayer
in the Pd/Ag bilayer as function of the annealing time. The results shown
in a)-d) have been obtained during thermal cycling (cf. section 5.3.6): The
first thermal cycle has been indicated in dark blue, the second cycle in red
and the last cycle, including the isothermal annealing at 417 ◦C for 4 h, in
light blue. The theoretically expected thermal stress due to the different
thermal expansion coefficients of the material and the substrate are shown
as black lines, for the heating in the first and second cycle, in a) and c). e)
Stress evolution in the Ag sublayer and the Pd sublayer during isothermal
annealing at 417 ◦C. f) During isothermal annealing and subsequent cooling
the determined strain-free lattice parameter of the Ag sublayer (green circles)
deviates from the expected strain free lattice parameter (becomes smaller
than) as expected for pure Ag (black circles) due to intermixing with Pd.
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Discussion of stress evolution during interdiffusion

During interdiffusion, different mechanisms may contribute to the overall
stress change in the individual sublayers [22–26]:
(i) Difference in molar volume: If the molar volume of the components is

different, a compressive compositional stress contribution arises in the sub-
layer composed mainly of the component with the smaller molar volume and
correspondingly a tensile compositional stress contribution arises in the sub-
layer composed mainly of the component with the larger molar volume. The
effect of this compositional stress on interdiffusion has been modelled by the
theory of Larché and Cahn [60–62] on the basis of a network solid, i.e. no lat-
tice sites are generated or annihilated during interdiffusion (see section 5.3.7).
Since Pd exhibits a smaller molar volume than Ag, the substitution of an
Ag atom with a Pd atom upon interdiffusion leads to a tensile compositional
stress component in the Ag sublayer and, vice versa, the substitution of a Pd
atom with an Ag atom leads to the build-up of a compressive compositional
stress component in the Pd sublayer.
(ii) Difference in atomic fluxes: For a system which shows asymmetric sub-

stitutional interdiffusion, the equilibrium vacancy concentration-depth pro-
file might not be maintained upon diffusion annealing. If no vacancy sources
and sinks are operative, the sublayer composed of the component diffusing
faster in the sublayer composed (mainly) of the other component becomes
vacancy supersaturated, whereas the sublayer composed of the component
diffusing slower in the sublayer composed of (mainly) the other component
becomes vacancy depleted. Since the atomic volume of an atom is generally
distinctly larger than the volume of a vacancy, a tensile stress component is
induced in the sublayer becoming supersaturated with vacancies and a com-
pressive stress component is induced in the sublayer becoming depleted with
vacancies. In the present case Pd diffuses faster in Ag than Ag in Pd (see fig-
ures 5.4b, 5.5 and 5.7; i.e. D∗Ag in Pd < D∗Pd in Ag). Therefore, a tensile stress
component develops in the Pd sublayer and a compressive stress component
develops in the Ag sublayer.
Hence, on the basis of the above discussion it could be suggested that the

mechanisms (i) and (ii) generate (to an unknown extent (see what follows))
compensating stress components in each of both sublayers.
Due to the considerable lattice mismatch of Ag and Pd the Pd/Ag bilayer

is characterised by a semi-coherent interface with a relatively high density
of misfit dislocations (cf. see figure 5.2c and section 5.2.2). These misfit
dislocations can serve as vacancy sources and sinks upon interdiffusion. The
excess vacancies introduced in the Pd sublayer, due to the fast diffusion of
Pd atoms into the Ag layer (see above), as compared to the slow diffusion
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of Ag atoms into the Pd sublayer, can be annihilated by positive climb of
such misfit dislocations [225] into the Pd sublayer. This positive climb of
the misfit dislocations causes the development of a (further, see (ii) above)
tensile stress component in the Pd sublayer. The creation of vacancies in
the Ag sublayer, which is necessary to maintain the equilibrium vacancy
concentration, due to the discussed asymmetric interdiffusion behaviour, can
occur by negative climb of misfit dislocations. This negative climb of misfit
dislocations could cause the development of a compressive stress component
in the Ag sublayer. However, since the volume diffusion length of Ag in Ag is
of the order of the Ag sublayer thickness at the annealing conditions applied
in this study (the volume diffusion length of Pd in Pd is orders of magnitude
smaller: < 0.1 nm), it is more likely that vacancies generated at defects in
the Ag layer or at the Ag/substrate interface diffuse to the Pd/Ag interface
and establish and maintain the desired equilibrium vacancy concentration in
the Ag sublayer.
On the basis of the above discussion, it is expected that in the stage where

appreciable interdiffusion occurs (i.e. in the thermal cycle experiments not
before a temperature above 400 ◦C occurs) (a) diffusion annealing induces a
tensile compositional stress component in the Ag sublayer without a (com-
pressive stress) contribution due to a difference in atomic fluxes, due the
establishment and maintenance of the equilibrium vacancy concentration in
the Ag sublayer by the generation of vacancies at defects in the Ag sublayer,
and (b) diffusion annealing induces a compressive compositional stress com-
ponent in the Pd sublayer as well as a tensile stress component due to the
annihilation of excess vacancies by positive climb of misfit dislocations ori-
ginally located at the Pd/Ag interface in order to establish and maintain the
equilibrium vacancy concentration.
It now can be concluded that in the temperature range where interdiffu-

sion in the Pd/Ag bilayer takes place, compressive stress build-up occurs in
the Ag sublayer as a consequence of thermal misfit. The build-up of a tensile
compositional stress (due to replacement of Ag atoms by Pd atoms) would
occur in the temperature range where stress relaxation mechanism operate
in the Ag sublayer (T > 400 ◦C) and thus are not apparent in the meas-
ured stress. The observed relaxation of the measured compressive stress (as
revealed by the stress measurements at T > 400 ◦C and at the isothermal
annealing temperature of 417 ◦C; see figure 5.10b) can be ascribed to com-
positional stress and predominantly to microstructural changes associated
with dislocation climb and glide (power-law creep by climb-plus-glide [250])
and also out-diffusion of Ag through domain boundaries and holes in the Pd
layer (see microstructural characterisation after prolonged diffusion anneal-
ing in section 5.C).
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5.3 Results and Discussion

For the Pd sublayer, in the temperature range where interdiffusion in the
Pd/Ag bilayer takes place, a compressive thermal stress component, a com-
pressive compositional stress component (due to replacement of Pd atoms
by Ag atoms) and a tensile stress component (due to the introduction of
excess vacancies and their annihilation (by positive climb of misfit dislo-
cations)) can occur. The latter component can contribute to the decrease
of the measured compressive stress at T > 400 ◦C and during isothermal
annealing at 417 ◦C (see figure 5.10d).
Since the self-diffusion coefficient of Ag in Ag is about six orders of mag-

nitude larger than the self-diffusion coefficient of Pd in Pd, any stress relax-
ation may proceed much faster in the Ag sublayer than in the Pd sublayer.
Indeed at the (highest) isothermal annealing temperature of 417 ◦C an only
small decrease of compressive stress was observed in the Pd sublayer, but
a distinct decrease of compressive stress occurred in the Ag sublayer (see
figure 5.10e).

5.3.7 Effect of stress on interdiffusion

Effect of compositional strain

Due to the different atomic sizes of Pd and Ag, compositional strain can
develop upon interdiffusion (mechanism (i) discussed in section 5.3.6). The
effect of compositional strain on interdiffusion has been described under
the assumption that no lattice sites are generated or annihilated during
interdiffusion (such solids are called “network” solids) [60–62]. According to
this model, the compositional strain changes the gradient of the diffusion
potential (the so-called diffusion potential replaces the role of the chemical
potential in a crystalline solid; the chemical potential can only be used in a
stress-free or only hydrostatically stressed state). The concentration-depth
profile in the Pd/Ag bilayer (assuming that it can be considered as a network
solid) can be calculated according to [251]

∂xAg
∂t

=
∂

∂z

[
D̃

(
1 +

2η2xAg(1− xAg)V ′

ΦRT
·

[(xAg − x0)(YAg − YPd) + Y ]
)
∂xAg
∂z

]
,

(5.10)

where xAg is the local concentration of Ag, x0 is the local concentration
of Ag before diffusion annealing, t is the diffusion time, z is the location
(depth), η denotes the local difference in partial molar volumes, V , of the
components η = (V Pd − V Ag)/(3V ′), where V ′ is the molar volume of the
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reference state (i.e. the local molar volume before diffusion annealing), Φ
represents the thermodynamic factor, YAg and YPd are the biaxial moduli
of pure Ag and Pd, respectively (= c11 + c12 − 2 · c12/c11, with c11 and
c12 as the elements of the stiffness tensor of the single crystal) of pure Ag
and Pd, respectively and Y denotes the local biaxial modulus at the local
concentration xAg, i.e. Y = xAgYAg + (1− xAg)YPd.
Adopting this version of Fick’s second law and adopting the fitting pro-

cedure for the measured sputter-depth profiles as described in section 5.3.2,
the obtained, fitted values of the self-diffusion coefficients of Ag in Ag are the
same, within error limits, as those obtained without considering such com-
positional strain. The impurity diffusion coefficients of Ag in Pd are a factor
of two to eight larger if compositional strain, as described by equation 5.10,
is considered (see figure 5.11).
However, as made likely before (cf. section 5.3.6) the approach by Larché

and Cahn is likely not applicable for in any case the system Pd/Ag because
the number of lattice sites clearly is not conserved upon interdiffusion (see
discussion in section 5.3.6). The calculation in this section is only meant
to demonstrate that the influence of compositional strain on the diffusion
coefficients presented in this work is very limited.
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Figure 5.11: Comparison of the self-diffusion coefficient of Ag in Ag and
the impurity diffusion coefficient of Ag in Pd as obtained from the present
experimental data using the procedure presented in this paper, adopting the
Darken-Manning treatment, (see section 5.3.2) and as obtained if the effect
of compositional strain, as described by the theory of Larché and Cahn for a
network solid [60–62], is Incorporated. Literature data for the self-diffusion
of Ag in Ag (cf. Ref. [218]) and the impurity diffusion coefficient of Ag in
Pd [195] (extrapolated to the temperature range of this study) are shown as
well.

110



5.4 Conclusions

Effect of hydrostatic stress component

It can be suggested that the effect of a planar state of stress on the inter-
diffusion in the Pd/Ag bilayer can be approximately assessed by considering
its equivalent hydrostatic stress component: p = 2/3σ||. The effect of hy-
drostatic pressure, p, on the diffusion coefficient, D, is usually described
according to [50] (

∂ lnD
∂p

)
T

= −∆V
RT

, (5.11)

where ∆V is the activation volume.
For Ag self-diffusion, the activation volume in the temperature range used

in this study is 0.66 ΩAg [194] (atomic volume, ΩAg = 1.03 · 10−5 m3/mol).
Taking the activation volume of Pd impurity diffusion in Ag as equal to that
for Ag self-diffusion9 and using the hydrostatic stress component equivalent
to the equibiaxial planar state of stress in the Ag sublayer at the beginning of
the isothermal annealing at 417 ◦C (see section 5.3.6), (p = 2/3 ·−115 MPa),
the effect of the planar stress on the diffusion coefficient can be crudely estim-
ated. It follows that the impurity diffusion coefficients of Pd in Ag and the
self-diffusion coefficients of Ag in Ag are about 18 % larger if the compress-
ive film stress is considered. This difference is within the experimental error
range for the diffusion coefficients presented in this work (cf. table 5.2).10

The planar stress in the Pd sublayer at the beginning of isothermal anneal-
ing at 417 ◦C (see section 5.3.6) is negligibly small (-17 MPa). No activation
volumes for self-diffusion in Pd have been reported. When an activation
volume of 0.66 ΩPd, (ΩPd = 8.86 · 10−6 m3/mol) for the impurity diffusion
of Ag in Pd is assumed, the deduced impurity diffusion coefficients are less
than 2 % larger than the values presented in this work (see figure 5.7).

5.4 Conclusions

• The concentration-dependent chemical diffusion coefficient for Pd/Ag
diffusion couples, the self-diffusion coefficient of Ag in Ag and the im-
purity coefficient of Ag in Pd have been determined in the temperature
range of 356 ◦C to 455 ◦C, corresponding to a diffusion length of about

9Note that the activation volume of Pd impurity diffusion is expected to be different
from the activation volume for Ag self-diffusion due to the different atomic sizes and
atom-vacancy interactions.

10It is noted that the agreement with the self-diffusion coefficients of Ag in Ag as re-
ported in the literature (as determined from bulk diffusion couples, which are likely
not affected by stresses) increases if the effect of compressive film stress is considered
(cf. figure 5.7).
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10 nm, utilising single-crystalline Ag/single-crystalline Pd bilayers, ap-
plying AES sputter-depth profiling.

• The concentration-depth profiles after diffusion annealing can only be
described by applying the Darken-Manning equation. Adopting the
Nernst-Planck equation leads to physically unreasonable self-diffusion
coefficients. The equilibrium vacancy concentration is maintained by
the presence of defects allowing vacancy generation and annihilation,
as misfit dislocations, originally present at the interface of the Pd/Ag
sinlge-crystalline diffusion couples.

• Due to the similarity of the strong concentration dependences of the
intrinsic diffusion coefficients of Ag and Pd, the chemical diffusion
coefficient varies only by about three orders of magnitude over the
whole composition range, despite the large difference of six orders of
magnitude in the self-diffusion coefficients of Ag in Ag and Pd in Pd.

• The deduced impurity diffusion coefficients of Ag in Pd indicate that
the contribution of divacancies to Ag diffusion in Pd is small.

• Upon diffusion annealing a tensile compositional stress can develop in
the Ag sublayer. In addition to the operating stress relaxation mechan-
isms which are promoted by the very high self-diffusion of Ag, thereby
an (initial) compressive state of thermal stress decreases significantly.

• Upon diffusion annealing a compressive compositional stress can de-
velop in the Pd sublayer. A minor tensile stress component, com-
pensating in a minor way the (initial) compressive thermal stress and
the compressive compositional stress, develops by the positive climb of
misfit dislocations (thereby establishing the equilibrium vacancy con-
centration in the Pd sublayer). (Other) Relaxation mechanisms do not
operate significantly in the Pd sublayer.

• The effect of compositional stress as predicted by the Larché-Cahn
treatment for network solids, and the effect of a hydrostatic component
of stress equivalent to the prevailing planar state of stress are vanish-
ingly small (i.e. of about the experimental accuracy of the diffusion-
coefficient values determined in this work).
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Appendix 5.A Determination of the
concentration-dependent chemical
diffusion coefficient

For the determination of the concentration-dependent chemical diffusion
coefficient from the measured sputter-depth profiles some assumptions, in-
dicated in section 5.3.2, had to be made. In the following, the impact of
these assumptions on the obtained results is investigated.

5.A.1 Fitting of the impurity diffusion coefficients of Ag in Pd and of
Pd in Ag

The self-diffusion coefficients of Ag [218] and Pd [233] are well known at
higher temperatures. Extrapolation of these data down to the low an-
nealing temperatures applied in this study has been performed. Choosing
these self-diffusion coefficients as fixed parameters for the calculation of the
concentration-depth profile by the MRI forward calculation approach (see
section 5.3.2), while fitting the unknown impurity diffusion coefficients of Ag
in Pd and of Pd in Ag, then appears to be the best approach. However, fitting
of these two impurity diffusion coefficients, while adopting the self-diffusion
coefficient of Ag in Ag [218] and the self-diffusion coefficient of Pd in Pd [233]
from literature, results in a physically unrealistic concentration-dependence
of the chemical diffusion coefficient by applying either the Darken-Manning
treatment or the Nernst-Planck treatment (see figure 5.12), as discussed in
the following (details about the different diffusion models can be found in
Ref. [218]):
If the Darken-Manning equation is applied, the chemical diffusion coef-

ficient changes over three orders of magnitude in the concentration range
of 0 < xPd < 0.01. Similarly, if the Nernst-Planck equation is applied
the chemical diffusion coefficient changes over almost four orders of mag-
nitude in the concentration range of 0.99 < xPd < 1. The features of the
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Figure 5.12: Concentration-dependence of the intrinsic and chemical dif-
fusion coefficient, applying either the Darken-Manning treatment or the
Nernst-Planck treatment for a specimen annealed at 435 ◦C for 15 min.
The self-diffusion coefficients of Ag in Ag [218] and of Pd in Pd [233] have
been adopted from extrapolated literature data, while the impurity diffusion
coefficients of Ag in Pd and of Pd in Ag have been fitted according to the
MRI forward calculation procedure.

concentration-depth profile, resulting from these large changes in the chem-
ical diffusion coefficient in these tiny concentration ranges cannot be resolved
by the applied sputter-depth profiling technique due to the sputter-induced
broadening of the measured intensity-depth profile.
If the Darken-Manning treatment is applied, a variation of the impur-

ity diffusion coefficient of Pd in Ag has only a minor effect on the overall
concentration-dependence of the chemical diffusion coefficient, due to the
dominating influence of the intrinsic diffusion coefficient of Ag. Similarly,
if the Nernst-Planck treatment is applied a variation of the impurity diffu-
sion coefficient of Ag in Pd has only a minor effect on the concentration-
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5.A Determination of the chemical diffusion coefficient

dependence of the chemical diffusion coefficient. Note that the measured
intensity-depth profiles cannot be described with larger (as shown in fig-
ure 5.12) impurity diffusion coefficients of Pd in Ag (Darken-Manning treat-
ment) or smaller (as shown in figure 5.12) impurity diffusion coefficients of
Ag in Pd (Nernst-Planck treatment) while adopting the self-diffusion coef-
ficients of Ag in Ag and Pd in Pd from extrapolated literature data. The
description of the measured sputter-depth profiles is only possible due to the
special features induced by the physically unreasonably large concentration-
dependence of the chemical diffusion coefficient.
In conclusion, fitting the impurity diffusion coefficients of Ag in Pd and Pd

in Ag, while adopting the self-diffusion coefficient of Ag in Ag and Pd in Pd
from literature, is not possible with the applied sputter-depth profiling tech-
nique in the system Pd/Ag due to the small sensitivity of the technique for
the determination of the smaller intrinsic diffusion coefficient (DPd), which
is a result of the large difference in the intrinsic diffusion coefficients.

5.A.2 No divacancy contribution to the diffusion mechanism of
Pd in Ag

The impurity diffusion coefficients of Ag in Pd and of Pd in Ag cannot be
used both as fitting parameters due the lack of sensitivity for the much smal-
ler intrinsic diffusion coefficient of Pd due to the dominating contribution of
the large intrinsic diffusion coefficient of Ag to the chemical diffusion coef-
ficient (Darken-Manning case) (see section 5.A.1). Hence, the self-diffusion
coefficient of Ag in Ag and the impurity diffusion coefficient of Ag in Pd have
been used as fitting parameters, while the impurity diffusion coefficient of Pd
in Ag and the self-diffusion coefficient of Pd in Pd have been adopted from
extrapolated literature data pertaining to bulk specimens (see section 5.3.2).
For the determination of the concentration-dependent chemical diffusion

coefficient, the impurity diffusion coefficient of Pd in Ag has to be known
in the low temperature range of this study. Therefore, an estimation of the
possible contribution of divacancies to the diffusion mechanism at higher an-
nealing temperatures was made and the deduced kinetic data were used for
the fitting at the low temperatures of this study (see section 5.3.2). How-
ever, the true extent of the divacancy contribution to impurity diffusion of
Pd in Ag is unknown and thus the applied crude estimation of the divacancy
contribution to the impurity diffusion of Pd in Ag at higher temperatures
(see section 5.3.2) might not be justified. It even might be argued that no
divacancy contribution to impurity diffusion of Pd in Ag exists (i.e. because
of a repulsive interaction between Pd and a vacancy in Ag [215]). Therefore,
the fitting procedure outlined in section 5.3.2 was repeated, now directly

115



Chapter 5 Interdiffusion and stress in single-crystalline Pd/Ag bilayers

extrapolating the impurity diffusion coefficients of Pd in Ag from Ref. [215],
without consideration of any divacancy contribution to impurity diffusion of
Pd in Ag. The resulting concentration-dependence of the chemical diffusion
coefficient is shown in figure 5.13. Only at the highest annealing temperat-
ure of 455 ◦C, and at large atomic fraction of Pd, a modest effect on the
concentration-dependent chemical diffusion coefficient is revealed.
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Figure 5.13: The concentration-dependent chemical diffusion coefficient,
D̃, as function of the atomic fraction of Pd, xPd, obtained by either con-
sidering a contribution of divacancies to the impurity diffusion of Pd in Ag
(solid lines) or by directly extrapolating the impurity diffusion coefficients
of Pd in Ag obtained at higher temperatures in Ref. [215] to the low anneal-
ing temperatures applied in this study without considering a contribution of
divacancies to the diffusion mechanism (dashed lines).

Appendix 5.B Effect of the vacancy-wind effect on the
chemical diffusion coefficient

The effect of the vacancy-wind factor, Swind, on the determined chemical
diffusion coefficient is small (see figure 5.14a). Due to the large difference
of the self-diffusion coefficient of Ag and Pd, the vacancy-wind factor is
almost constant over a concentration range of 0.02 < xPd < 0.98 (see fig-
ure 5.14b). The vacancy-wind factor is very close to the maximum value of
1/f = 1/0.7815 = 1.28 (where f is the geometric correlation factor for the
crystal lattice concerned, i.e. 0.7815 for the fcc crystal structure [50]).
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5.C Microstructure after prolonged diffusion annealing
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Figure 5.14: a) Chemical diffusion coefficient, D̃, of the specimen annealed
at 415 ◦C for 1 h, as function of the atomic fraction of Pd, xPd, calculated
with a vacancy-wind factor of 1 (red line) and the vacancy-wind factor, as
calculated according to equation 5.4 in the manuscript (blue line). b) The
corresponding concentration-dependence of the vacancy-wind factor.

Appendix 5.C Microstructure after prolonged
diffusion annealing

Pole-figure measurements, after the third thermal cycle, i.e. including the
isothermal annealing for ≈ 4.4 h at 417 ◦C, (see figure 5.10 for the temper-
ature program) show that the texture of the specimen is maintained (see
figure 5.15). Microstructural changes can be observed at the specimen sur-
face. After the prolonged heat treatment (= completion of the third thermal
cycle, including the isothermal annealing step at 417 ◦C), the specimen sur-
face has become rough (see figure 5.16) and an enrichment of Ag at the
initial C/Pd interface has occurred (see figure 5.17). The enrichment of
Ag at the C/Pd interface is attributed to fast surface diffusion of Ag along
isolated holes in the Pd sublayer.11 Due to the considerably faster surface
and interface diffusion, as compared to volume diffusion, Ag atoms can dif-
fuse through these holes and then along the C/Pd interface. The driving
force for this process can be the smaller energy of the interfaces C/Ag and
Ag/Pd [252], as compared to the interface C/Pd and/or the relaxation of
stress in the Ag sublayer (cf. section 5.3.6).

11Note that at the temperatures applied in this study, even volume diffusion of Ag in Ag
is six orders of magnitude faster than volume diffusion of Pd in Pd.
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Figure 5.15: (111) pole figures of the Pd/Ag bilayer recorded at a) 2θ =
44.57◦ corresponding to Ag(111) and at b) 2θ = 46.94◦ corresponding to
Pd(111), after the third thermal cycle, including the isothermal annealing
for ≈ 4.4 h at 417 ◦C (see figure 5.10 for the temperature program). Note
that the background intensity has increased upon annealing (cf. figure 5.1
for the as-prepared specimen).
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Figure 5.16: AFM image of the surface of a Si3N4/C/Pd/Ag thin film after
prolonged annealing (i.e. after completing the third thermal cycle , including
the isothermal annealing for ≈ 4.4 h at 417 ◦C) (see figure 5.10 for the
temperature program). The surface roughness has increased considerably
(root mean squared roughness (RMS) of 20 nm), as compared to the as-
prepared state (RMS = 0.7 nm).
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5.D Fitting of XRD peak evolution upon diffusion annealing
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Figure 5.17: AES concentration-depth profiles after prolonged annealing
(i.e. after completing the third thermal cycle , including the isothermal an-
nealing for ≈ 4.4 h at 417 ◦C) (see figure 5.10 for the temperature program).
Ag enrichment at the C/Pd interface can be observed. Note that the depth
resolution, i.e. the sharpness of the interfaces, is considerably affected by
the large surface roughness after diffusion annealing. No conclusion about
volume diffusion coefficients can be extracted reliably from this measure-
ment.

Appendix 5.D Fitting of XRD peak evolution upon
diffusion annealing

A similar procedure, as applied in Refs. [10, 241–243] has been applied in
this work to describe the evolution of the Ag and Pd XRD diffraction profiles
during diffusion annealing. For the purpose of the simulation of the X-ray
diffraction pattern, the specimen was hypothetically subdivided into slabs
with a thickness of 1 nm. The composition of each slab was determined
from the calculated concentration-depth profile, according to the procedure
as described in section 5.3.2. The expected diffraction pattern of this slab
was then calculated assuming a diffraction (sub)profile of the slab of Gaus-
sian shape. The contribution of each slab to the total diffracted intensity
was calculated by accounting for the X-ray absorption through the layers
between the specimen surface and the slab considered [241]. It was assumed
that each slab diffracts independently. The effect of instrumental broadening
was considered to be negligible as compared to the diffusion-induced com-
positional line broadening. The effect of the planar stress, as determined by
application of the sin2ψ method (cf. section 5.2.3) , on the 2θ positions of
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the diffraction (sub)profile, was accounted for as well. To this end, a very
simplified stress profile was adopted, where the stress levels in the Ag and Pd
sublayers were taken equal to the measured stress values (cf. section 3.62).
Thus, the (1 1 3), (3 3 1), (3 1 1), (2 0 2), (3 1 3) and (3 3 1) diffraction profiles
of both Ag and Pd, were fitted simultaneously. For the calculation of the
concentration-depth profile, the impurity diffusion coefficient of Ag in Pd
and the self-diffusion coefficient of Ag in Ag were taken as determined in
this study (see figure 5.7). The fitting parameters were the FWHM of each
peak, the ratio of the maxima of the corresponding Ag and Pd profiles and
the background intensity in the diffraction profile. The Ag enrichment at the
C/Pd interface, as observed after such prolonged annealing (see figure 5.17),
has been incorporated as well in the fitting. The results of such a fit to all
measured diffraction profiles at room temperature, after the completed third
thermal cycle, including the isothermal annealing for ≈ 4.4 h at 417 ◦C (see
figure 5.10 for the temperature program), is shown in figure 5.18. In view of
the simplicity of the model a reasonable agreement of the model calculations
with the measured diffraction profiles is obtained.
This result indicates that the shoulder development at the high angle

side of the Ag diffraction peak is a consequence of the asymmetry in the
concentration-depth profile (cf. section 5.3.2).
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Figure 5.18: Exemplary fit of the X-ray diffractograms recorded at room
temperature of the Pd/Ag sublayers after completing the third thermal cycle
including the isothermal annealing for ≈ 4.4 h at 417 ◦C (see figure 5.10 for
the temperature program). The development of the shoulder at the Ag
peaks can be ascribed to the developing asymmetric concentration-depth
profile. After prolonged diffusion annealing, Ag diffusion to the C/Pd inter-
face through holes in the Pd layer could be evidenced by AES sputter-depth
profiling (see figure 5.17) and this Ag sublayer has been incorporated in the
calculation; the stress level in this Ag sublayer has an only negligible effect
on the calculated diffractograms.
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Appendix 5.E State of planar stress in the as-prepared
state

The assumption of a state of planar stress with equal principal components of
stress (σ|| = σ11 = σ22) in the Ag and Pd sublayers has been verified by the
measurement of (28 for Ag+28 for Pd) diffraction profiles at different ψ and
φ. The emergence of straight lines for the dependence of d ·

√
(h2 + k2 + l2)

as function of sin2 ψ demonstrates that a planar state of stress with rotational
symmetry, i.e. with σ11 = σ22 = σ||, prevails (see figure 5.19).
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Figure 5.19: sin2ψ-plots for the a) Ag and b) Pd sublayers of an as-prepared
Pd/Ag bilayer. For each sublayer 28 diffraction profiles have been measured.
The results are fully compatible with an equibiaxial state of stress in both
sublayers.
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Summary

6.1 Summary in the English language

Thin film systems are applied in many technological devices. Their func-
tional properties strongly depend on the sharpness of the included inter-
face(s). Interdiffusion during (thermal) processing or operation can broaden
the initially sharp concentration-depth profile at the interface(s) and thus
degrade the functional properties of the device. In this thesis, the interrela-
tion of interdiffusion and microstructure of thin films is investigated. To this
end, over the whole concentration range fully miscible model systems have
been prepared by thermal evaporation and magnetron sputtering. The thin
film deposition parameters were carefully adjusted to obtain amorphous or
single-crystalline specimens. Due to the absence of short circuit diffusion
paths, such as grain boundaries, in these thin films, other microstructural
effects on interdiffusion, such as the role of dislocations and the absence
of long range order in amorphous materials as well as the interrelation of
interdiffusion and stress, can be investigated.

The microstructure of the prepared thin films has been characterised
by X-ray diffraction (XRD), (high resolution) transmission electron micro-
scopy ((HR)TEM), atomic force microscopy (AFM) and positron annihila-
tion Doppler broadening spectroscopy (DBS). Information about interdiffu-
sion has been deduced from the concentration-depth profiles measured be-
fore and after diffusion annealing by Auger electron spectroscopy (AES) and
X-ray photoelectron spectroscopy (XPS) sputter-depth profiling. Sputter-
induced alterations due to the sputter-depth profiling procedure have been
modelled by applying the Mixing-Roughness-Information depth (MRI) model.
To this end, the MRI model has been extended to increase its reliability in
interdiffusion studies in thin films (see Chapter 2): in interdiffusion studies,
the initially sharp interfaces are broadened by interdiffusion during diffusion
annealing. In order to model the sputter-induced alterations in the diffu-
sion zone, concentration-dependent MRI model parameters have been in-
troduced. While the concentration dependence of the mixing parameter can
have a strong effect on the intensity-depth profiles, the effects of a concentra-
tion gradient on the backscatter correction for AES sputter-depth profiling
has been found to be negligible small. Since the often applied normalisa-
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tion procedure of the measured intensities can generally not be applied due
to the different information depths of the signal, an alternative normalisa-
tion procedure is introduced, which allows the consideration of independent
measured intensity-depth profiles simultaneously in a multiple-profile fitting
procedure. This multiple-profile fitting procedure increases the reliability of
determined MRI model parameters and increases the reliability of diffusion
coefficients which are deduced from the measured intensity-depth profiles of
diffusion annealed specimens. This MRI model extension allows to reliably
resolve diffusion lengths in the nanometre range from measured AES or XPS
sputter-depth profiles. With the knowledge of thermodynamic data of the
investigated system, the extended MRI model allows to account for the con-
centration dependence of the intrinsic diffusion coefficients and allows the
determination of self-diffusion coefficients if an assumption on their concen-
tration dependence is made (e.g. an exponential concentration dependence).
These MRI model extensions provided the basis for the investigation of the
interrelation of interdiffusion and microstructure in thin films, carried out in
this work.

In Chapter 3 interdiffusion in amorphous Si1−xGex (a-Si1−xGex) solid
solutions with x ≤ 48 at.% Ge has been investigated in the temperature
range of 440 ◦C - 460 ◦C. In order to avoid crystallisation of the metastable
amorphous phase during diffusion annealing, low annealing temperatures
have to be applied. Consequently, only very small diffusion lengths can be
realised in reasonable time frames. By applying the extended MRI model
to measured AES sputter-depth profiles, these small diffusion lengths in
the nanometre range could be measured and concentration dependent self-
diffusion coefficients could be deduced.
The amorphous state of the specimen after diffusion annealing was con-

firmed by XRD and cross-sectional TEM. Structural relaxation of the amorph-
ous phase occurs at much shorter timescales (some hours), as compared to
the diffusion annealing conditions applied in this work (hundreds of hours)
and has no influence on the deduced self-diffusion coefficients.
It is revealed that the self-diffusion coefficients of Si and Ge in a-Si1−xGex

are about ten orders of magnitude larger than the self-diffusion coefficients of
Si and Ge in the corresponding crystalline phases. Si and Ge diffuse via the
vacancy mechanism at low temperatures in crystalline Si1−xGex. However,
in amorphous Si1−xGex no equilibrium point defects, such as vacancies, are
present. It is discussed that the free volume inherent in the amorphous phase
allows diffusional jumps and explains the considerably larger self-diffusion
coefficients in the amorphous phase, as compared to the crystalline phase.
The rather large activation enthalpy of Si and Ge self-diffusion in a-Si1−xGex
suggests that the free volume in a-Si1−xGex is distributed over the whole
system and does not allow a single atomic jump according a “vacancy-like”
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diffusion mechanism. Several atoms need to change their position to allow
a diffusional jump of an atom. The observed concentration dependence of
the self-diffusion coefficients of Si and Ge in a-Si1−xGex solid solutions is
explained by the covalent bonding between the atoms. Due to the smaller
covalent bond strength of Ge-Ge, as compared to Si-Si, the self-diffusion
coefficient of Si and Ge in a-Si1−xGex solid solutions increases and the ac-
tivation enthalpy decreases with increasing Ge concentration.
The effect of vacancy sources and sinks on interdiffusion in epitaxial Au/Ag

bilayers is investigated in Chapter 4. At lower annealing temperatures,
the vacancy mechanism is the dominating diffusion mechanism in metals
and semiconductors. Since the diffusivities of the components in a classical
bilayered diffusion couple are generally different, interdiffusion is accompan-
ied with a net vacancy flux in the direction of the faster diffusing species. Lat-
tice defects, such as grain boundaries and dislocations can serve as vacancy
sources and sinks and can maintain the equilibrium vacancy concentration-
depth profile upon diffusion annealing (Darken-Manning case). In systems
with a small amount of defects, such as grain boundaries and dislocations,
the distance between vacancy sources and sinks can be larger than the diffu-
sion length and the equilibrium vacancy concentration-depth profile cannot
be maintained during diffusion annealing (Nernst-Planck case).
The system Ag/Au was chosen as a model system, since the lattice para-

meters of Ag and Au are very similar. This allows the preparation of
single-crystalline specimens with practically no misfit dislocations at the
Au/Ag interface. The small density of defects allows the determination of
the role of vacancy sources and sinks on interdiffusion. To this end, the
chemical concentration-depth profile has been measured by AES sputter-
depth profiling and evaluated by applying the extended MRI model. The
change in the defect concentration-depth profile during diffusion anneal-
ing has been measured by in-situ positron annihilation Doppler broaden-
ing spectroscopy. It was not possible to determine on the basis of the
measured concentration-depth profiles alone whether the Darken-Manning
or the Nernst-Planck treatment can be applied. However, a detailed eval-
uation of the deduced impurity diffusion coefficients, considering the diva-
cancy contribution to the diffusion mechanism at elevated temperatures,
revealed that the Darken-Manning treatment holds, i.e. the equilibrium va-
cancy concentration-depth profile is maintained during interdiffusion. The
change in the defect concentration-depth profile, as determined by in-situ
positron annihilation Doppler broadening spectroscopy during diffusion an-
nealing cannot be explained by the change of the vacancy concentration-
depth profile. Most likely microstructural changes, i.e. domain growth, are
dominating the observed changes of the defect concentration-depth profile
during diffusion annealing.
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The interrelation of interdiffusion and stress in single-crystalline Pd/Ag
bilayers has been investigated in Chapter 5. Thin films can exhibit large in-
plane stresses, which arise by the preparation method of the thin film (growth
stress) and/or by thermally induced stress due to different thermal expansion
coefficients of the thin film and the substrate (thermal stress). Such stresses
can affect the diffusional jumps of the atoms and can change as a result of
interdiffusion. For example, if the molar volumes of the interdiffusing atoms
are different, a compressive compositional stress is induced in the sublayer
composed of mainly the smaller atoms and a tensile compositional stress is
induced in the sublayer composed of mainly the larger atoms.
In this work, interdiffusion in single-crystalline Pd/Ag bilayers has been in-

vestigated in the low temperature range of 356 ◦C to 455 ◦C. The concentra-
tion-depth profiles before and after diffusion annealing could be determined
by AES sputter-depth profiling and the extended MRI model. This approach
allowed the determination of the concentration-dependent chemical diffusion
coefficient, the self-diffusion coefficient of Ag in Ag and the impurity diffusion
coefficient of Ag in Pd. Due to the similarity of the concentration depend-
ences of the intrinsic diffusion coefficients, the chemical diffusion coefficient
varies over the whole composition range, by only three orders of magnitude,
despite the large difference of six orders of magnitude of the self-diffusion
coefficients of Ag in Ag and Pd in Pd.
During interdiffusion, the equilibrium vacancy concentration is maintained

by the creation and annihilation of vacancies at defects and by the posit-
ive climb of misfit dislocations originally located at the Pd/Ag interface.
Consequently, the Darken-Manning treatment has to be applied for the de-
scription of the concentration-depth profiles after diffusion annealing.
The stress evolution in the Pd and Ag sublayers of the Pd/Ag bilayer

upon thermal cycling and isothermal annealing could be determined in each
sublayer separately by in-situ XRD measurements. Upon diffusion annealing
the initial compressive thermal stress in both sublayers relaxes considerably
in the Ag sublayer and in a minor way in the Pd sublayer. In the Ag
sublayer a tensile compositional stress (due to replacement of (larger) Ag
atoms with (smaller) Pd atoms) can develop. Due to the very high mobility
of Ag at the annealing temperatures applied, other relaxation processes,
such as microstructural changes associated with dislocation glide-plus-climb
and also out-diffusion of Ag through holes and domain boundaries in the Pd
sublayer occur. In the Pd sublayer, a compressive compositional stress (due
to replacement of Pd atoms (smaller) with Ag atoms (larger)) can develop.
The compressive (thermal) stress in the Pd sublayer is compensated in a
minor way by the tensile stress component induced by the positive climb of
misfit dislocations. Other relaxation mechanism do not operate significantly
in the Pd sublayer.
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6.2 Zusammenfassung in deutscher Sprache

Dünnschichtsysteme werden in vielen technologisch wichtigen Anwendungen
eingesetzt. Ihre funktionellen Eigenschaften hängen stark von der Schärfe
der enthaltenen Grenzflächen ab. Während der (thermischen) Verarbeitung
oder ihres Gebrauches kann das ursprünglich scharfe Konzentrationstiefen-
profil an der Grenzfläche durch Interdiffusion verbreitert werden, was zu
einer Verschlechterung der funktionalen Eigenschaften des Dünnschichtsys-
tems führt. In dieser Arbeit wird der Zusammenhang zwischen Interdiffusion
und Mikrostruktur untersucht. Dafür wurden über den kompletten Konzen-
trationsbereich mischbare Modellsysteme mit Hilfe von thermischem Ver-
dampfen und Magnetronsputtering hergestellt. Die Abscheideparameter für
die Dünnschichtabscheidung wurden dabei sorgfälltig angepasst um entweder
komplett amorphe oder einkristalline Proben zu erhalten. Durch die Abwe-
senheit von schnellen Diffusionspfaden in diesen Dünnschichtsystemen, wie
z.B. Korngrenzen, können andere mikrostrukturelle Effekte auf die Interdif-
fusion, wie die Rolle von Versetzungen oder die Abwesenheit von langreich-
weitiger Ordnung in amorphen Materialien, untersucht werden.
Die Mikrostruktur der hergestellten Proben wurde mit Hilfe von Röntgen-

diffraktometrie (XRD), (hochauflösender) Transmissionselektronenmikro-
skopie ((HR)TEM), Rasterkraftmikroskopie (AFM) sowie Positron-Annihi-
lations-Dopplerverbreiterungs-Spekroskopie (DBS) charakterisiert. Informa-
tionen über Interdiffusion wurde von Konzentrationstiefenprofilen gewonnen,
die mit Hilfe von Augerelektronenspektroskopie (AES) und Röntgenphoto-
elektronenspektroskopie (XPS) Sputter-Tiefenprofilierung gemessen wurden.
Die durch den Sputtervorgang hervorgerufenen Veränderungen der Probe
wurden mit Hilfe des Mixing-Roughness-Information depth (MRI) Modells
modelliert. Dafür wurde das MRI Modell erweitert um es verlässlicher für In-
terdifussionsuntersuchungen an Dünnschichtsystemen zu machen (siehe Ka-
pitel 2): In Interdiffusionstudien werden die anfänglich scharfen Grenzflä-
chen während der Diffusionsauslagerung durch Interdiffusion verbreitert. Um
die durch das Sputtern verursachten Probenveränderungen in der Diffusions-
zone zu modellieren wurden konzentrationsabhängige MRI Modellparameter
eingeführt. Die Konzenrationsabhängigkeit des Mixing-Parameters hat dabei
einen starken Einfluss auf das Intensitätstiefenprofil, wohingegen der Einfluss
des Konzentrationsgradienten auf die Rückstreukorrektur der AES Sputter-
Tiefen-profilierung einen vernachlässigbar kleinen Einfluss hat. Da die oft-
mals angewandte Normalisierung der gemessenen Intensitäten wegen den
unterschiedlichen Informationstiefen der Signale generell nicht angewandt
werden kann, wurde eine alternative Normalisierungsprozedur eingeführt,
die es erlaubt unabängig voneinander gemessene Intensitäts Tiefenprofile
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gleichzeitig in einer Vielprofil-Anpassungs-Prozedur zu berücksichtigen. Die-
se Vielprofil-Anassungs-Prozedur erhöht die Verlässlichkeit der bestimmten
MRI Modellparameter und erhöht die Verlässlichkeit von Diffusionskoeffizi-
enten, die aus den gemessenen Intensitätstiefenprofilen von diffusionsausgela-
gerten Proben ermittelt wurden. Mit Hilfe dieser MRI Modellerweiterungen
können verlässlich Diffusionslängen in der Größenordnung von einigen Na-
nometern von gemessenen AES oder XPS Sputter-Tiefenprofilen aufgelöst
werden. Mit der Kenntnis von thermodynamischen Daten des untersuch-
ten Systems erlaubt das erweiterte MRI Modell die Konzentrationsabhän-
gigkeit von intrinsischen Diffusionskoeffizienten zu berücksichtigen und er-
möglicht es Selbstdiffusionskoeffizienten zu bestimmen, wenn eine Annahme
über deren Konzentrationsabhängigkeit (z.B. eine exponentielle Konzentrati-
onsabhängigkeit) gemacht wird. Diese MRI Modellerweiterungen stellen die
Grundlage für die Untersuchung des Zusammenhanges zwischen Interdiffu-
sion und Mikrostruktur in Dünnschichtsystemen bereit.

In Kapitel 3 wird Interdiffusion in amorphen Si1−xGex (a-Si1−xGex)
Festkörperlösungen mit Konzentrationen von x ≤ 48 at.% Ge im Tempe-
raturbereich von 440 ◦C - 460 ◦C untersucht. Um die Kristallisation der
metastabilen amorphen Phase während der Diffusionsauslagerung zu ver-
meiden müssen niedrige Auslagerungstemperaturen gewählt werden. Die Dif-
fusionslängen sind deshalb nach praktisch vernünftigen Auslagerungszeiten
sehr klein. Durch die Anwendung des erweiterten MRI Modells auf gemesse-
ne AES Sputtertiefenprofile konnten Diffusionslängen im Nanometerbereich
gemessen werden und konzentrationsabhängige Selbstdiffusionskoeffizienten
bestimmt werden.
Der amorphe Zustand der Proben nach der Diffusionsauslagerung wurde

mit Hilfe von XRD sowie mit TEMQuerschnitten nachgewiesen. Strukturelle
Relaxationen der amorphen Phase erfolgen in deutlich kürzeren Zeiten (eini-
ge Stunden) im Vergleich zu den Diffusionsauslagerungsbedingungen (hun-
derte Stunden) und beeinflussen deshalb die bestimmten Selbstdiffusionko-
effizienten nicht.
Es wurde beobachtet, dass die Selbstdiffusionskoeffizienten von Si und

Ge in a-Si1−xGex um ungefähr zehn Größenordnungen größer sind, als die
Selbstdiffusionskoeffizienten von Si und Ge in der entsprechenden kristalli-
nen Phase. Si und Ge diffundieren in kristallinem Si1−xGex bei niedrigen
Temperaturen nach dem Leerstellenmechanismus. In amorphem Si1−xGex
sind allerdings keine Gleichgewichtspunktdefekte, wie z.B. Leerstellen, vor-
handen. Es wird diskutiert, dass das Freie Volumen der amorphen Phase
Diffusionssprünge erlaubt und so die deutlich größeren Selbstdiffusionskoef-
fizienten in der amorphen Phase gegenüber der kristallinen Phase erklärt.
Die eher große Aktivierungsenthalpie von der Si und Ge Selbstdiffusion in
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a-Si1−xGex lässt vermuten, dass das Freie Volumen in a-Si1−xGex über das
gesamte System verteilt ist und keinen Sprung eines einzelnen Atoms nach
einem “leerstellenartigen” Diffusionsmechanismus erlaubt. Mehrere Atome
müssen ihre Position ändern, um einen Diffusionssprung zu erlauben. Die be-
obachtete konzentrationsabhängigkeit der Selbstdiffusionskoeffizienten von
Si und Ge in a-Si1−xGex Festkörperlösungen wird durch die kovalente Bin-
dung zwischen den Atomen erklärt. Aufgrund der geringeren Bindungsstärke
von Ge-Ge, im Vergleich zu Si-Si, steigt der Selbstdiffusionskoeffizient von
Si und Ge in a-Si1−xGex und sinkt die Aktivierungsenthalpie mit steigender
Ge Konzentration.
Der Einfluss von Leerstellenquellen und -senken auf Interdiffusion in epi-

taktischen Au/Ag Doppelschichten wird in Kapitel 4 untersucht. Bei nied-
rigen Auslagerunstemperaturen ist der Leerstellenmechanismus der domi-
nierende Diffusionsmechanismus in Metallen und Halbleitern. Da die Diffu-
sivitäten der Komponenten in einem klassischen Doppelschicht Diffusions-
paar unterschiedlich sind, ist Interdiffusion mit einem Netto Leerstellenfluß
in Richtung der schneller diffundierenden Komponente verknüpft. Gitter-
defekte, wie Korngrenzen oder Versetzungen können das Gleichgewichtsleer-
stellenkonzentrationstiefenprofil während der Diffusionsauslagerung aufrecht
erhalten (Darken-Manning Fall). In Systemen mit einer geringen Dichte an
Defekten, wie Korngrenzen oder Versetzungen, kann der Abstand zwischen
Leerstellenquellen und -senken größer als die Diffusionslänge sein und somit
kann die Gleichgewichtsleerstellenkonzentration während der Diffusionsaus-
lagerung nicht aufrecht erhalten werden (Nernst-Planck Fall).
Das System Ag/Au wurde als Modellsystem gewählt, da die Gittermpa-

rameter von Ag und Au sehr ähnlich sind. Dies ermöglicht die Herstellung
von einkristallinen Proben, die praktisch keine Fehlpassungsversetzungen an
der Au/Ag Grenzfläche besitzen. Diese geringe Defektkonzentration erlaubt
die Untersuchung der Rolle von Leerstellenquellen und -senken auf die In-
terdiffusion. Dazu wurde das chemische Konzentrationstiefenprofil mit Hil-
fe von AES Sputter-Tiefenprofilierung gemessen und mit dem erweiterten
MRI Modell ausgewertet. Die Änderung im Defektkonzentrationstiefenprofil
während der Diffusionsauslagerung wurde mit Hilfe von in-situ Positronen
Annihilations Dopplerverbreiterungs Spektroskopie untersucht. Es war nicht
möglich zwischen dem Darken-Manning Modell und dem Nernst-Planck Mo-
dell zu unterscheiden, wenn nur die gemessenen Konzentrationstiefenprofile
herangezogen wurden. Eine detaillierte Auswertung der bestimmten Fremda-
tomsdiffusionskoeffizienten, die den Beitrag von Doppelleerstellen zum Dif-
fusionsmechanismus bei hohen Temperaturen berücksichtigt, zeigt jedoch,
dass das Darken-Manning Modell erfüllt ist, d.h. das Leerstellenkonzentra-
tionstiefenprofil während der Diffusionsauslagerung aufrecht erhalten wird.
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Die Veränderung im Defektkonzentrationstiefenprofil, die mit Hilfe der in-
situ Positronen Annihilations Dopplerverbreiterungs Spektroskopie ermittelt
wurde, kann nicht mit der Änderung des Leerstellenkonzentrationstifenpro-
fils erklärt werden. Höchstwahrscheinlich dominieren mikrostrukturelle Än-
derungen, wie z.B. Domänenwachstum, die beobachteten Änderungen des
Defektkonzentrationstiefenprofils.
Die Wechselwirkung zwischen Interdiffusion und Spannungen in einkristal-

linen Pd/Ag Doppelschichten wird in Kapitel 5 untersucht. Dünne Schich-
ten können sehr große planare Spannungen aufweisen, die durch die Herstel-
lung der dünnen Schicht (Wachstumsspannungen) und/oder von thermischer
Spannung, die durch einen Unterschied in den thermischen Ausdehnungsko-
effizienten des Substrates und der Schicht herrühren, hervorgerufen werden
(thermische Spannungen). Solche Spannungen können die Sprünge der Ato-
me beeinflussen und sich durch diese ändern. Wenn zum Beispiel die mola-
ren Volumen der diffundierenden Atome unterschiedlich sind, so wird eine
konzenrationsbedingte Druckspannung in der Subschicht hervorgerufen, die
hauptsächlich aus den kleineren Atomen besteht und es wird eine konzen-
trationsbedingte Zugspannung in der Subschicht erzeugt, die hauptsächlich
aus den größeren Atomen aufgebaut ist.
In dieser Arbeit wurde Interdiffusion in einkristallinen Pd/Ag Doppel-

schichten in dem niedrigen Temperaturbereich von 356 ◦C bis 455 ◦C unter-
sucht. Die Konzentrationstiefenprofile vor und nach der Diffusionsauslage-
rung wurden mit AES Sputter-Tiefenprofilierung und dem erweiterten MRI
Modell bestimmt. Dieses Vorgehen erlaubte die Bestimmung des konzentra-
tionsabhängigen chemischen Diffusionskoeffizienten, des Selbstdiffusionsko-
effizienten von Ag in Ag und des Fremdatomsdiffusionskoeffizienten von Ag
in Pd. Wegen der Ähnlichkeit der Konzenrationsabhängigkeit der intrinsi-
schen Diffusionskoeffizienten, ändert sich der chemische Diffusionskoeffizent
über den gesamten Konzentrationsbereich nur über drei Größenordnungen,
obwohl sich die Selbstdiffusionskoeffizienten von Ag in Ag und von Pd in Pd
um sechs Größenordnungen unterscheiden.
Die Gleichgewichtsleerstellenkonzentration in dem Dünnschichtsystem

wird während dem Diffusionsauslagern durch die Erzeugung und Vernichtung
von Leerstellen an Defekten und durch positives Klettern von Fehlpassungs-
versetzungen, die ursprünglich an der Pd/Ag Grenzfläche waren, aufrecht
erhalten. Folglich muss das Darken-Manning Modell für die Beschreibung
der Konzentrationstiefenprofile verwendet werden.
Die Spannungsentwicklung während des thermischen Zyklierens und des

isothermen Auslagerns konnte in der Pd und Ag Subschicht der Pd/Ag Dop-
pelschicht getrennt voneinander mit Hilfe von in-situ röntgendiffraktometri-
schen Messungen bestimmt werden. Die anfängliche thermische Druckspan-
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nung in beiden Subschichten relaxiert während der Diffusionsauslagerung
deutlich in der Ag Subschicht und sehr gering in der Pd Subschicht. In der Ag
Subschicht kann eine konzentrationsbedingte Zugspannung (durch den Aus-
tausch von (größeren) Ag Atomen mit (kleineren) Pd Atomen) ausgebildet
werden. Durch die sehr große Mobilität von Ag bei den angewandten Ausla-
gerungsbedingungen, laufen andere Relaxationsprozesse, wie Mikrostruktur-
änderungen in Verbindung mit dem Gleiten und Klettern von Versetzungen
und ebenso der Herausdiffusion von Ag durch Löcher und Domänengrenzen
in der Pd Subschicht, ab. In der Pd Subschicht kann sich eine konzentra-
tionsbedingte Druckspannung ausbilden. Die thermische Druckspannung in
der Pd Subschicht wird zu einem kleinen Teil durch die Zugspannungskom-
ponente, die durch das positive Klettern von Fehlpassungsversetzungen her-
vorgerufen wird, kompensiert. Andere Relaxationsprozesse spielen in der Pd
Subschicht keine nennenswerte Rolle.
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