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Zusammenfassung

Die numerische Untersuchung turbulenter reagierender Strömungen ist heutzutage für Gas-

turbinenanwendungen von groÿer Bedeutung. Sie trägt auch dazu bei, die Anzahl erforder-

licher Tests für das Brennkammerdesign und für Optimierungen der Brennkammer zu re-

duzieren. Neue Verbrennungskonzepte müssen entwickelt werden, um die Schadsto�emis-

sionsanforderungen für eine Bandbreite von Bedingungen zu erfüllen. Einer der Abstriche

zur Erzielung geringer Emissionen insbesondere im Falle magerer, vorgemischter Verbren-

nung sind Instabilitäten, welche zu Strukturvibrationen, erhöhtem Wärmeübergang, Ver-

löschen und Flammenrückschlag führen können. Verbrennungsinstabilitäten sind selbster-

regte Druck�uktuationen, die durch instationäre Verbrennung auftreten, wenn Druck- und

Wärmefreisetzungsschwankungen in der Brennkammer wechselwirken. Besonders akustis-

che Schwingungen verursachen Fluktuationen der Wärmefreisetzungsrate und transportieren

damit Energie ins akustische Feld.

Um das Wissen über selbsterregte Schwingungen im Verbrennungsprozess zu vertiefen und

um die möglichen E�ekte in der Brennkammer zu untersuchen, wurde von Jim Kok et al.

[5, 6] ein akademischer Modellbrenner entworfen, der ein verbrennungsgetriebenes Rijke Rohr

abbildet. Dieser Brenner wurde im Rahmen des von der EU geförderten Projektes �LIMit cy-

cles of thermoacOUstic oscillationS in gas turbINE combustors� - abgekürzt �LIMOUSINE� -

untersucht. Aufgrund ihrer Geometrie können in der Brennkammer selbsterregte Schwingun-

gen des Druckfeldes infolge der Rückkopplung zwischen Akustik und Verbrennung auftreten.

In der vorliegenden Arbeit wurde die Brennkammer numerisch untersucht.

Experimentell wurde das akustische Verhalten des Brenners unter stabilen und insta-

bilen Bedingungen bestimmt, indem die Druckschwankungen an verschiedenen Positionen

aufgenommen wurden. Die Flammenfront und die Verbrennungszone wurden mittels OH*

Chemilumineszenz erfasst. Zusätzlich wurden Temperaturwerte der Gasphase anhand der

Coherent Anti-Stokes Raman Scattering (CARS) Technik aufgenommen.

Mit dem Ziel das dynamische Verhalten des LIMOUSINE Brenners genau vorherzusagen

wurden mehrere numerische Ansätze mit unterschiedlichen Modellen detaillierter Verbren-

nungschemie (Fractal Model FM, Eddy Dissipation Concept Model EDC ) und thermische

Modelle (Abe et al. AKNt, Huag and Bradshaw HB model) in den DLR Verbrennungscode
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Zusammenfassung

THETA implementiert. Die Modelle wurden zunächst anhand einfacher Testfälle für sta-

tionäre und dann für instationäre Bedingungen validiert. Für die numerische Veri�zierung

der Verbrennungsmodelle wurden Simulationen einer Strahl�amme (H3-Flame [7]) sowie eines

Drahlbrenners für kleine Industriegasturbinen im realen Maÿstab durchgeführt (G30-Dry Low

Emission Combustor [8]).

Um die Leistungsfähigkeit der thermischen Modelle zu verstehen, wurden verschiedene

Berechnungen zur Vorhersage der Wärmeübertragung in einer Kavität, in einer Rohrerweiterung,

in einer rückspringenden Stufe sowie in einer oszillierenden Strömung durchgeführt [9]. Die

zuletzt genannte Strömung wurde untersucht, um den erhöhten Wärmeübergang unter in-

stationären Bedingungen nachzuweisen. Die numerischen Ergebnisse haben eine verbesserte

Genauigkeit der berechneten übertragenen Wärme bei Verwendung der thermischen Modelle

gezeigt.

Um das akustische Verhalten des LIMOUSINE Brenners beim Auftreten thermo-akustischer

Schwingungen zu simulieren, wurden unterschiedliche numerische Simulationen durchgeführt.

Zunächst wurde eine einfache Berechnung mit globaler Chemie durchgeführt (Eddy Dissipa-

tion Model EDM ). Dann wurden Berechnungen mit detaillierter Chemie (Eddy Dissipation

Concept model EDC ) und dem thermischen Modell von Huag and Bradshaw (HB Modell)

realisiert.

Die Berechnung mit dem EDC Verbrennungsmodell zeigt eine verbesserte Darstellung der

akustischen Charakteristika verglichen mit dem EDM Modell. Im Einzelnen wurden Fre-

quenzen von 250Hz mit dem EDM bzw. 185Hz mit dem EDC Modell ermittelt. Der letzt-

genannte Wert zeigt eine gute Übereinstimmung mit der experimentell bestimmten Frequenz

von 181Hz. Des weiteren wurden Simulationen mit dem EDC Modell in Verbindung mit

dem HB Modell für einen weiteren Betriebspunkt durchgeführt. Das Hauptziel dabei war es,

den Ein�uss detaillierter Chemie und instationärer Wärmeübertragung auf das akustische

Verhalten zu bewerten. Die Ergebnisse zeigten abermals, dass die Verwendung detaillierter

Chemie erforderlich ist, um die Akustik in der Brennkammer genau zu simulieren. Zudem

zeigten sie, dass der instationäre Wärmeübergang mit dem thermischen HB Modell von Huag

und Bradshaw unter Berücksichtigung einer nicht konstanten turbulenten Prandtl-Zahl besser

simuliert wird.
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Abstract

The numerical investigation of turbulent reacting �ows in gas turbine related con�gurations

is nowadays of high interest. This contributes to reduce the number of tests required for

the design and for the optimization of the combustion chamber. New combustion concepts

must be developed in order to meet the requirements concerning the pollutant emission in a

wide range of conditions. One of the trade-o� for achieving low emissions is represented by

instabilities especially in the lean premixed combustion, which can lead to structure vibration,

enhancement of heat transfer, blow-o� and �ame �ash back. Combustion instabilities are self-

excited pressure �uctuations which occur during unsteady combustion, where pressure and

heat release oscillations interact in the combustion chamber. Here, in particular acoustic

oscillations drive the heat release rate to �uctuate and thus to feed energy to the acoustic

�eld.

In order to gain more knowledge on self-excited oscillations in a combustion process and to

study the possible e�ects that this may generate in the burner, an academic model combustor

was designed to represent a combustion-driven Rijke tube by Jim Kok et al. [5, 6]. This

combustor was investigated under the EU-funded project �LIMit cycles of thermoacOUstic

oscillationS in gas turbINE combustors�, abbreviated as "LIMOUSINE". Due to its geometry,

self-excited oscillations of the pressure �eld can occur in the combustor as a result of the closed

feedback between acoustics and combustion. In the present work a numerical study of this

combustor was performed.

Experimentally, the acoustic behaviour of the combustor was determined under stable and

unstable conditions, recording the pressure oscillations at di�erent positions. The �ame front

and the combustion region were detected by mean of the OH* chemiluminescence technique.

Additionally gas-phase temperature values were taken using the Coherent Anti-Stokes Raman

Scattering (CARS) technique.

With the intent to predict accurately the dynamics behavior of the LIMOUSINE com-

bustor, several numerical tools consisting of various detailed chemistry combustion models

(Fractal Model FM, Eddy Dissipation Concept Model EDC ), and ad-hoc thermal methods

(Abe et al. AKNt, Huag and Bradshaw HB model) were implemented in the DLR com-

bustion code THETA. The models were validated �rst with simple test-cases for steady and
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then for unsteady conditions. For the numerical veri�cation of the combustion models, simu-

lations were performed considering a jet �ame test case (H3-Flame [7]) and a real scale swirl

combustor for small industrial gas turbines (G30-Dry Low Emission Combustor [8]).

To elucidate the performance of the thermal models instead, various computations were

carried out to predict the heat transfer in a cavity, in a pipe expansion, in a backward facing

step and also in an oscillating �ow [9]. The latter was investigated in order to prove the

heat transfer enhancement in unsteady conditions. The numerical results have shown an

improvement of the accuracy of the heat transfer when the thermal models are used.

In order to simulate the acoustic behaviour of the LIMOUSINE combustor under thermo-

acoustic oscillations, various numerical simulations were performed. First, a simple calcu-

lation was run with global chemistry (Eddy Dissipation Model EDM ). Later computations

with detailed chemistry (Eddy Dissipation Concept Model EDC ) and with the thermal model

(Huag and Bradshaw HB model) were carried out.

The computation with the EDC combustion model shows an improvement in the deter-

mination of the acoustic characteristics (in terms of acoustic frequency and amplitude of

oscillations) compared to the case with the EDM. In detail, a main frequency of 250Hz and

185Hz was found with the EDM and EDC respectively. The latter is in good agreement with

the experimental value of 181Hz. Furthermore, simulations at a di�erent operative condition

were performed using the EDC in conjunction with HB (Huag and Bradshaw HB model).

The main goal was to assess the in�uence of detailed chemistry and unsteady heat transfer

on the acoustic behaviour. The results show again that the use of detailed chemistry is nec-

essary to simulate accurately the acoustics of the combustor. Also the unsteady heat transfer

is better predicted by considering a non-constant turbulent Prandtl number using the Huag

and Bradshaw HB thermal model.
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Combustion instabilities constitute a key issue for the next generation of gas turbines as they

can deteriorate the combustion process and even represent a severe threat for the structure

lifetime. Lean premixed combustion is required to reduce NOx emissions and it is well known

that lean premixed combustion can produce acoustic oscillations in the combustion chamber.

These oscillations can also result in other e�ects as the enhancement of heat transfer, blow-

o� and �ash-back. These instabilities are excited through a feedback loop between several

combustion processes and one of the natural modes of the structure [10]. In this loop, for

example, the �uctuation in the velocity �eld produces an oscillation in the heat release rate

which, in turn, excites the acoustic oscillations and these acoustic oscillations �nally close

the loop by driving the velocity perturbations [4]. The causes of these mechanisms are not

completely known yet and a more in depth research is needed. The study of the heat transfer

occurring during a cycle of a pressure oscillation has not been su�ciently investigated so far,

even though it represents an important issue for the thermal load of the combustor liner and

it will give more insights on the heat loss of combustion in a chamber. Thus the pressure

�uctuations can generate a perturbed thermal boundary layer which can lead to a thermal

fatigue and, consequently, to the failure of the combustor liner.

A model combustor has been designed and built in the framework of the EU-funded project

LIMOUSINE to study the self-excited oscillation in an academic con�guration [5, 6, 11, 12].

The LIMOUSINE burner is basically similar to the Rijke tube (an open cylinder resonator)

with heat transfer. It operates with one end closed, turning heat into sound by creating a

self-amplifying standing wave. This phenomenon was �rst described in 1850 by the German

physicist Karl Friedrich Julius Sondhauss [13] and explained mathematically by Lord Rayleigh

in 1896 [14].

In order to investigate these problems, some numerical tools were implemented in the

DLR-THETA code for evaluating accurately the behavior of the burner under unstable com-

bustion. To achieve this point, an appropriate estimation of the thermal �eld in the center

region and near the wall is necessary. Its prediction depends in fact, on the accuracy of the

turbulent-combustion models in modeling the right turbulent-chemistry interactions, �ame

heat release rate and wall regions. It is necessary therefore to consider detailed chemistry
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mechanisms and thus, combustion models that can handle a large number of species and

chemical reactions. On the other hand, the wall heat transfer is in�uenced by all the char-

acteristics of the turbulent boundary layer, which must be modeled with ad-hoc thermal

models. The main aim of this work is therefore to get a better insight into the dynamics of

the thermo-acoustic instabilities and the heat transfer process through the coupling of both

the numerical methods, combining the e�ects of the detailed turbulent-combustion models

with the e�cient estimation of the near-wall region. Summarizing, to model appropriately

the acoustic behavior of the burner and the corresponding wall heat transfer, the following

models have to be used:

1. a turbulent combustion model that accounts for detailed chemistry mechanism for the

fuel oxidation in air;

2. a thermal model for evaluating the temperature �uctuation variance without the as-

sumption of a constant turbulent Prandtl number;

3. a model capable of determining conjugate wall heat transfer.

A brief description of the physical problems that arise in the combustor during thermo-

acoustic instabilities and the numerical strategies adopted to model them within the present

work is presented in Fig.1.0.1.

The present work is divided into 7 sections. In each section the validation of the considered

models for turbulent-combustion or wall heat transfer will be presented. More in detail, in

Chapter 2 a brief description of the most promising techniques for solving turbulent reacting

�ows and a literature overview of turbulent boundary layer modeling in oscillating �ows are

presented. It is pointed out the state of the art for both turbulent and combustion modeling,

with a large description of the combustion models that have been implemented. Three new

turbulence-combustion models were investigated and later implemented: Eddy Dissipation

Concept (EDC ) [15],[16], Fractal Model (FM ) [17],[18] and an extension of the Linear Eddy

Mixing Model (LEM) [7] for solving the turbulent-chemistry interaction. The models are

based on the turbulent kinetic cascade of Kolmogorov and assume that the reactions occur

in the dissipative region of the spectrum, called ��ne structures�. These structures can be

treated like a Perfectly Stirred Reactor (PSR) assuming a constant pressure. The dimension

of the �ne structure γ is normally only a part of the numerical cell, therefore a modeling

for this structure is required. Once known the relative size, this information can be used for

evaluating the turbulent-chemistry interaction. To solve the PSR reactor equations, a sti�

solver was implemented in the DLR-THETA combustion code.
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Figure 1.0.1: Thermo-acoustic instabilities and its consequences, as well as suited numerical
models.

A numerical validation of the PSR reactor model for a 0D case is reported in Chapter

3. Here an initial discussion of the oxidation mechanisms used in this work is provided and

eventually, the results obtained from the sti�-solver are compared in terms of the time-ignition

delay for the hydrogen-air and methan-air system with both a direct-integration (non-sti�)
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solver and the CANTERA software [19].

In Chapter 4 the ability of these combustion models for simulating turbulent combustion

problems is investigated. A �rst test case considered for the validation of the models is a non-

premixed, turbulent hydrogen-air �ame, the H3-jet �ame, which is a standard test case of the

Turbulent Non-Premixed Flame `TNF' workshop [7],[20]. A second test case is a typical gas-

turbine combustor con�guration, the GT burner G30 DLE (Dry Low Emission) developed

by Siemens Industrial Turbomachinery in Lincoln, UK [8],[21]. This is a real-size industrial

burner that operates at a thermal power of 1MW. The aim was to examine the capability

of the URANS/LES SAS approach and of various combustion models for the prediction of

turbulent swirling �ows.

Chapter 5 deals, instead, with the theory and the numerical validation of the thermal

models developed by Abe et al. (AKNt) [22] and by Huag and Bradshaw (HB) [23]. These

approaches are able to consider the turbulent boundary layer in near-wall regions, solving for

the temperature �uctuation variance equation and its dissipation or speci�c dissipation rate.

The models can predict in fact, the turbulent Prandtl number and, thus, the turbulent heat

�uxes generated close to the solid boundary. Di�erent test cases for stationary conditions are

presented with the intent to investigate the ability of the AKNt and HB thermal model to

predict the wall heat transfer under di�erent con�gurations and conditions, such as the heat

transfer predictions in a cavity, in a pipe expansion, in a backward facing step and �nally in

oscillating �ows.

The last chapter treats numerical investigations of the thermo-acoustic instabilities in a

model combustor. The main purpose of this section is to present a numerical study on a

fully premixed methane �ame in an academic burner that resembles acoustically a Rijke

tube. The research focuses on the determination of the �ame dynamics and the correspond-

ing �ame reaction zone under stable regime and during thermo-acoustic oscillations. As a

matter of fact due to the geometry of the burner, self-excited oscillations of the pressure

can take place in the combustor, modifying the structure of the �ow �eld and causing �uc-

tuations of heat release and also of the heat �ux at the wall. Phase locked measurements

of the OH* chemiluminescence were performed and used to understand the structure of the

�ame. Several simulations were performed varying systematically the thermal boundary con-

ditions, the turbulent-combustion model and �nally the equivalence ratio with the aim to

reproduce the main acoustic features of the burner correctly. Particular attention was paid

to the achievement of accurate solutions for unsteady heat transfer due to thermo-acoustic

instabilities.
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2 Theory and Numerical

Implementation

:

2.1 Introduction to turbulence

The �rst works on turbulence are dated back to the end of the 18th Century, thanks to

the experiments of Osborne Reynolds (1883). He introduced a dimensionless quantity, the

Reynolds number, de�ned as the ratio between the inertial (destabilizing) force and the

viscous damping (stabilizing) force, that identi�es the occurrence of laminar or turbulent

condition:

Re =
Inertial Forces
Viscous Forces

=
ρUL

µ
(2.1.1)

A turbulent regime represents a state of the �ow motion, that is a solution of the Navier

Stokes equations but it presents a high level of complexity compared to a laminar �ow regime.

In this condition the macroscopic transport predominates on the microscopic transport en-

hancing the di�usivity and conductibility with values of orders of magnitude larger than in

laminar conditions. The problem consists in the determination of the more suitable descrip-

tion of this state, both for the comprehension of the physical phenomena and for the modeling

necessary to their qualitative prediction.

The main features of turbulent �ows are:

� Irregularity. The most striking feature of turbulent �ows is the temporal and spatial

irregularity presented by all the variables involved. At high Re, the viscous forces are

not su�cient to contrast the inertial forces, and the �uid particles travel in a chaotic

and stochastic way, without observable pattern and no de�nite layers.

� Rotationality. They present normally three dimensional structures, characterized by

high levels of vorticity and by a strong three-dimensional vortex generation mecha-

nism known as vortex stretching. Vortex stretching is the core mechanism, which the

turbulence energy cascade relies on.
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2. THEORY AND NUMERICAL IMPLEMENTATION

� Spatial and time scales. They are characterized by the presence of motions with

di�erent spatial and temporal scales. In other words, di�erent vortical structures are

present simultaneously whose geometrical dimensions and characteristic times scale are

very di�erent among them.

Another common feature to all turbulent �ows is the non-reproducibility of the experi-

ments.

2.1.1 Turbulent energy cascade

The theory of the "turbulent energy cascade", developed in 1941 by Andrei N. Kolmogorov

for locally isotropic turbulence, is well recognized as the most important work in turbulence.

It describes:

� how energy is transferred from large-scale structures to smaller scale structures by

means of an inertial and essentially inviscid mechanism;

� how much energy is contained by eddies of a given size;

� how much energy is dissipated by eddies of each size.

Brie�y, the mechanical energy is supplied to the turbulent �uctuations at the integral

length scale L, that is constrained by the characteristic length of the problem. The vortices

with size lEI = L/6 < L < 6L represent the largest scales in the energy spectrum and are

quite unstable. Eventually they may break up, transferring their energy to smaller eddies.

These undergo a similar break-up process and transfer their energy to yet smaller eddies.

This region of the turbulent spectrum is referred to as inertial sub-range. According to

Kolmogorov the statistics of the scales (or better the characteristics of the structures) in this

range are universally and uniquely determined by the rate of energy dissipation ε [24]. The

energy cascade, in which energy is transferred to successively smaller and smaller eddies,

continues until the small scale structures are small enough that their kinetic energy can be

transformed by the �uid's molecular viscosity into heat. When this condition occurs, the

smallest scale η (Komlogorov scale) of turbulence is reached.

Another important concept of Kolmogorov's theory regards the modeling of the small scale

quantities (length η, velocity uη and time scales tη), and the ratio between large and small

scale processes in a turbulent �ow as a function only of the Reynolds number:

L

η
= Re

3
4 ,

U

uη

= Re
1
4 ,

tL
tη

= Re
1
2 (2.1.2)
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2.2 Turbulence modeling

In literature several turbulence models are available for solving the Navier-Stokes equations.

Since no single turbulence model is universally accepted as being superior for all classes of

problems, three main approaches have been progressively developed in the past years:

� Direct Numerical Solution (DNS). This represents ideally the most simple ap-

proach and consists of the direct numerical integration of the Navier Stokes equations

without any turbulence model [1]. The aim is to solve exactly the whole range of spa-

tial and temporal scales of the turbulence. The only error introduced by the model is

due to the numerical approximation of the partial di�erential equations. On the other

hand, to solve all the turbulent energy spectrum, a high computational cost even at

low Reynolds numbers is required. As matter of fact, according to eq. 2.1.2 the ratio

between the large and the small scale structures is equal to Re3/4: thus, the number N

of points to resolve the small scales along a given mesh direction will be proportional

to the same factor Re3/4; for a three-dimensional DNS it would require a number of

mesh points N3, that is to Re9/4. DNS is obviously far from being feasible for a high

Reynolds number and thus for many real technical systems.

� Large Eddy Simulation (LES). Contrary to the DNS approach, the LES model

resolves exactly only one portion of the spectrum: the large scale structures that are

responsible of the turbulent energy cascade. The small scale processes are instead

modeled with an additional method based on the turbulent viscosity [25]. The basic

advantage is that the larger scales, in the inertial range, are simulated and thus it is

possible to derive a unique model that is suited for all kinds of turbulent �ows (jet

�ows, jet in cross�ow, ...) without calibrating the model parameters at the problem

of interest. To �lter the small scales of the solution, a low-pass �lter is applied to the

Navier-Stokes equations. This reduces the computational cost of the simulation and

unfortunately the accuracy of the solution with respect to a DNS simulation. De�ning

a �lter function G(x):

u(x,t) =

∫
u(y,t)G(x− y,t)dy (2.2.1)

it is possible to separate the �ltered velocity and the sub-grid part:

u(x,t) = u(x,t) + u
′
(x,t) (2.2.2)

For an accurate solution of the LES, the G(x) function should capture and consent to
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simulate vortices up to the inertial sub-range.

Most of the LES models are based on the Boussinesq hypothesis, which de�nes a simple

relationship between the SGS stresses and velocity gradients through the eddy viscosity

(similar to molecular viscosity):

� Smagorinsky model: it is the most common and used model, for the sake of

simplicity and accuracy:

νSGS = (Cs∆)2
∣∣S̄∣∣ (2.2.3)

� Germano dynamic model: this method is similar to the Smagorinsky one but the

parameter Cs represents an unknown of the problem and therefore an additional

�ltering operation for determining Cs is required;

� One equation model for k :

νSGS = Ck∆k
1/2
SGS (2.2.4)

� Reynolds Averaged Navier-Stokes (RANS). This model represents the most eco-

nomic approach for computing complex turbulent industrial �ows, providing informa-

tion limited to the averaged characteristics of the �ow �eld. Compared to the DNS

approach, where all the turbulent characteristics are captured instantaneously with-

out modeling, the RANS loses most of this information due to the time averaging of

the �ow �eld and requires modeling of every quantity from the integral scales in the

dissipation range. Only mean quantities are directly computed and the approach is

nearly independent of Re. More in detail, using the Reynolds decomposition, a generic

variable ϕ can be split as follows [26]:

ϕ(x,t) = ϕ(x,t) + ϕ
′
(x,t) (2.2.5)

where the mean quantity ϕ(x,t) and the �uctuating component ϕ
′
(x,t) are de�ned as:

ϕ(x,t) = lim
Tf→∞

1

Tf

∫ t+Tf

t

ϕ(x,t)dt, ϕ
′
(x,t) = ϕ(x,t)− ϕ(x,t) (2.2.6)

Tf is a su�ciently long time to make the averaging independent upon the time. After

some mathematical manipulations, the equations for a turbulent �ow in an incompress-

ible case may be written as:

∂ui

∂xi

= 0, (2.2.7)
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∂ρui

∂t
+ ui

∂ρui

∂xj

= −1

ρ

∂p

∂xi

+
∂

∂xj

[
µ
∂ui

∂xj

− ρu
′
iu

′
j

]
(2.2.8)

∂ρcpT

∂t
+ ui

∂ρT

∂xj

=
∂

∂xj

[
κ
∂T

∂xj

− ρu
′
iT

]
(2.2.9)

The above time-averaged equations represent the continuity, momentum and energy

equations in the RANS formulation. They are formally identical to the Navier-Stokes

equations with the exception for the cross-products of the �uctuation terms:

u
′
iu

′
i, u

′
ju

′
j, u

′
ku

′
k, u

′
iu

′
j, u

′
iu

′
k, u

′
ju

′
k (2.2.10)

However, they introduce additional unknowns represented by the turbulent �uxes u′
iT

and the turbulent �uctuations u′
ju

′
j. The latter have an e�ect equivalent to the viscous

stresses, they di�use momentum due to the turbulent motions, and are therefore called

"turbulent stresses" or Reynolds stresses. Being the number of the unknowns greater

than the number of equations, the problem is not mathematically solvable, if not intro-

ducing new equations or relations for modeling the Reynolds stresses in terms of the

known variables (mean quantities of the �ow).

The most popular correlation for closing the problem is based on the Boussinesq hy-

pothesis [27]. This assumption states that the momentum transfer caused by turbu-

lent eddies can be modeled with an eddy viscosity. Mathematically, it expresses the

Reynolds stresses as function of the mean rate of strain tensor of the mean �ow and a

positive parameter, known as turbulent viscosity µt.

Models that try to provide expressions for µt are known in literature as eddy viscosity

models. However, the Boussinesq hypothesis is not the unique correlation for closing

the NS system; a huge amount of RANS formulations are available in literature [28].

2.2.1 (U)RANS-Approach

In the following section the standard and widely used two equation turbulence models will be

brie�y described, highlighting the physical meaning of the formulations and discussing their

advantages and limitations.

2.2.1.1 Standard k-ε Model

The k - ε model is one of the most used and common model in Computational Fluid Dynamics

(CFD) to simulate turbulent �ows. The �rst contribution to the method is attributed to Chou
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in 1945, whereas the �rst signi�cant formulation was proposed only years later by Launder

and Jones [29] [30]. The model consists of two additional equations that transport the main

characteristics of turbulence: the turbulent kinetic energy k and its dissipation ε. Considering

that the turbulent �uctuations are described by the turbulent kinetic energy:

k =
1

2
u

′
iu

′
i (2.2.11)

and turbulent energy dissipation is proportional to the dynamic viscosity µ:

ε = µ
∂u

′
i

∂xk

∂u
′
i

∂xk

(2.2.12)

it results that the transport equation for k can be derived directly from the Navier-Stokes

equations and it is written as follows:

∂ρk

∂t
+ uj

∂ρk

∂xj

− ∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
= Pk − ρε (2.2.13)

The source terms on the right hand side of eq.2.2.13 represent the production Pk and the

dissipation ρε of the turbulent kinetic energy.

An exact equation for the rate of dissipation of the turbulent kinetic energy can be obtained

by the Navier-Stokes equations. The physical interpretation of the di�erent terms, however,

is complex and even their modeling could be di�cult to obtain. Therefore, we may use an

expression for ε similar to the k equation that includes convective, production, di�usion and

dissipative terms. A detailed discussion about its derivation and meaning can be found in [1]

and [25]. The ε-equation is written as follows by empirical considerations:

∂ρε

∂t
+ uj

∂ρε

∂xj

− ∂

∂xj

[(
µ+

µt

σεk

)
∂εk

∂xj

]
= Cε1

ε

k
Gk − Cε2ρ

ε2

k
(2.2.14)

Closure coe�cient of the standard k -ε model are [29]:

C1 = 1.44, C2 = 1.92, Cµ = 0.09, σk = 1.0, σε = 1.3 (2.2.15)

The turbulent viscosity is expressed as a combination of the turbulent kinetic energy k and

its dissipation ε:

µt = C
′

µ

√
klc = C

′

µCDk
1
2
k

3
2

ε
= Cµ

k2

ε
(2.2.16)

The k -ε formulation is relatively simple and probably represents the best compromise be-

tween generality and accuracy of results, ease of implementation and computational stability.
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Best results have been found for free-shear layer �ows as well as for wall-bounded and internal

�ows with relatively small pressure gradients at high Reynolds number [31]. All these charac-

teristics make it an attractive choice for many industrial problems. However, the model is not

so perfect and shows its limits under particular �ow conditions. It has been demonstrated

the inability of the model to provide good accuracy for �ows with large adverse pressure

gradients. Other limitations appear in the classic problems of the back �ow facing step with

the systematic underestimation of the reattachment length in separate streams or in jet �ows

with the overestimation of the spreading rate, known as round jet/plane anomaly [32], [33].

Compared with a LES or DNS, this approach is strongly dependent on the model parame-

ters: the standard values that perform well in one �ow condition do not always perform well

when the �ow condition is altered. Therefore, the values have to be re-calibrated depending

on the problem to solve. Moreover, the model is based on the assumption of isotropic and

homogeneous turbulence at high Reynolds number. In proximity of the wall this "standard"

formulation fails (due to the �ow anisotropy and the low velocity) and provides erroneous re-

sults as a consequence. Therefore, new formulations have been developed for overcoming the

near-wall problem with the so called "Low-Reynolds Number Models" that can be considered

valid everywhere in the computational domain. An alternative approach is represented by

the theory of the Wall functions, which will be brie�y described in the next section.

Wall Functions Approach

Because of the intrinsic assumptions of the RANS models of isotropic turbulence and equilib-

rium, the integration of the above equations through the near-wall region yields unsatisfactory

results in term of velocity, friction coe�cient, heat transfer. A way to overcome this de�ciency

is to introduce special damping functions with the intent to decrease the turbulent viscosity

in the boundary layer. This approach is called low-Reynolds-number formulation and will be

outlined in Chap.5. In this section instead, an alternative and still widely employed method

is described that provides the right estimation of the turbulent parameters near the solid

boundaries. The method, known as wall-functions modeling, models the laminar sublayer in

order to match the experimental observations at the boundary without the need for a very

�ne mesh.

It assumes two main hypotheses:

� Validity of the logarithmic law of the wall. The �rst grid point is assumed to be in the

logarithmic layer (y+ > 11) and the velocity is assumed to be described by:

u+ =
1

κV

ln y+ + C (2.2.17)
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where κV is the Von Karman constant (κV = 0.41) and C is equal to 5.2;

� Local equilibrium in the boundary layer (production=dissipation).

The assumption of local equilibrium between the production of turbulent kinetic energy k

and its dissipation rate ε is de�ned as:

ε = ρPk → µt
∂u

∂y

∂u

∂y
= −ρu

′
iu

′
j

∂ui

∂xj

(2.2.18)

In the boundary layer theory it is common to refer to non-dimensional quantities for

studying the evolution of the velocity in the near-wall regions [32]. We can introduce a

non-dimensional velocity and wall distance as follows:

y+ =
ūτy

ν
(2.2.19)

u+ =
u

ūτ

(2.2.20)

where the ūτ is the skin friction velocity:

ūτ =

√
τw
ρ

(2.2.21)

The de�nition of the wall shear stress τw is:

τw = µt
∂u

∂xn

(2.2.22)

The y+ value represents the distance from the wall measured in viscous lengths (similar

to a local Reynolds) and its magnitude determines the relative importance of viscous and

turbulent processes [33]

Combining the above expressions under the local equilibrium assumption, it is possible to

determine a value for the turbulent dissipation energy ε at the wall:

εw =
C

3/4
µ k3/2

yκV

(2.2.23)

Concerning the turbulent kinetic energy, a zero-gradient condition is assumed on the wall:

dkw
dn

= 0 (2.2.24)

Wall functions for the momentum equations have been found to provide good predictions

of the near-�ow behavior, although there are documented cases where they failed, especially
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if they are employed for the heat transfer calculation [34].

2.2.1.2 Standard k-ω Model

The k − ω turbulence model dates back to the studies of Kolmogorov and is nowadays used

in the form proposed by Wilcox [25]. This is a two-equation turbulence model where, in

addition to the transport equation for the turbulent kinetic energy k, an equation for the

speci�c dissipation rate ω is considered. The unknown ω has the dimension of an inverse

time scale and represents the time that elapses between the production and the dissipation

of the turbulent structures.

ω =
βkε

k
(2.2.25)

This model has been modi�ed numerous times in the attempt to improve its accuracy. As

for the k − ε formulation, the transport equation for k is:

∂ρk

∂t
+

∂ρujk

∂xj

= τij
∂ui

∂xj

+
µt

ρ2
∂ρ

∂xj

∂p

∂xj

− βkρωk +
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
(2.2.26)

The ω transport equation can be derived by a combination of physical reasoning and

dimensional analysis as shown in [25]

∂ρω

∂t
+

∂ρujω

∂xj

= γ
ω

k
τij

∂ui

∂xj

+
γ

ρ

∂ρ

∂xj

∂p

∂xj

− βkρω
2 +

∂

∂xj

[(
µ+

µt

σω

)
∂ω

∂xj

]
(2.2.27)

The �rst terms on the right hand side of eq. 2.2.26 and 2.2.27 represent respectively the

generation of turbulent kinetic energy and the production of the speci�c dissipation rate that

arises due to mean velocity gradients, de�ned in the same manner like in the k − ε model.

The turbulent viscosity is related to the turbulent quantities k and ω as follows:

µt = ρ
k

ω
(2.2.28)

Although the k-ω formulation is not as popular as the k-ε model, it has shown good

prediction in results for transitional �ows and in �ows with adverse pressure gradients. It

has greater accuracy in case of wall-bounded and low Reynolds number �ows. The standard

approach does not require damping functions and it is numerically stable since it tends to

converge to the solutions more rapidly than the k-ε. The main weakness lies in the strong

dependency of its results on the free-stream value of ω [35]. Indeed, the model does not predict

very well the transition between turbulent and free-shear �ow, since low values of k and ω

in the free-shear �ow deeply a�ect the turbulent part of the �ow. To reduce this sensitivity
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a new model that combines the positive e�ects of the k-ε and k-ω has been proposed, which

is described in the next section.

2.2.1.3 Shear Stress Transport k-ω Model

The SST (Shear Stress Transport) model is an eddy-viscosity model introduced by Menter et

al. [36] with the intent to improve the weaknesses of the standard k -ε and k -ω formulations.

As already mentioned, the standard k -ε performs well under particular conditions but fails

in the determination of shear stress in adverse pressure gradient �ows due to too low dissi-

pation, requiring particular modi�cations such as low-Re models, wall functions, etc. The

k -ω provides better results instead, however it does not consider the use of any wall damping

functions and is quite dependent on the free-stream value of ω [37]. To overcome these lim-

itations, Menter came up with the idea to combine the two models, blending automatically

between the Wilcox k-ω turbulence model near to the walls and the standard k-ε formulation

in the outer region outside of the boundary layer. For industrial problems, the SST-method

is quite useful since it provides accurate results for �ows with large recirculation and separa-

tion. This improvement has been obtained with a particular limitation of the shear stress in

adverse pressure gradient and assuming it proportional to the turbulent kinetic energy [36].

In order to combine the two models, the k-ε formulation is converted into a k-ω model and

the transport equations are de�ned as follows:

∂ρk

∂t
+ uj

∂ρk

∂xj

− ∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
= Pk − βkρkω (2.2.29)

∂ρω

∂t
+ uj

∂ρω

∂xj

− ∂

∂xj

[(
µ+

µt

σω

)
∂ω

∂xj

]
= α

1

νt
Pk − βkρω

2 +2(1−F1)ρσω2
1

ω

∂k

∂xj

∂ω

∂xj

(2.2.30)

The blending function F1 is de�ned by:

F1 = tanh


{
min

[
max

( √
k

βkωy
,
500ν

y2ω

)
,
4ρσω2k

CDkwy2

]}4
 (2.2.31)

with:

CDkw = max

(
2ρσω2

1

ω

∂k

∂xj

∂ω

∂xj

, 10−10

)
(2.2.32)

F1 is equal to zero far away from the surface (k -ε model), and switches over to one inside

the boundary layer (k -ω model).

As mentioned, the k -ω formulation performs better than the k -εmodel in predicting adverse

pressure gradient �ows because it predicts lower shear stress values, but still larger than the
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experiments. Thus to reduce its value, Menter suggested a new expression for the turbulent

viscosity:

µt =
a1k

max (a1ω,ΩsF2)
(2.2.33)

where Ωsis the invariant measure of the strain rate and F2 is a second blending function

de�ned by:

F2 = tanh =

[max

(
2
√
k

β∗ωy
,
500ν

y2ω

)]2 (2.2.34)

More information about the theoretical background can be found in [36]. The values of

the model constants accordingly to [37] have been chosen to blend the behavior of k-ω in the

inner region and k-ε formulation in the outer region.

2.2.2 Turbulent Boundary Layer

The concept of the boundary layer was introduced by Prandtl to simplify the calculation of

the problems of interaction between a moving �uid and a solid wall. The boundary layer is

de�ned as a small region of �uid where the e�ects caused by the proximity of a wall are much

more marked with respect to the free stream. Outside this region, the �ow viscosity can be

neglected without signi�cant e�ects on the solution and the �ow �eld can be approximated by

solving the Euler equation. Inside the boundary layer large velocity �uctuations reside and

the e�ects of the viscous stresses must be taken into consideration. Moreover, the majority

of the heat transfer to and from a body takes place within this region. The thickness of

the velocity boundary layer can be de�ned as the distance from the solid body at which the

viscous �ow velocity is 99% of the free-stream velocity [38].

From Prandtl's studies, the turbulent boundary layer has been subdivided into two sub-

layers, called outer and inner layer respectively. In the �rst of these two regions the viscous

e�ects and heat transfer are negligible. The �ow �eld is governed with a good approximation

by the Euler equations. The second region, in general very small, is characterized on the

other hand by high spatial and temporal gradients of �ow and by relevant viscous e�ects.

This is, in turn, decomposed in three sub-layers:

� Log-law region (y+ > 40): it extends from y+ = 40 to about y+ = 400, with approxi-

mately constant shear stress. The classical logarithmic law of velocity is valid in this

region, which assumes the linear behavior with the adoption of semi-log scales.

u+ =
1

κV

ln(y+) + C =
1

κV

ln(Ey+) (2.2.35)
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� Viscous-linear sublayer (0 < y+ < 5): extends from the wall boundary until 5 y+ and

is characterized by a linear distribution of the velocity.

u+ = y+ (2.2.36)

� Bu�er layer: between the log-law region (characterized by turbulent motion) and vis-

cous sublayer (controlled by molecular di�usion). In this zone, no law for the velocity

can be determined, since the pro�le varies from the linear trend of the viscous substrate

to the logarithmic behavior of the overlap region.

Fig.2.2.1 illustrates clearly the subdivision of the turbulent boundary layer at high Reynolds

numbers.

Figure 2.2.1: Illustration of the theoretical subdivision of the turbulent boundary layer. [1]

2.2.3 Hybrid (U)RANS/LES methods

Hybrid modeling methods of turbulent �ows have received increasing attention over the

past decade to �ll up the gap between (U)RANS and LES computations for applications

at industrially relevant Reynolds numbers. These approaches represent an alternative to

RANS and LES simulations for unsteady turbulent �ows in complex geometries, that try to

combine the best aspects of both strategies. As matter of fact, LES simulations su�er from

the �ne resolution of the near-wall region at high Reynolds numbers. On the other hand,
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(U)RANS simulations for unsteady �ows often do not provide accurate results for industrial

applications, since most of the energy spectrum is modeled. Thus the hybrid URANS/LES

method is nowadays considered the best compromise in terms of computational time and

accuracy of the solution and probably more suited for the calculations of complex geometries

typical of gas-turbine combustors. In this work the SST-SAS hybrid model, developed by

Menter and coworkers [39] [40], has been intensively used since it proved to be an interesting

technique for solving unsteady �ows around a blu� body con�guration. The theory of the

model is brie�y described in the following section.

2.2.3.1 Scale Adaptive Simulation Method (SST-SAS)

The idea behind the SST-SAS model was to combine the positive characteristics of the

RANS and LES formulations for resolving with great accuracy the near wall and far �eld

regions. The model ideally provides a URANS solution in stable �ow regions while resolving

turbulence in transient instabilities, such as massive separation zones. Indeed, the SST-SAS

model captures regions with relatively coarse grid by URANS whereas �ow regions with �ne

grid are simulated in an LES-like mode. It uses the SST k−ω turbulence model formulation

and includes an additional production term QSST−SAS in the ω equation, which is sensitive

to unsteady �uctuations. This term is a function of the second derivative of the turbulent

kinetic energy k and of the turbulent dissipation ω and depends also on the ratio between

the turbulent and the Von Karman length scale Lt/LV K as shown below:

QSST−SAS = max

[
ζ̂κV S

2 Lt

LV K

− C · 2

σϕ

k

·max

(
1

ω2

∂ω

∂xj

∂ω

∂xj

,
1

k2

∂k

∂xj

∂k

∂xj

)
,0

]
. (2.2.37)

Here ζ̂ = 3.51, C = 2, κV = 0.41, σϕ = 2/3 are the modeling constants.

TheQSST−SAS term is able to detect �ow unsteadiness depending on the local ratio Lt/LvK .

If the grid has a �ne resolution (in regions where the �ow equations solve the small-scale

movement) the von Karman length scale, based on the ratio of the �rst to the second velocity

gradients, is smaller for an unsteady velocity pro�le than for a steady velocity one and leads

consequently to high values for the ratio Lt/LvK . An increase of the SAS-term results in

an enhancement of the production of the dissipation rate ω and thus in a reduced value for

the turbulent kinetic energy k and the turbulent viscosity µt. Due to the reduction of µt, its

dissipating e�ect on the solved �uctuations becomes smaller, allowing the model to work in

an "LES-like" mode and to solve turbulence in the crucial zones of interest [39],[40].
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2.2.4 Large Eddy Simulation Modeling

The Large Eddy Simulation is a mathematical model for turbulence used in computational

�uid dynamics. The main feature is its capability to solve directly the largest scales of the

motion and to model the small vortices up to the inertial range of the energy spectrum.

Mathematically, this corresponds to a �ltering operation of the NS-equations in order to

eliminate the small scales of the solution. The resulting equations are similar to the RANS

equations but they have a completely di�erent meaning: RANS equations are time-averaged

or ensemble-averaged, the LES formulation is based on space-�ltering. As in other turbulence

models, new unknowns arise from the non-linear advection terms uiuj after the separation of

the small and the large scales. These new quantities represent the e�ect of the non-resolved

small scale in the �ow motion, which is unknown and must be modeled. The �ltered advection

term can be split up, following the work of Leonard [41] as:

uiuj = τ rij + uiuj (2.2.38)

where τ rij is de�ned as sub-grid stress tensor.

The �rst LES model employed the Boussinesq hypothesis to provide an adequate expression

of the SGS stress tensor as function of the �ltered variables:

τ rij −
1

3
τijδij = −2νtS̄ij (2.2.39)

where νt = µt/ρ is the turbulent eddy viscosity and S̄ij =
1
2

(
∂ūi

∂xj
+

∂ūj

∂xi

)
is the rate-of-strain

tensor.

2.2.4.1 WALE Model

The WALE model is also based on the eddy dissipation concept but represents a better

alternative to the Smagorinsky model in the near-wall regions. It was developed to recover

the scaling law of the wall without the necessity of using a wall function approach [42]. The

eddy viscosity formulation of the WALE model is able to ensure a behavior of µt ≈ y+
3
close

to the wall, improving the accuracy of the solution in this region.

In the WALE model the eddy viscosity is modeled by:

µt = ρ∆2
g

(Sd
ijS

d
ij)

3/2

(SijSij)5/2 + (Sd
ijS

d
ij)

5/4
(2.2.40)

Where Cw is a model constant taken equal to 0.5, ∆ is the �lter width corresponding to

the root of the cell volume. Further details concerning the WALE model can be found in

literature [42].
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2.3 Combustion modeling

The state of the art for the combustion modeling was given by Joos in his work [43]. In the

following section, the theoretical description of the combustion models used for the present

numerical simulations will be given.

2.3.1 Eddy dissipation model for global chemistry: EDM

In non-premixed �ames, turbulence slowly convects and (or) mixes fuel and oxidizer into the

reaction zones where they quickly burn. In such cases, the combustion is said to be mixing-

limited, and the complex chemical kinetic rates can be safely neglected [44]. This condition

is referred to as Fast Chemistry, where the chemical reactions are assumed to occur in�nitely

fast compared to the time scale of the transport process. The EDM model (Eddy Dissipation

Model) [45] is based on the previous hypothesis. Under this assumption the chemical reaction

rate is controlled, as in the eddy-breakup model of Spalding [46], by the turbulent mixing

time-out τt. The latter is de�ned as:

τt =
k

ε
(2.3.1)

According to this model, the rate of production of the species i due to the turbulent mixing

rate RRt is given by the following expression:

RRt = Aρ
ε

k
min

(
min
R

(
YR

ν
′
R,jMR

)
, B

∑
P YP∑N

k ν
′
k,jMk

)
. (2.3.2)

where YR refers to the mass fraction of a particular reactant and YP is the mass fraction

of any product species.

In cases where chemistry is relatively slow, a possible solution is to combine the mixing

model with a �nite-rate chemistry formulation, eq. 2.3.3: the kinetic rate is taken as the

minimum of the mixing rate and the chemically controlled terms. If chemistry is much faster

than the turbulent mixing processes, the reaction rate is controlled by the turbulent mixing

RRt, whereas if mixing is much faster than chemistry �nite rate e�ects RRc are included.

Thus, for a 1-step global reaction it follows:

RRc = ArT
αr exp

(
−−Ear

ℜT

)∏
j

[Cj]
νjr (2.3.3)

One of the most signi�cant limitation is the fact that only global reaction schemes can be

considered.
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2.3.2 Eddy Dissipation Model for detailed chemistry: EDC

The EDC model was developed in the past years by Magnussen and coworkers [16] as an

extension of the previous model for detailed chemistry. The model is based on the theory

of the energy cascade by Kolmogorov, in which the turbulent kinetic energy is transferred

from larger to smaller scales and �nally dissipated at the Kolmogorov scale. The idea is

to assume that the chemical reactions occur in the �nest scales of the energy spectrum

where the dissipation of turbulent energy takes place. Normally, in case of RANS or LES

simulations these scales are not resolved from the turbulence model since they are smaller

than the grid spacing; thus the numerical cells cannot model the energy transfer mechanism

and its dissipation due to the molecular di�usion. A modeling of these scales is therefore

required. According to the model, the computational cell may be conceptually split up into

two sub-zones [15]:

� surrounding �uid;

� �ne zone or �ne structure.

As mentioned, the �ne scale represents the portion of the grid cell, in which the homoge-

neous chemical reactions occur. Due to the intense mixing in the dissipative region, they can

be treated as an adiabatic, isobaric Perfectly Stirred Reactor with initial conditions taken as

the current species and temperature values in the cell. The surrounding �uid is the adjacent

region where the turbulent transport convects the fresh and reacting mixture into the �ne

scale.

The length of the �ne structures has been determined in [47] and is strictly dependent on

the local turbulence. It is de�ned as [15]:

γ =

(
3CD2

4CD12

)1/4 (νε
k2

)1/4
(2.3.4)

where ν is the kinematic viscosity, CD1 and CD2 are model constants related to the turbu-

lence model used. The volume fraction occupied by the �ne structures is therefore the cube

of the length γ.

Once determined an expression for γ, it is opportune to determine the mean residence

time in which mass is transferred between the �ne structures and the surrounding �ow. This

quantity is proportional to the Kolmogorov time scale [16]:

τ ∗ =

(
CD2

3

)1/2(
ν

ε

1/2
)

(2.3.5)
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This mean residence time is roughly equivalent to the characteristic chemical time whereby

the fresh mixture reacts in the �ne scale with a net mean reaction rate for the transport

equation:

ω∗
i =

γ2

τ

(
Y ∗
i − Y 0

i

)
(2.3.6)

In the above equation the subscript ∗ and 0 represent respectively the scalar value in the

�ne and surrounding regions.

In order to relate the mean mass quantity and the state in the �ne and surrounding

structures, Magnussen proposed a relation that links the sub-grid processes with the mean

�ow as follows [47]:

Φ̃ = γ3χΦ∗ +
(
1− γ3χ

)
Φ0 (2.3.7)

The factor χ, referred to as the fraction of γ where reactions take place, is commonly set

to 1 for detailed chemistry, as indicated by the analysis of Orszag in [48]. Thus by solving

the equation 2.3.7 for Φ0, following is an expression for the scalar quantity in the surrounding

region:

Φ0 =
Φ̃− γ3χΦ∗

1− γ3χ
(2.3.8)

Substituting eq. 2.3.8 in 2.3.6:

ω∗
i =

γ2

τ

(
Y ∗
i − Ỹi − γ3χY ∗

i

1− γ3χ

)
(2.3.9)

Rearranging the previous equation and considering a detailed chemistry mechanism (χ =

1), the mean reaction rate for each species can be expressed as:

ωi∗ = ρ
γ2

1− γ3χ

Y ∗
i − Ỹi

τ
(2.3.10)

As proposed by Gran [15], the value of Y ∗
i corresponds to the integration in time of the

species i over the time scale τ ∗. The integration is performed considering the "�ne regions"

as a homogeneous, adiabatic PSR reactor with constant pressure and the governing equations

are:
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dY ∗
i

dt
= ω∗

i +
Yi ∗ −Ỹi

τ ∗

dh

dt
= 0

dp

dt
= 0

(2.3.11)

The numerical integration of the system 2.3.11 is computationally expensive, since the

detailed chemistry mechanism involves the evolutions of species with a largely di�erent time

scale (sti� problem).

2.3.3 Fractal Model FM

A similar model based always on Kolmogorov's energy cascade theory is the Fractal model

[17], [18]. The model, developed by Giacomazzi et al., is able to ensure the closure for the

turbulence and combustion problem estimating the values for the turbulent viscosity and

the mean reaction rate. Based on the Kolmogorov theory, this predicts an algebraic closure

for the turbulent viscosity µt. Brie�y, considering that due to the energy/vortex cascade,

Nη subgrid dissipative eddies are generated in each cell (from the local grid cell size to the

dissipative scale η), the local enhancement of the turbulent viscosity due to the turbulence

can be expressed as function of Nη and the molecular viscosity µ:

µt ∝ Nηµ (2.3.12)

In his work [18], Giacomazzi provides an expression, based on the local grid size and the

dissipative scale, to evaluate the number of the scales Nη generated by the turbulent energy

cascade.

The combustion problem closure is treated similarly to the EDC model and makes use

of the fractal geometry for evaluating the turbulent-chemistry interaction. As in the EDC

model, the model assumes that the molecular mixing and chemical reactions occur at the

�nest scale of the turbulence "�ne structure" that occupies only a fraction of the cell size.

The fraction of the cell (volume fraction) interested by the dissipative process is related to

the ratio of the cell size and the local Kolmogorov scale:

γ∗ = γη

(
∆

η

)D3−1

(2.3.13)

where γη is the ratio between the number Nη scales and the total number of scales generated

locally, D3 the local fractal dimension, ∆ the characteristic dimension of the problem (the
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local grid size) and η the dissipative scale. The determination of γη is di�cult to obtain and

in [17] an estimation of the value for saving computational time in the calculation has been

proposed:

γη = 1− 0.36 (∆/η − 1)

1 + 0.0468 (∆/η − 1)2.7
(2.3.14)

The fractal dimension is instead de�ned as follows:

D3 = 1 +
lnNη

ln (∆/η)
(2.3.15)

The trend of γ with the Reynolds number assumes high values close to 1 in the laminar

region, decreases until a minimum and grows slightly approaching an asymptotic value for

high turbulence. Further details can be found in [18]. The net reaction rate for the �ltered

species equations in the fractal model is expressed as:

ω̃i = γω∗
i (2.3.16)

The reacting �ne structures are treated again as adiabatic PSR reactors with constant

pressure that react over a time scale τ ∗. The governing equations for the 0D reactors are

expressed by the sti� di�erential system in 2.3.11 and provide after t = τ ∗ the value for Y ∗
i

necessary for the calculation of ω∗
i .

The time scale τ ∗ has a di�erent formulation compared to the EDC. This matches the eddy

turnover time of the dissipative vortices η:

τ ∗ = Nη

(
νη
ν∆

)1/2
τ∆

Re
1/2
∆

(2.3.17)

2.3.4 Assumed PDF model

The �nite-rate combustion model is able to describe the oxidation of the reacting mixture

using detailed chemistry. This formulation considers the solution of a transport equation

for each reacting species involved in the chemical mechanism. Under laminar conditions, it

provides an exact solution for the chemical source term and accurate description of the �ame

characteristics, leading obviously to an enhancement of the computational cost for the high

number of scalar equations to solve. In a mixture of Nr elementary reactions, the source

term of a species i is computed using Arrhenius expressions:

ωi = Mi

Nr∑
r=1

(
ν

′′

ir − ν
′

ir

)(
kfr

Nsp∏
β=1

C
ν
′
βr

β − kbr

Nsp∏
β=1

C
ν
′′
βr

β

)
(2.3.18)
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When turbulent �ows are considered, an expression for the Favre-averaged source term

is di�cult to obtain, since turbulence �uctuations of the species and temperature strongly

modify the net production rate with a non linear dependency on T and Yi. Approximating

the averaged source term with that computed with its mean values may lead to erroneous

results:

ωi ̸= Mi

Nr∑
r=1

(
ν

′′

ir − ν
′

ir

)kfr

Nsp∏
β=1

C
ν
′
βr

β − kbr

Nsp∏
β=1

C
ν
′′
βr

β

 (2.3.19)

The turbulence chemistry interaction can be evaluated by means of presumed PDF ap-

proach for the species and temperature �uctuations. By means of this model the average

source term for the species equation can be computed considering a PDF for the unknown

quantities:

ωi =

∫
ωi (T, Y1, · · · ,YN)P (T, Y1, · · · ,YN) dTdY1 · · · dYN (2.3.20)

Such a PDF includes the correlations for temperature, species and density. A common

approach, but often questionable, is to assume statistical independence of the stochastic

variables [49]. The previous PDF can be re-written as the product of species and temperature

PDF as follows:

P (T, Y1, · · · ,YN) = PT (T )PY (Y1, · · · ,YN) dTdY1 · · · dYN (2.3.21)

For the PDF of the temperature often a Gaussian distribution function is considered and

limited in a speci�c range of validity between Tmin and Tmax for avoiding unphysical values:

P (T,T , σT ) = Cminδ (Tmin) + fg(T,Tg,σg) + Cmaxδ (Tmax) (2.3.22)

fg(T,Tg,σg) =
1√
2πσg

exp

[
−
(
T − T

)2
2σg

]
(2.3.23)

The coe�cient Cmin and Cmax are chosen, as mentioned, to clip the distribution of the

previous PDF, whereas Tg and σg are moments of the unclipped PDF. The latter are found

with an iterative process described in [49].

Thus, the averaged Arrhenius reaction rate is obtained as the integration in the temperature

space of the reaction rate in combination of the temperature PDF:

kfr =

∫ Tmax

Tmin

kfr (T )P (T,T , σT )dT (2.3.24)
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Normally the averaged values are stored in a lookup table for reducing the computational

cost during the time integration. These tables contain the Arrhenius coe�cients as function of

the mean temperature and temperature variance, requiring however high memory for storage

[50]. To reduce the memory problem, in the THETA-code the kfr are instead cast into a

canonical Arrhenius form as function of the temperature �uctuation intensity IT [49]:

kfr ≈ Afr (IT )T
αr(IT )

exp

(
−−Ear (IT )

ℜT

)
(2.3.25)

where IT :

IT =

√
σT

T
(2.3.26)

and:

σT = T ′′2 (2.3.27)

The latter is the temperature variance and represents an important parameter, unfor-

tunately unknown, that determines the shape of the Gauss-distribution. To solve σT , an

additional transport equation was proposed [49],[51]:

∂ρσT

∂t
+

∂ (ρũkσT )

∂xk

=
∂

∂xk

[
µt

PrσT

∂σT

∂xk

]
+ SσT

(2.3.28)

For the species �uctuations the multi-variate β-PDF was used as proposed by Girimaji

[52]:

P (Y,Y, σY ) =
Γ
(∑Ns

j=1 βj

)
∏Ns

j=1 Γ (βj)

Ns∏
j=1

(Yj)
βj−1 δ

(
1−

Ns∑
j=1

Yj

)
(2.3.29)

the PDF depends on the turbulent scalar energy σY :

σY =
Ns∑
j=1

Y
′′
j

2 (2.3.30)

and on βj, that is function of mean mass fractions [49].

In order to determine the species PDF a transport equation for σY has to be solved also

[50].

2.3.5 Burning Velocity Model BVM

The BVM models the propagation of a premixed or partially premixed �ame by solving a

scalar transport equation for the mean reaction progress variable c̃. The progress variable
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2. THEORY AND NUMERICAL IMPLEMENTATION

c describes the probability of the reacted state of the �uid along the time. Burnt regions

are treated similar to di�usion �ames whereas the unburnt �uid is represented by the cold

mixture. The �ltered source term in the scalar equation is closed with an algebraic expression

depending on turbulent �ame speed and is expressed as follows:

ω̃ = ρuST |∇c̃| (2.3.31)

where ρu is the density of the unburnt mixture, ∇c̃ is the gradient of the progress variable

and ST is the turbulent �ame velocity. The model is completed with the closure for the

turbulent burning velocity ST given by Zimont et al. [53]. Further details concerning the

model can be found in [54].

2.3.6 Linear Eddy Mixing Model LEM

The Linear Eddy Model LEM has been developed by Menon et al. [55, 56, 57] for turbulent

�ames. The main feature of this model is to solve the large eddy scales by means of an LES- or

Hybrid RANS/LES approach and also to solve the e�ects of the small scale processes in a one-

dimensional domain within the grid cells. According to the model, all the physical processes

occuring in every computational cell (i.e., convective transport, turbulent and molecular

di�usion, chemical reactions) are solved using a one-dimensional grid. This ensures the

capability to capture most of the unsteadiness of the �ow and to perform an a�ordable DNS

for turbulent-reacting �ows.

A brief description of the main aspects of the combustion model is presented here. Due to

the turbulence, the velocity �eld can be seen as the sum of the contribution of the resolved

velocity ũ and modeled subgrid scale turbulent �uctuations u′:

u = u′ + ũ (2.3.32)

The idea behind the LEM is to solve each physical phenomena at their corresponding time

scale, thus, to solve the large scale advection (the resolved �eld) and the small scale processes

(not resolved by the solver and modeled on a one-dimensional grid) separately. A non-�ltered

scalar equation for the generic variable ϕ (eq. 2.3.33) is written as:

ρ
∂ϕ

∂t
+ ρui

∂ϕ

∂xi

+
∂

∂xi

[
−Dϕ

∂ϕ

∂xi

]
= ω̇ϕ (2.3.33)

Substituting the decomposition of the velocity eq. 2.3.32 into the previous equation, it is

easy to obtain two di�erent equations that describe the large scale (eq. 2.3.34) and small

scale (eq. 2.3.35) processes:
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2.3 Combustion modeling

ρ
ϕ∗ − ϕ

∆t
+ ρũi

∂ϕ

∂xi

= 0 (2.3.34)

ρ
∂ϕ∗

∂t
+ ρu′

i

∂ϕ∗

∂xi

+
∂

∂xi

[
−Dϕ

∂ϕ∗

∂xi

]
= ω̇ϕ (2.3.35)

Where ϕ∗ is an intermediate solution between the large and small scales time step.

Eq. 2.3.35 solves a reaction-di�usion problem in every computational cell in a one-

dimensional domain (LEM-1D domain), which is aligned along the normal to the maximum

scalar gradient. The length of the 1D grid corresponds to the cell size. This is discretized

with a number of elements whose dimension corresponds to the smaller scale in the turbulent

spectrum, the Kolmogorov scale.

The convective term Fk = u′
i
∂ϕ∗

∂xi
in the small scale equation represents an unknown term,

since the velocity �eld is not resolved up to the dissipative scale. Thus, Kerstein modeled

the e�ect of the turbulent convection (also called stirring-e�ect [55]) on the scalar �eld using

a numerical algorithm called "triplet maps" [58]. This provides a stochastic re-arrangement

event of the scalar �eld, reproducing the action of a vortex of a given size acting on the

�ow. The re-arrangement creates a spatial redistribution and also an increase of the scalar

gradients. The algorithm creates three copies of the portion of the scalar �eld a�ected by

the vortex, compresses each portion by a factor of three and reverses the middle segment.

Mathematically, this is expressed by:

ϕ (x,t0) =


ϕ (3x− 2x0,t0) x0 ≤ x ≤ x0 + l/3

ϕ (−3x+ 4x0 + 2l,t0) x0 + l/3 ≤ x ≤ x0 + 2l/3

ϕ (3x− 2x0 − 2l,t0) x0 + 2l/3 ≤ x ≤ x0 + l

ϕ (x,t0) otherwise

(2.3.36)

where l is the length of the vortex ranging from the Kolmogorov scale η to the cell size ∆,

x0 is the location where the vortex occurs and t0 is the time of the event. These parameters

have to be de�ned in order to simulate the e�ect of an eddy upon the scalar �eld. The

location x0 is chosen randomly inside the LEM-domain (1D), whereas the frequency at which

the vortex occurs (eq. 2.3.37) depends on the local turbulence conditions (sub-grid turbulent

Reynolds number Re∆ , Kolmogorov scale η, integral scale∆). A higher value of the turbulent

Reynolds number corresponds in frequent vortex events. The vortex frequency per unit length

is expressed by [55]:

λs =
54

5

νRe∆
Cλ∆3

[
(∆/η)5/3 − 1

1− (∆/η)4/3

]
(2.3.37)
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Once the frequency is known, it is easy to obtain the characteristic time interval ∆tstirr

between two vortexes (also known as "stirring" time [55], [56])

∆tstirr =
1

λs∆
(2.3.38)

The length of the eddy l on the other hand, is calculated by means of a PDF distribution

f(l), eq. 2.3.39, given by [58], that ensures a higher probability to get an eddy size close to

the Kolmogorov scale η rather than to the integral length scale ∆:

f(l) =
5

3

l−8/3

η−5/3 −∆−5/3
η ≤ l ≤ ∆ (2.3.39)

In summary, the reaction-di�usion equation, eq. 2.3.35, is integrated using a time-step

determined by the chemical process ∆tc. At each time-step, the stirring time interval ∆tstirr,

the total stirring time tstirr and the total integration time tint are calculated:

tint = tint +∆tc (2.3.40)

tstirr = tstirr +∆tstirr (2.3.41)

During the time integration it may occur that the total stirring time is greater than the

total time:

tstirr > tint (2.3.42)

if the above condition is veri�ed, a vortex event (triplet mapping algorithm) is applied to

the scalar �eld, modeling thus explicitly the turbulent convection Fk at the sub-grid scales.

The large scale process is modeled by eq. 2.3.34 and represents the mass transfer among the

cells due to the resolved velocity and the turbulent �uctuations. It couples the subgrid mixing

process with the large scale transport processes. In its original formulation the equation is

not resolved numerically, but modeled in a lagrangian way, where portions of the cells in the

LEM-domain are transferred to neighboring grid cells. This is called as "splicing algorithm"

[58] and is illustrated in Fig. 2.3.1.

In this work the lagrangian transport of the LEM-cells is not considered and another

formulation has been used in order to reduce both the computational e�orts and the numerical

implementation. The species scalar equation, eq. 2.3.35, is solved in the LEM domains and

integrated until the sub-grid integration time tint matches the solver time-step ∆t: tint = ∆t.

When this occurs, the integration provides the distribution of the species mass fraction along
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2.3 Combustion modeling

Figure 2.3.1: Schematic representation of the large scale process according to the original
LEM formulation [2].

the one-dimensional domains at each solver time-step. Therefore, one can derive that for

every computational cell a single value for the species mass fraction in the LEM-domains

Ȳ ∗
LEM,i that takes into account all the sub-grid processes. This is computed as a weight-

averaged value of the mass fraction with the local density:

Ȳ ∗
LEM,i =

∑Nlem

k=1 ρkYk,i∑Nlem

k=1 ρk
(2.3.43)

where k indicates the k-th LEM-cell, i indicates the species mass fraction, Nlem is the

number of the LEM-cells in every cell. In this alternative formulation of the LEM model the

Ȳ ∗
LEM,i is used to calculate the source term for the �ltered species mass fraction equation,

in the same way as the source term is modeled within the Eddy Dissipation Concept Model

(EDC) or the Fractal Model (FM). This for the species i is expressed as follows:

ω̃i = ρ
Ȳ ∗
LEM,i − Y n

i

∆t
(2.3.44)

where Y n
i is the mass fraction of the species i of previous time-step n of the main �ow-solver

and is the input condition for the sub-grid integration.

To reduce considerably the computational time, in this work a conjunction of the LEM and

EDC formulation (hybrid LEM/EDC-model) is considered. The model works very simply,

dividing the �uid region into two parts: one part of the domain solved by the LEM and

the remaining by the EDC model. The LEM model is activated only in the region where

the turbulent chemistry interaction occurs (i.e., �ame front). This zone can be empirically

de�ned as the portion of the computational domain where the concentration of the radical

OH is higher than 600ppm [59].
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2.4 Numerical Approach

The numerical simulations, presented and discussed in the thesis, are calculated by means of

the commercial code ANSYS CFX v14[60] and by the DLR in-house code THETA (Turbulent

Heat Extension of the TAU)[49, 61]. The commercial ANSYS CFX software is a CFD code

that can simulate a wide range of physical phenomena considering the high choice of mod-

els. Thus, it can solve the interactions between �ow, turbulent mixing, heat release and

chemical reactions. It uses an implicit �nite volume approach and a compressible solver

for solving the Navier-Stokes equations. More details can be found in [60]. The THETA

code was developed at the Institute of Combustion Technology of the German Aerospace

Center (DLR) for the simulation of complex combustion problems. The solver is based on a

�nite-volume formulation on unstructured meshes and a low-Mach number formulation of the

transport equations. It can run on multiproccessors thanks to a domain-based paralleliza-

tion. A variety of the most popular turbulence models is implemented according to three

di�erent approaches: unsteady Reynolds-Averaged Navier-Stokes (URANS), Scale-Adaptive

Simulations (SAS) [39], and Large-Eddy Simulations (LES). The code provides also several

models for turbulence-combustion coupling. Thus, a simple Eddy-Dissipation Model (EDM)

[45] and a more complex assumed probability density function method (APDF) [49] can be

used. Eventually, a Lagrangian Monte-Carlo method for the solution of the transported PDF

model equations is also available[20].
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3 Validation of the 0D reactive code

In this chapter a validation of a 0D-code for the calculation of the auto-ignition process of

perfectly homogeneous mixtures is discussed. This validation is necessary since the code is

used in the EDC and FM combustion models for the 3D calculations. The chemical oxidation

mechanism under investigations regard the hydrogen-air and methane-air system.

3.1 Sti� Problems in chemical kinetics

Chemical kinetics problems are often mathematically represented by a sti� system [62]. A

kinetic mechanism is composed by a large number of chemical species, whose concentrations

grow (or decay) over time with largely di�erent rates depending on di�erent time scale. This

means that the characteristic lifetimes of some species involved in the reaction process can

be many orders of magnitude shorter than those of other species whose evolution in time

slowly changes. This causes considerable problems for the numerical solver, since the time

integration should take into account the time scale whereby the fast species evolve [63].

The sti�ness in chemical problems is essentially due to the large scale separation and as a

consequence di�erent dynamics of the species over the time. To solve e�ciently such a sti�

system, the following two approaches can be considered:

1. an automatic adaption of the time-step as the solution proceeds, based on the estimated

error at a particular point in time (sti� ODE solver) [64];

2. a reduction of the sti�ness in the system by opportunely treating short-lived species,

present in small amounts (this is normally a cause of sti�ness) and approximating their

time evolution by a slower reacting component present in proportionally larger amount

(QSSA approximation, CSP,...) [65], [66].

In this work only the �rst method has been used and an open source software CVODE [67]

was implemented in the DLR-THETA combustion code for the numerical integration of the

chemical kinetics problems.
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3. VALIDATION OF THE 0D REACTIVE CODE

3.2 A sti� solver for chemical kinetics problems:

SUNDIALS-CVODE

CVODE is a solver for systems of ordinary di�erential equations (ODEs). It belongs to the

SUNDIALS (SUite of Nonlinear and DI�erential/ALgebraic equation Solvers) [67] solvers

package for the resolution of numerical problems. These families of solvers are suitable

for either integration methods for ODEs or sensitivity analysis or for systems of non-linear

algebraic equations. CVODE contains methods for the solution of both sti� and nonsti�

initial value problems. In the case of sti� problems, the linear systems can be solved by

direct (dense or band) methods (in serial environments only), or by a preconditioned Krylov

method, GMRES [64]. In the direct cases, the user can supply the Jacobian system or

let the solver generate it internally. In the case of GMRES, the user can either supply a

preconditioner or use one that is included with the package. The latter is a block-banded

preconditioner based on domain decomposition. This code has been implemented in the DLR-

in house THETA code and adapted for solving chemical kinetics problems for the ignition of

hydrogen and methane in air. In the following paragraph a numerical validation of the code

is given, the numerical results are compared with those obtained using a direct-integration

solver with constant time-step and using a open source sti� solver CANTERA [19].

3.3 Numerical validations of the SUNDIALS-sti� solver

The numerical validation of the SUNDIAL-CVODE sti� solver, implemented in the THETA

code, is performed considering the typical ignition delay time problems for a perfectly stirred

reactor PSR. This is necessary since the turbulent-combustion models, which will be used

for the simulations of the combustion process, are based on the numerical integration of a

PSR in each computational cell. The computations were conducted by means of a direct

integration solver, which solves the ODE equations with a constant time-step approach, with

the CANTERA software [19] and with the SUNDIALS-CVODE solver. The problem under

investigation regards the ignition of the hydrogen-air and methane-air system, analyzed at

di�erent initial temperature and pressure conditions.

The combustion process of the hydrogen-air mixture is captured in approximately twenty

elementary reactions and about ten species [68]. The oxidation mechanism of methane in

air on the other hand, involves several species and hundreds of reactions. Most of them are

present as reaction intermediates in the processes of combustion of more complex hydrocar-

bons. According to the DRM-19 mechanism (derived from GRI-3.0 mechanism) [69], the

oxidation of pure-methane presents 19 species with 84 reversible reactions.

The numerical results for the hydrogen-air mixture are reported in Fig. 3.3.1.a-b, respec-
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tively for p = 1bar and p = 2bar. The initial temperature values considered are Ti = 900K,

Ti = 1200K and Ti = 1500K. With the increase of the Ti the ignition-time delay decreases

signi�cantly due to the higher level of energy at which the chemical reactions occur. The

computation with the SUNDIALS solver matches perfectly those performed with CANTERA

and with the direct-integration both for low and higher pressures. In order to demonstrate

the speed-up in the time-integration of the PSR equations, the number of the integration

steps required for the previous solvers are reported in Fig. 3.3.2. The sti� solver is able to

obtain a numerical solution with almost 4000 iterations, conversely, both CANTERA and the

direct-integration solver require a larger number of iterations, especially at low temperature

values. Analogous results are obtained for the methane-air mixture. The simulated ignition

time delays and the speed up comparisons are illustrated in 3.3.3 and 3.3.4.

(a) (b)

Figure 3.3.1: Ignition time delay for the hydrogen-air mixture at di�erent initial temperatures
and pressures: p=1bar (a) and p=2bar (b).
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(a) (b)

Figure 3.3.2: Comparison of the speed-up of the sti� solver in respect to CANTERA software
and direct integration for the hydrogen-air mixture: p=1bar (a) and p=2bar
(b).

(a) (b)

Figure 3.3.3: Ignition time delay for the methane-air mixture at di�erent initial temperatures
and pressures: p=1bar (a) and p=2bar (b).
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(a) (b)

Figure 3.3.4: Comparison of the speed-up of the sti�solver in respect to CANTERA software
and direct integration for the methane-air mixture: p=1bar (a) and p=2bar
(b).
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4 Validation combustion Models

4.1 Test case 1: Non-premixed, Turbulent Hydrogen-air

Flame (H3-Flame)

The �rst test case considered here is a non-premixed, uncon�ned, turbulent hydrogen-air

�ame: the "H3-Flame" [7]. The burner has a very simple geometry. It presents two coaxial

cylindrical pipes: the innermost tube represents the fuel injector, with a diameter of only

8mm and an outer one that injects pure air as a co�ow. Fuel consists of a mixture of hydrogen

diluted with 50% of nitrogen. Its velocity at the fuel nozzle is approximately 34.8 m/s. On

the other hand, air presents a signi�cantly lower velocity value (0.2 m/s) at the air co�ow

outlet, due to the geometry of the cylindrical tube, whose diameter is several times larger

than the inner fuel pipe one.

The two �ows come into contact after the injection and a di�usion �ame evolves, which is

stabilized at the edge of the smaller pipe. Fig. 4.1.1 shows a sketch of the test �ame.

The numerical simulations were performed on a simpli�ed version of the real geometry,

using the computational domain proposed in the work of Fiolitakis at al. [20]. This includes

a long fuel pipe to generate a fully developed turbulent velocity pro�le at the injection in the

chamber and a small sector of the co�ow for the �ame stabilization. Due to the symmetry

of the problem, only a 10 degree azimuthal sector is considered for the simulations [7]. The

computational domain is illustrated in Fig. 4.1.2.

The simpli�ed geometry was meshed with an in-house developed algorithm. Due to its

regularity and simple shape, a structured mesh following a uniform pattern was considered.

The mesh presents 16840 hexahedral and 410 prismatic cells resulting in 35089 nodes.

Since the fuels injected is a mixture of hydrogen and nitrogen, the O'Connaire mechanism

[70] developed for modeling the hydrogen oxidation was considered for the numerical simu-

lations. Temperature and species mass fractions were measured using the Raman technique,

whereas the velocity �eld was measured by LDA [71].
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Figure 4.1.1: Sketch of the H3 test �ame [3].

4.1.1 Numerical Results: In�uence of the combustion models

Steady state simulations were carried out with a RANS approach using the standard k − ε

model. Combustion was solved by means of the EDC, FM and hybrid LEM − EDC

models. Numerical convergence was assessed following the residual criteria: for the following

CFD calculations, an RMS residual level lower than 1E-8 was considered, indicating solutions

converged. The constant parameters of the k−εmodel have a deep in�uence on the prediction

of the characteristics of the �ame in terms of �ame position and temperature peak [59]. The

over-prediction of the k− ε model for the spreading rate in plane jets is well known [72] and

is usually removed by modifying the C1 constant in the ε transport equation. According to

the work of Launder and Spalding [73], the standard optimum value was set to C1 = 1.44.

Unfortunately this constant does not have a universal value and it may vary depending on

the particular problem of interest.

In the following section, the simulations are performed with two values for C1: the reference

value of 1.44 and a slightly higher one, 1.6. The choice of C1 = 1.6 is motivated in order

to prove the high sensitivity of the test case on this model constant and to reduce the error

introduced by the model in the prediction of the spreading rate.

Regarding the EDC method, two variants for the calculations of the length of the �ne scale

structures were introduced in the code. The normal formulation is based on the formula:
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Figure 4.1.2: Simpli�ed geometry for the numerical simulations.

γ =

(
3CD2

4CD1
2

)1/4 (νε
k2

)1/4
(4.1.1)

whereas the alternative approach consists in introducing a di�erent rate of di�usivity for

the momentum and mass. This can be taken into account by replacing the expression for the

molecular viscosity with µ = Sc · ρ ·D where Sc is the Schmidt number:

γ =

(
3CD2

4CD1
2

)1/4(
ρDSc

k2

)1/4

(4.1.2)

4.1.1.1 Axial Pro�les with the standard k − ε approach

The results shown from Fig. 4.1.3 to Fig. 4.1.8 illustrate the axial behavior of the main

characteristics of the �ame. In the following plots, the red line represents the simulation with

the Fractal Model, blue and green lines simulations with the EDC model, using respectively

for the de�nition of the �ne scale length eq. 4.1.1 and eq. 4.1.2, and the orange line calculation

with the hybrid LEM-EDC model. On the left hand side the simulation with C1 = 1.44 is

shown, whereas the calculation with C1 = 1.6 is illustrated on the right.

The axial pro�les of the velocity are presented in Fig. 4.1.3 and compared against the

experimental data. The numerical values are extracted along the main axis of the burner:

from the fuel nozzle position until a distance equal to 100 times the fuel pipe diameter.

The velocity trend shows a maximum at the exit of the fuel nozzle. After this point, the

cross sectional dimension of the burner increases rapidly, the velocity reduces and the mixing
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process between the H2 − N2 fuel mixture and the oxidizer occurs. This mechanism favors

the �ame stabilization in combination with the slow laminar co�ow velocity.
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Figure 4.1.3: Velocity axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simulation
with the Fractal Model, blue and green lines simulations with the EDC model
with di�erent de�nition for γ, orange line calculation with the hybrid LEM-EDC
model, black circle experimental data.

The velocity pro�les match the experimental data quite well in the region close to the

fuel injection and further downstream where everything is burnt. In the central region, the

velocity obtained from the simulations tends, depending on the value of the C1 constant,

to underestimate or overestimate the experimental data. All calculations, performed respec-

tively with FM, EDC, LEM-EDC model, exhibit approximately the same curve trend. This

indicates how strong the dependency is for this test case from the turbulence models with

respect to the combustion models. The turbulence models in fact, can produce erroneous

results for the �ow �eld, so that the combustion models cannot be tested reliably.

In Fig. 4.1.4 the temperature pro�les obtained with the numerical simulations are pre-

sented. The temperature increases from the constant inlet value of 300 K due to the com-

bustion process, reaches a maximum at approximately 20 diameters from the fuel nozzle

and thereafter decreases signi�cantly approaching again the in�ow value. The C1 constant

is responsible again of the �ame characteristics and in particular of the temperature peak

position. The maximum in the numerical simulations presents a pronounced shift in respect

to the real measured peak: the position is shifted to the left with C1 = 1.44 and to the right

side with 1.6.

Fig. 4.1.5 shows the H2 mass fractions pro�les. The values of the H2 mass fractions

are under- or overestimated depending on the C1 constant, as discussed previously. The
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Figure 4.1.4: Temperature axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simu-
lation with the Fractal Model, blue and green lines simulations with the EDC
model with di�erent de�nition for γ, orange line calculation with the hybrid
LEM-EDC model, black circle experimental data.
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Figure 4.1.5: YH2 axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simulation with
the Fractal Model, blue and green lines simulations with the EDC model with
di�erent de�nition for γ, orange line calculation with the hybrid LEM-EDC
model, black circle experimental data.
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Figure 4.1.6: YO2 axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simulation with
the Fractal Model, blue and green lines simulations with the EDC model with
di�erent de�nition for γ, orange line calculation with the hybrid LEM-EDC
model, black circle experimental data.
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Figure 4.1.7: YH2O axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simulation with
the Fractal Model, blue and green lines simulations with the EDC model with
di�erent de�nition for γ, orange line calculation with the hybrid LEM-EDC
model, black circle experimental data.
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Figure 4.1.8: YOH axial pro�les with C1=1.44 (a) and C1=1.6 (b). Red line simulation with
the Fractal Model, blue and green lines simulations with the EDC model with
di�erent de�nition for γ, orange line calculation with the hybrid LEM-EDC
model, black circle experimental data.

sensitivity with this constant is also clear in Fig. 4.1.7, Fig. 4.1.6 and Fig. 4.1.8 where the

axial pro�les for the O2, H2O and OH mass fractions are presented.

In general the modeling of the spreading rate with C1 = 1.6 leads to a worsening of the

results in the downstream region, whereas the use of the reference value provides better

results in term of the �ow characteristics. Regarding the combustion modeling, the test-case

is less sensitive to the turbulent-chemistry interaction and it is strongly dependent on the

turbulence model. The use of di�erent combustion models leads to slightly di�erent axial

values.

4.1.1.2 Radial Pro�les with the standard k − ε approach

The results presented from Fig. 4.1.9 to Fig. 4.1.13 are the radial pro�les for the velocity at

di�erent locations downstream of the injection. The pro�les are extracted at x = 5d, 20d,

40d, 60d, 80d respectively. The �rst position x = 5d is closer to the pipe and it feels the

e�ect of the high in�ow velocity. Observing the results at locations x = 20d and x = 40d,

the velocity deviates from the measurements especially in the axis region, but recovers the

agreement in the co�ow region. On the other hand the last two locations show that the �ow

�eld tends to homogenize, since the velocity close to axis decreases and enhances in the upper

part. All of the results computed with C1 = 1.6 reveal a substantial deviation in the whole

radial region, whereas the runs with C1 = 1.44 predict the velocity trend better.

The temperature radial pro�les are illustrated from Fig. 4.1.14 to Fig. 4.1.18. The plots
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at the position x = 5d exhibit a monotonic increase for the temperature from the axis to a

particular point, where a peak can be observed, then it follows a strong reduction until the

co�ow value is approached. At x = 20d, the �ame shows the same behavior as at x = 5d,

characterized by a minimum at the axis, a maximum in the domain and a progressively

reduction to the co�ow value. For the further downstream locations, respectively at x = 40d,

x = 60d and x = 80d, the temperature reveals instead the maximum on the axis and it

progressively reduces radially. The calculations with C1 = 1.6, show again the worst results

with large discrepancies with respect to the experimental measurements.

In conclusion, the reason of the under/over-prediction of the simulations is to attribute to

the turbulence model with its inexact estimation of the spreading rate in jet-�ows.
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Figure 4.1.9: Velocity radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=5d. Red line
simulation with the Fractal Model, blue and green lines simulations with the
EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.10: Velocity radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=20d. Red line
simulation with the Fractal Model, blue and green lines simulations with the
EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.11: Velocity radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=40d. Red line
simulation with the Fractal Model, blue and green lines simulations with the
EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.12: Velocity radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=60d. Red line
simulation with the Fractal Model, blue and green lines simulations with the
EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.13: Velocity radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=80d. Red line
simulation with the Fractal Model, blue and green lines simulations with the
EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.14: Temperature radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=5d. Red
line simulation with the Fractal Model, blue and green lines simulations with
the EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.15: Temperature radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=20d. Red
line simulation with the Fractal Model, blue and green lines simulations with
the EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.16: Temperature radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=40d. Red
line simulation with the Fractal Model, blue and green lines simulations with
the EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.17: Temperature radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=60d. Red
line simulation with the Fractal Model, blue and green lines simulations with
the EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.
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Figure 4.1.18: Temperature radial pro�les with C1=1.44 (a) and C1=1.6 (b) at x=80d. Red
line simulation with the Fractal Model, blue and green lines simulations with
the EDC model with di�erent de�nition for γ, orange line calculation with the
hybrid LEM-EDC model, black circle experimental data.

76



4.1 Test case 1: Non-premixed, Turbulent Hydrogen-air Flame (H3-Flame)

4.1.2 Numerical Results: In�uence of the Turbulence Models

The previous paragraph has shown a small sensitivity of the results for the "H3-Flame"

test case on the combustion models. It was observed that when the reference value for the

C1 constant of the k − ε model is used, a fairly good agreement against the experimental

data was found. The axial velocity and temperature pro�les present in fact, a remarkable

shift upwards/downward with respect to the experimental data depending on the value of this

constant, indicating the signi�cant ine�ciency of the turbulence model for the simulations. In

this paragraph an alternative approach will be �rst discussed theoretically and then applied

for new calculations. Steady-state RANS computations will be run employing the k − ε

formulation in conjunction with Pope's jet-round correction [74]. Results will be compared

with those obtained with the SST k − ω model, with the intent to test the capability of the

latter in simulating jet-�ows. Convergence was assessed by the residual criteria. A target

level of 1e-8 was sought in all the simulations.

4.1.2.1 Theory: Pope jet-round correction

Since the standard k − ε formulation relies strictly on the C1 and C2 constants values used

in the dissipation rate equation ε, an appropriate estimation of their values is therefore

necessary. The choice is unfortunately not unique, depending on the test-case, they can

be re-calibrated and optimized to present a better agreement with the experimental data.

The reference values of C1 = 1.44 and C2 = 1.92 are not suited for the simulation of all

kinds of turbulent �ows. The main reason for the inaccuracy lies especially in the rate of

destruction of the dissipation C2ε
2/k, which produces an inexact evaluation of the spreading

rate in round-jet �ows [74]. To reduce this inadequacy, Pope suggested the introduction of

an additional term in the dissipation rate equation ε. The idea behind it was to consider the

vortex stretching mechanism occurring in any turbulent �ow, acting as the main activator

for the turbulent energy cascade from large to small structures. Due to this process, the

rate of energy transferred is increased and thus also the dissipation. To account for this

phenomenon, the turbulence constant C2 was adjusted with a function dependent on the

vortex shedding invariant χp [61].

4.1.2.2 Results: Pope jet-round correction and SST k − ω model.

In this section the numerical results with Pope's correction for the k−ε model are presented.

To assess the performance of Pope's formulation against other turbulence models, the results

are compared with:

� the k − ε model without POPE jet-round correction using the Fractal Model as com-

bustion model (reference results);
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� those obtained using the SST-k − ω turbulence model using the FM and EDC as

combustion model (SST-k − ω results).

Due to the large computational time required by the LEM-EDC method, no computations

have been carried out with this hybrid model. In Fig. 4.1.19(a) and (b) the behavior of the

axial velocity is illustrated: runs with Pope's correction show an excellent agreement with

the experimental points, whereas the simulations with SST-k − ω model under-predict the

right velocity value as the reference computation with the k − ε model. The temperature

axial pro�les are shown in Fig. 4.1.20(a) and (b), the calculations with the correction predict

accurately the position of the peak with a small di�erence for the value of the maximum.

Using the SST k−ω instead, the position remains slightly shifted on the left hand side. The

behavior for H2 mass fraction, Fig. 4.1.21, is reproduced very well with Pope's correction

exhibiting the right rate of fuel-consumption. The same occurs for the O2, Fig. 4.1.22, whose

enhancement along the axis follows perfectly the experimental data. The SST formulation

instead provides worse results, indicating that this model also su�ers the incorrect prediction

of the spreading rate in round-jet �ows. About the sensitivity of the combustion models, this

appears evident in the OH mass fraction, observing the di�erent curve trends shown by the

simulations with EDC/FM. The best agreement has been found using the EDC model for

combustion in conjunction with Pope's correction.

The radial velocity pro�les are shown from Fig. 4.1.25 to Fig. 4.1.29. The calculations

with Pope's correction show an excellent agreement with the experimental data, reproducing

the radial velocity accurately.

Fig. 4.1.30 to Fig. 4.1.34 illustrate the behavior of the radial temperature pro�les. As

expected, the simulations with Pope's modi�cation provide again the best agreement against

the experimental data. In contrast, the results with the SST model present a very poor

agreement with the data and a larger discrepancy against the measurements is observable.
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Figure 4.1.19: Axial velocity pro�les with POPE jet-round correction (a) and SST-k−ω model
(b). Red line simulation with the Fractal Model, green line simulation with
the EDC model, blue line reference simulation with the k − ε model without
POPE jet-round correction using the Fractal Model, black circle experimental
data.
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Figure 4.1.20: Axial temperature pro�les with POPE jet-round correction (a) and SST-k−ω
model (b). Red line simulation with the Fractal Model, green line simula-
tion with the EDC model, blue line reference simulation with the k− ε model
without POPE jet-round correction using the Fractal Model, black circle ex-
perimental data.
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Figure 4.1.21: Axial YH2 pro�les with POPE jet-round correction (a) and SST-k − ω model
(b). Red line simulation with the Fractal Model, green line simulation with
the EDC model, blue line reference simulation with the k − ε model without
POPE jet-round correction using the Fractal Model, black circle experimental
data.
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Figure 4.1.22: Axial YO2 pro�les with POPE jet-round correction (a) and SST-k − ω model
(b). Red line simulation with the Fractal Model, green line simulation with
the EDC model, blue line reference simulation with the k − ε model without
POPE jet-round correction using the Fractal Model, black circle experimental
data.
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Figure 4.1.23: Axial YH2O pro�les with POPE jet-round correction (a) and SST-k−ω model
(b). Red line simulation with the Fractal Model, green line simulation with
the EDC model, blue line reference simulation with the k − ε model without
POPE jet-round correction using the Fractal Model, black circle experimental
data.
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Figure 4.1.24: Axial YOH pro�les with POPE jet-round correction (a) and SST-k − ω model
(b). Red line simulation with the Fractal Model, green line simulation with
the EDC model, blue line reference simulation with the k − ε model without
POPE jet-round correction using the Fractal Model, black circle experimental
data.
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Figure 4.1.25: Radial pro�les for the velocity with POPE jet-round correction (a) and SST-
k − ω model (b) at x=5d. Red line simulation with the Fractal Model, green
line simulation with the EDC model, blue line reference simulation with the
k−ε model without POPE jet-round correction using the Fractal Model, black
circle experimental data.
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Figure 4.1.26: Radial pro�les for the velocity with POPE jet-round correction (a) and SST-
k− ω model (b) at x=20d. Red line simulation with the Fractal Model, green
line simulation with the EDC model, blue line reference simulation with the
k−ε model without POPE jet-round correction using the Fractal Model, black
circle experimental data.
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Figure 4.1.27: Radial pro�les for the velocity with POPE jet-round correction (a) and SST-
k− ω model (b) at x=40d. Red line simulation with the Fractal Model, green
line simulation with the EDC model, blue line reference simulation with the
k−ε model without POPE jet-round correction using the Fractal Model, black
circle experimental data.
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Figure 4.1.28: Radial pro�les for the velocity with POPE jet-round correction (a) and SST-
k− ω model (b) at x=60d. Red line simulation with the Fractal Model, green
line simulation with the EDC model, blue line reference simulation with the
k−ε model without POPE jet-round correction using the Fractal Model, black
circle experimental data.
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Figure 4.1.29: Radial pro�les for the velocity with POPE jet-round correction (a) and SST-
k− ω model (b) at x=80d. Red line simulation with the Fractal Model, green
line simulation with the EDC model, blue line reference simulation with the
k−ε model without POPE jet-round correction using the Fractal Model, black
circle experimental data.

Radial Position [m]

T
em

pe
ra

tu
re

 [K
]

0 0.005 0.01

500

1000

1500

2000

2500
POPE - FM
POPE - EDC
REF. KE - FM
Exp. Data

(a)
Radial Position [m]

T
em

pe
ra

tu
re

 [K
]

0 0.005 0.01

500

1000

1500

2000

2500
SST-KW - FM
SST-KW - EDC
REF. KE - FM
Exp. Data

(b)

Figure 4.1.30: Radial pro�les for the temperature with POPE jet-round correction (a) and
SST-k − ω model (b) at x=5d. Red line simulation with the Fractal Model,
green line simulation with the EDC model, blue line reference simulation with
the k − ε model without POPE jet-round correction using the Fractal Model,
black circle experimental data.
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Figure 4.1.31: Radial pro�les for the temperature with POPE jet-round correction (a) and
SST-k − ω model (b) at x=20d. Red line simulation with the Fractal Model,
green line simulation with the EDC model, blue line reference simulation with
the k − ε model without POPE jet-round correction using the Fractal Model,
black circle experimental data.
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Figure 4.1.32: Radial pro�les for the temperature with POPE jet-round correction (a) and
SST-k − ω model (b) at x=40d. Red line simulation with the Fractal Model,
green line simulation with the EDC model, blue line reference simulation with
the k − ε model without POPE jet-round correction using the Fractal Model,
black circle experimental data.
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Figure 4.1.33: Radial pro�les for the temperature with POPE jet-round correction (a) and
SST-k − ω model (b) at x=60d. Red line simulation with the Fractal Model,
green line simulation with the EDC model, blue line reference simulation with
the k − ε model without POPE jet-round correction using the Fractal Model,
black circle experimental data.
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Figure 4.1.34: Radial pro�les for the temperature with POPE jet-round correction (a) and
SST-k − ω model (b) at x=80d. Red line simulation with the Fractal Model,
green line simulation with the EDC model, blue line reference simulation with
the k − ε model without POPE jet-round correction using the Fractal Model,
black circle experimental data.
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4.2 Test case 2: Swirling Flames

A second test case that was considered, in order to validate the capability of the combustion

models (EDC/FM), is a real size gas turbine (GT) combustor. A GT combustor is a crucial

component for the gas turbine system, since it has to produce energy from the heat of com-

bustion under high thermal and pressure loads. It has to ensure a target outlet temperature

to avoid particular thermal stresses to the turbine, to produce a level of pollutant emissions

lower than the requirements and to present the highest value for the global e�ciency of the

system. These requirements have to be ful�lled in all the operative conditions of the burner,

where several issues like extinction phenomena, combustion instabilities, enhanced wall heat

transfer, ect., may occur at anytime.

4.2.1 Numerical Results

The GT burner investigated in the present work is a real burner of an industrial gas turbine:

G30 Dry Low Emission Combustor. For optical and laser measurements it was equipped with

an optical access. It operates at high mass �ows and with preheated air under high-pressure

conditions.

Figure 4.2.1: Experimental setup of the G30 Dry Low Emission Combustor.

The test case was experimentally investigated by Stopper et al. [21, 75] in the DLR

laboratories. The burner comprises three main parts as shown in Fig. 4.2.1: the radial

swirler, the combustion chamber and the exit duct of the exhaust gas. Before entering the

radial swirler, air is preheated to 400°C by forcing its passage through a small gap between the

quartz windows. Thus, due to the heat produced by the combustion the air inlet temperature

increases, producing a cooling of the burner walls. Eventually, the incoming �ow reaches

the burner plenum and enters the swirling zone. The fuel, which is natural gas at room

temperature, is introduced through various thin injector holes, placed perpendicularly to the
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swirler. Combustion in a lean premixed mode occurs in the rectangular chamber located after

the swirl zone. The chamber was equipped with four quartz windows to allow optical access

from the four sides for laser diagnostics. The last part of the burner comprises a water-cooled

exit duct, which connects the burner with a long exhaust channel.

In order to understand the behavior of the system under lean-premixed combustion, several

operating conditions were investigated controlling both the pressure and the equivalence ratio

inside the burner. The detailed list with all the measured operating points is available in ref.

[76].

The present work focuses on a particular well-documented condition, indicated as "Case

A", where an acoustically stable swirled �ame is observed. According to [76], this kind of

�ame is obtained with an operating pressure of 3bar and an overall equivalence ratio of

λb+pan = 1.67.

Figure 4.2.2: Geometry of the computational domain for the G30 Dry Low Emission Com-
bustor.

In the "Case A", the air mass �ow is distributed through the three in�ows of the burner as

follows: the main air mass �ow passing through the swirl vanes (ṁair = 0.16Kg/s) with an

in�ow temperature of Tin = 681K; a �rst leakage air through the gap of the quartz windows

and the metallic walls (ṁwind = 1.6−2kg/s) with a Twin = 700K and the leakage for cooling

the burner panel (ṁpan = 1.5−2kg/s) with Tpan = 681K. Fuel mass �ow is equally distributed

between the holes located in each swirler vane, with an in�ow value of (ṁf = 6−3kg/s), and

is injected without pre-heating at room temperature Tf = 318K.

The computational domain is simpli�ed in order to reduce the number of the elements
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for the space discretization. Thus, all the cooling channels, the auxiliary systems before

the swirler region and the air/fuel feed supply lines were not considered in the numerical

simulations. It is assumed that the impact of these elements on the �ow and combustion is

negligible. The �nal con�guration of the burner is illustrated in Fig. 4.2.2. Regarding the

numerical mesh, two fully tetrahedral grids were generated with the commercial code ICEM-

CFD. The �rst (grid 1) was provided by SIEMENS Lincoln [77], and comprises around 4.6M

elements (ca. 1M points). The second grid (grid 2) has 21M elements instead and about 4M

node points and was re�ned in order to resolve the large structures of the turbulence. The

numerical calculations were focused on the in�uence of the combustion models and on the

sensitivity of the grid dimensions (Grid 1/ Grid 2). Unsteady simulations were performed

with a hybrid URANS/LES approach using the the SST-SAS for modeling of the turbulence,

whereas the combustion was solved by means of the EDM, EDC and FM models. The

computations were done with a constant time step of∆t = 10−6s. To obtain a converged time-

averaged solution, a physical time span of 10 residence times was considered. As mentioned,

fuel consists of natural gas, which is approximated in the calculations by pure methane.

Fuel chemistry was modeled with two di�erent chemical kinetic mechanisms: a 2-step global

mechanism (Nicols et al.[78]) and a 19-species chemistry mechanism DRM-19 [79].

(a) (b)

Figure 4.2.3: Instantaneous pressure isosurface showing the typical PVC movement of the
swirling �ows.

The swirl in�uences deeply the �ame shape and the �ow pattern in the burner, and it

may provide the �ame stabilization or the occurrence of �ashback instability. These opposite

�ame behaviors are dependent on the degree of the swirling intensity. Mathematically, it can

be determined by a dimensionless quantity de�ned as Swirl number Sw, representing the ratio

of the axial �ux of angular momentum to the axial �ux of axial momentum. This represents
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an indication of the tangential �ow rate injected in the combustor compared to the overall

mass �ow rate. An increase of this parameter leads to a signi�cant increase of the instability,

as reported in [80]. Normally with a small Swirl number, the �ow is pushed into the chamber

by a macro-vortex that can eventually break down in a large recirculation zone around the

axial axis. Higher values of Sw lead to an increase of the turbulent �uctuations and to an

upstream movement of the central recirculation zone toward the in�ow region, causing �ow

instabilities or even a �ashback of the �ame into the in�ow region.

In swirl �ow a precessing vortex core (PVC) can arise. This �ow instability is a three-

dimensional unsteady vortex characterized by a helicoidal structure that occurs when the

vortex center precesses around the central axis at a well-de�ned frequency. Due to its tan-

gential movement, the PVC increases the mixing between air and fuel, thus increasing the

combustion rate. Further downstream, the macro-vortex collapses and breaks down into

smaller eddies for viscous e�ects. This PVC structure was recognized also for the present

burner, plotting the instantaneous iso-surface of the pressure �eld, as shown in Fig. 4.2.3.

The spiral center twists around the x-axis with a frequency of approximately 2500 Hz. The

latter was obtained by means of the Fast-Fourier transform of the pressure signal acquired

through monitor points placed in the main combustion chamber. It was also observed that

the two vortexes may collapse into a single PVC structure due to the high centrifugal forces.

(a) (b)

Figure 4.2.4: Averaged velocity �eld obtained with numerical simulation (a) and through PIV
measurements (b).

According to the PIV measurements, the macro-structure generated from the swirler looks

di�erent if combustion occurs. A large fast rotating central vortex core (CVC) was exper-

imentally observed for a not reacting mixture inside the burner, becoming shorter and less

pronounced with combustion [21, 75]. The latter case is shown in Fig. 4.2.4.b where the

mixture enters the combustion chamber with high absolute velocity and forms a cone-shaped
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distribution. In the inner part of this structure a recirculating region is clearly observable.

This zone consists in two symmetrical low-speed regions, which push the �uid from the center

of the burner in the direction of the pre-chamber zone. This backward �ow helps to anchor

the �ame and to avoid possible �ame blow o�. One small recirculation zone (ORZ) originates

also in the corners between the burner panel and the side walls. This region is due to the

pressure velocity change and is also necessary for the �ame stabilization. The numerical re-

sults for the average velocity �eld is illustrated in Fig. 4.2.4 under reacting conditions. This

�gure also shows a comparison between the computed mean �ow and the PIV measurements.

As it can be noticed, the numerical simulation is able to predict the mean �ow distribution

very well, reproducing perfectly both the large IRZ and the ORZ. The recirculation zones

are not only well determined in terms of position, but also in intensity, since their absolute

velocity seems in accordance with the experimental data. Observing the PIV �gure, the

angle at which the velocity enters in the chamber is approximately 20 degrees, whereas the

numerical run exhibits a slightly lower value that leads to larger outer recirculating bubbles

with a small over-prediction of the location of the reattachment point.

For evaluating the grid quality, Pope [81] derived a parameter based on the ratio of the

resolved turbulent energy to the total turbulent energy. In order to ensure that the numerical

simulation is working in a LES mode, this parameter has to be larger than 0.8 [81]. This is

de�ned as follows:

RT =
1/2

(
u′′2 + v′′2 + w′′2

)
1/2

(
u′′2 + v′′2 + w′′2

)
+ k

(4.2.1)

In Fig. 4.2.5 the Pope parameter contour RT for estimating the percentage of the resolved

turbulence is illustrated. The �gure is composed of two sub plots, representing RT for the

coarse (grid 1 in the upper part) and the �ne grid (grid 2 in the bottom). The coarse mesh

indicates part of the computational domain with a value lower than 0.7, especially in the outer

recirculation zones. In the region of the inner recirculation zone and in the pre-chamber RT

is instead slightly smaller than 0.8. These results demonstrate that the mesh (grid 1) is

too coarse for capturing the turbulent vortices. Using the �ner mesh (grid 2) leads to a

di�erent distribution for the RT , since large part of the combustor has a value higher than

0.8. Therefore, the cell size in the crucial zone of interest such as the jet-injection, swirler

region, is adequate for working in an LES-mode.

Figure 4.2.6 presents the time averaged temperature distributions in the symmetry plane

for di�erent simulations. In each picture a comparison between the Bulat et al. [82] results

with an LES solver and the current computation is presented. The LES calculation is shown
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Figure 4.2.5: Pope parameter contour RT for evaluating the percentage of resolved turbu-
lence. In the upper part the distribution obtained with grid 1 (1M nodes), in
the lower part for grid 2 (4M nodes).

on the upper part, whereas on the bottom di�erent runs varying the combustion model

(EDC/EDM) and grid size (grid 1/grid 2) are displayed. For the sake of simplicity, the results

of the case with the FM model are not shown in this work, since they are similar to those

obtained with EDC simulations. All the SAS numerical runs are in a fairly good agreement

with the simulation from Bulat. They reveal the presence of hot gases also in the pre-

chamber due to the backward �ow and the swirl movement. Most of the conversion process

from reactants to products occurs instead in the combustion chamber, where a maximum

temperature value of approximately 2100K is observable. The main di�erences among the

simulations are represented by the penetration length of the fresh reactants into the burning

zone. The results calculated using the �ner grid are clearly in a better agreement with the

LES simulation.

To detect the portion of the combustion chamber where most of the chemical reactions

occur, OH* chemiluminescence (CL) pictures have been recorded. These radicals are excited

by the laser technique and have a relatively short lifetime. They are investigated since they

provide information on the location of the �ame front and the position of the exothermic

reactions of the combustion process. OH* images are reported in terms of local radiation

intensity for OH, whereas the heat release rate is expressed as a volumetric mass rate.

The contours for the di�erent simulations are presented in Fig. 4.2.7. As previously said,

each picture contains a comparison between the LES simulation of Bulat and the current

computations. The plots reveal a region with an elevated amount of heat release right in

correspondence of the jet-injection in the main chamber, between the inner and outer shear

layers. The use of global chemistry (i.e., EDM model) for modeling the fuel oxidation leads
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Figure 4.2.6: Temperature contours for di�erent simulations: in�uence of numerical grids and
combustion modeling.

to a small discrepancy in the form of the heat release. This is observed both in the coarse and

in the �ner grid. Conversely, the detailed model seems to perform a better approximation of

this zone, similarly to the Bulat's computation.

In order to validate the models used for the simulations, 1D pro�les of the most signi�cant

computed variables are compared with the experimental data. The information for the ve-

locity �elds (both in the axial and radial direction) as well as their corresponding root mean

square values are measured through PIV technique. The pro�les are acquired at �ve distinct

locations at x = 0,01m, x = 0,02m, x = 0,05m, x = 0,10m and x = 0,15m. The 1D Raman

technique was used for measuring species concentrations and temperature. Raman data were

taken at di�erent positions than the PIV data, focusing particularly on the �eld close to

the injection in the chamber. In this case the measurements were recorded at x = 0,0187m,

x = 0,0387m, x = 0,0587m, and x = 0,0887m. In Fig. 4.2.8 the sections interested by the

laser acquisitions using PIV or Raman are illustrated.

The axial velocity pro�les at the previous locations are shown in Fig. 4.2.9 and Fig.

4.2.19, respectively for grid 1 and grid 2. At the �rst position the presence of the anular
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Figure 4.2.7: Heat Release contours for di�erent simulations: in�uence of numerical grids and
combustion modeling. Comparison with the OH* chemiluminescence picture.

jet-injection is clearly observable, as well as the large recirculation zone in the middle zone

with a minimum velocity of about -20 m/s. Further downstream, the velocity remains high

close to the wall and tends to homogenize in the low-speed domain. The recirculating zone

completely disappears after x = 0,15m and a �at pro�le develops. The simulations carried

out with global and detailed chemistry using both grids are in close agreement with the

experiments. Results with grid 2 (�ne) are similar to those obtained with the coarser one,
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(a) (b)

Figure 4.2.8: Locations of the pro�les extracted for a validation of the numerical results
against the PIV data for the �ow �els (a) and against the Raman data for the
species/temperature distributions (b).

Figure 4.2.9: Axial velocity pro�les extracted at di�erent location downstream the injection
for grid 1. Red solid line EDM simulation, blue solid line EDC with CEDC =
1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and in dot
experimental data.
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Figure 4.2.10: RMS values for the axial velocity extracted at di�erent location downstream
the injection for grid 11. Red solid line EDM simulation, blue solid line EDC
with CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM
and in dot experimental data.

Figure 4.2.11: Radial velocity pro�les extracted at di�erent location downstream the injection
for grid 1. Red solid line EDM simulation, blue solid line EDC with CEDC = 1,
blue dashed line EDC with CEDC = 0.7 , green solid line FM and in dot
experimental data.
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Figure 4.2.12: RMS values for the radial velocity extracted at di�erent locations downstream
the injection for grid 1. Red solid line EDM simulation, blue solid line EDC
with CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM
and in dot experimental data.

and do not show a better accuracy against the experimental data.

The corresponding rms pro�les for the axial velocity are reported for coarse and �ne grid

in Fig. 4.2.10 and Fig. 4.2.20 respectively. These present high values in correspondence of

the inner and outer shear layer where the velocity presents spatial and temporal gradients.

Close to this region, the velocity changes rapidly both in magnitude and direction, creating

a substantial vorticity. Other locations, where the rms is particular intense, lie in the re-

circulation bubble, due to the high �uctuations of the axial velocity. The pro�les become

less pronounced at x = 0,15m, assuming in the outer zone low values and near the symme-

try axis a strong intensity. The results with the �ne grid provide a better accuracy in the

downstream region capturing the behavior of the rms along the main axis. The reason of the

discrepancy with respect to the experimental data lies in fact on the grid resolution. A �ner

grid can capture and resolve more the turbulence �uctuations, allowing the model to work

in an "LES-like" mode.

Regarding the radial velocity, the simulations are in good agreement with the experimental

data, results for grid 1 are presented in Fig. 4.2.11 and for grid 2 in Fig. 4.2.21. The

corresponding magnitudes are lower compared to the axial pro�les, presenting peaks located

in the inner shear layer. In the center region, the velocity almost vanishes due to the large

recirculating bubble that creates strong variations only for the axial component. Downstream

of the low-speed region, the mean values are approximately zero with the exception of the

center plane where a minim value of -10m/s is observable. The rms pro�les are reported in
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Fig. 4.2.12 and Fig. 4.2.22. They show large �uctuations originated by the unsteadiness

of the shear layer and by the inner recirculating zone. This behavior indicates the three-

dimensional movement of the �uid, which is due to the swirl region. In conclusion, even for

the radial rms a qualitative agreement with the measurements could be found.

Figure 4.2.13: Temperature pro�les extracted at di�erent locations downstream the injection
for grid 1. Red solid line EDM simulation, blue solid line EDC with CEDC = 1,
blue dashed line EDC with CEDC = 0.7 , green solid line FM and in dot
experimental data.

More interesting for the combustion modeling validation are the temperature and species

evolutions in the combustor. The mean temperature pro�les are presented in Fig. 4.2.13 and

Fig. 4.2.23, for the coarse and the �ne grid respectively. Due to their symmetric distribution,

they are reported only for one half of the combustor height (from the center axis up to

0.045m). The latter position corresponds approximately at the pre-chamber size, thus the

measured points provide information on the �ame shape in the outer shear layer. At the

�rst location, the experimental data indicate a uniform pro�le in the inner recirculation

region with a constant temperature of 1800K and a signi�cant drop when approaching the

shear layer. Here the temperature reduces to about 600K because of the injection of fresh

mixture in the chamber. The numerical simulations are in good accordance with the data.

A small over-prediction of about 50K is found in the low-speed zone both with global and

detailed chemistry. This discrepancy decreases if the simulations are performed with the �ner

grid. The same situation is present in the �ame brush zone, where a deviation of less than

200K is observable. The application of detailed chemistry models (EDC-FM) shows a small

improvement of the accuracy in particular in the jet-injection zone, whereas the remaining

part is similar to the simulations with EDM. Thus, the calculations with �ner grid seem

to not provide any bene�ts in terms of agreement with the measurements. Downstream of
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Figure 4.2.14: Mixture fraction pro�les extracted at di�erent locations downstream the in-
jection for grid 1. Red solid line EDM simulation, blue solid line EDC with
CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and
in dot experimental data.

location 1, the fresh mixture ignites and burns: the pro�les are then more homogeneous and

the temperature drop reduces signi�cantly.

The mixture fraction pro�les are illustrated in Fig. 4.2.14 and Fig. 4.2.24. Observing

the plots at di�erent locations, the mixing mainly occurs because of the high vorticity in

the outer shear layer for the macro-vortex and in the inner recirculating zone. The mixture

enters the combustion chamber in lean condition and close to the pre-chamber walls assume

the highest value, allowing the ignition of the �ame. Even for this case, the pro�les show a

perfect accord with the experiments.

The experimental Raman technique allowed to detect not only the point-wise temperature

but also the major species such as: CH4, CO2, O2, H2O. The pro�les obtained through

numerical simulations are presented from Fig. 4.2.15 to 4.2.18 for the coarse grid and from

Fig. 4.2.25 to 4.2.28 for the �ne one.

In conclusion, all the numerical simulations with global/detailed chemistry and with coarse/�ne

mesh predict the �ow �eld and the mean quantities very well. As expected, a slight improve-

ment of the accuracy in terms of the mean and rms velocity was found with the �ner grid,

whereas a better estimation of the temperature as well as the major species concentrations

was obtained using detailed chemistry combustion models (EDC/FM).
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Figure 4.2.15: CH4 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 1. Red solid line EDM simulation, blue solid line EDC with
CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and
in dot experimental data.

Figure 4.2.16: O2 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 1. Red solid line EDM simulation, blue solid line EDC with
CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and
in dot experimental data.
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4.2 Test case 2: Swirling Flames

Figure 4.2.17: CO2 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 1. Red solid line EDM simulation, blue solid line EDC with
CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and
in dot experimental data.

Figure 4.2.18: H2O mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 1. Red solid line EDM simulation, blue solid line EDC with
CEDC = 1, blue dashed line EDC with CEDC = 0.7 , green solid line FM and
in dot experimental data.
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4. VALIDATION COMBUSTION MODELS

Figure 4.2.19: Axial velocity pro�les extracted at di�erent location downstream the injection
for grid 2. Red solid line EDM simulation, blue solid line EDC with CEDC =
0.7, green solid line FM and in dot experimental data.

Figure 4.2.20: RMS values for the axial velocity extracted at di�erent location downstream
the injection for grid 2. Red solid line EDM simulation, blue solid line EDC
with CEDC = 0.7, green solid line FM and in dot experimental data.
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4.2 Test case 2: Swirling Flames

Figure 4.2.21: Radial velocity pro�les extracted at di�erent location downstream the injection
for grid 2. Red solid line EDM simulation, blue solid line EDC with CEDC =
0.7, green solid line FM and in dot experimental data.

Figure 4.2.22: RMS values for the radial velocity extracted at di�erent locations downstream
the injection for grid 2. Red solid line EDM simulation, blue solid line EDC
with CEDC = 0.7, green solid line FM and in dot experimental data.
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4. VALIDATION COMBUSTION MODELS

Figure 4.2.23: Temperature pro�les extracted at di�erent locations downstream the injection
for grid 2. Red solid line EDM simulation, blue solid line EDC with CEDC =
0.7, green solid line FM and in dot experimental data.

Figure 4.2.24: Mixture fraction pro�les extracted at di�erent locations downstream the in-
jection for grid 2. Red solid line EDM simulation, blue solid line EDC with
CEDC = 0.7, green solid line FM and in dot experimental data.
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4.2 Test case 2: Swirling Flames

Figure 4.2.25: CH4 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 2. Red solid line EDM simulation, blue solid line EDC with
CEDC = 0.7, green solid line FM and in dot experimental data.

Figure 4.2.26: O2 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 2. Red solid line EDM simulation, blue solid line EDC with
CEDC = 0.7, green solid line FM and in dot experimental data.
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4. VALIDATION COMBUSTION MODELS

Figure 4.2.27: CO2 mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 2. Red solid line EDM simulation, blue solid line EDC with
CEDC = 0.7, green solid line FM and in dot experimental data.

Figure 4.2.28: H2O mass fraction pro�les extracted at di�erent location downstream the in-
jection for grid 2. Red solid line EDM simulation, blue solid line EDC with
CEDC = 0.7, green solid line FM and in dot experimental data.
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5 Validation of near wall models

Flows with separation and reattachment occur in many practical engineering applications.

For example a detachment of �ow occurs when the boundary layer separates from a blunt

body's surface to form a vortex �lled wake further downstream. This mechanism typically

happens when a positive adverse pressure gradient occurs in the main direction of �ow.

In these conditions the correct estimation of the physical phenomena occurring in the

boundary layer has a great importance not only for the further development of the �ow �eld,

but also for the wall heat transfer. For an accurate prediction of the thermal boundary layer

the only use of an e�cient turbulence model for the modeling of the Reynolds stresses may

not often be su�cient. In literature thermal models for closing the turbulent heat �uxes are

often used in wall heat transfer problems. The turbulent heat �uxes ũ
′′
kT

′′ are additional

unknown quantities that arise from the RANS closure. These are often modeled in a simple

way via the eddy viscosity closure presuming a constant value for the turbulent Prandtl

number:

ρũ
′′
kT

′′ = − µt

Prt

∂T

∂xk

(5.0.1)

where the turbulent Prandtl number is de�ned by the turbulent heat transfer eddy di�u-

sivity αt:

Prt =
µt/ρ

αt

(5.0.2)

However, the assumption of a constant turbulent Prandtl number in separating �ows is

quite questionable. Indeed, it was shown by Atonia et al. [83], [84] and also by [34], [61] that

this simpli�cation used in conjunction with the k-ε model may lead to a wrong estimation of

the phenomena acting in the thermal boundary layer. Recent measurements [22], [34] have

suggested values for Prt from 0.7-0.9 in the turbulent region and about 1.10 close to the solid

boundary.

Therefore for an accurate prediction of the heat transfer in complex turbulence �ows, it is

required:

� a Low-Re model to solve the near-wall regions;
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5. VALIDATION OF NEAR WALL MODELS

� a variable turbulent Prandtl number to improve the thermal �eld prediction in the

boundary layer.

5.1 Near Wall modeling: Low Re Number k-ε Model

Despite its wide use in industrial applications, the RANS k-ε model su�ers from several

limitations for the prediction of complex turbulent �ow. The standard formulation has been

derived for high Reynolds number �ows under the assumptions of isotropic and homogeneous

turbulence. In the near wall regions the turbulence is far from isotropic and the model

fails, unless some modi�cations in the near wall regions are applied. In the boundary layer

it results in a large value of the turbulent viscosity that leads to erroneous results for the

prediction of the velocity pro�le close to the wall [85]. In Chap. 2 it has been suggested to

use the wall functions for resolving the boundary layer, considering local equilibrium of the

production and dissipation of the turbulent kinetic energy. The assumption of equilibrium

is, however, not valid since a non-equilibrium �ow is present near the walls. Therefore,

Low-Reynolds number models have been developed with the intent to resolve the �ow right

down to the viscosity-dominated sublayer without considering any wall functions approach.

A representative example consists in the models of Launder and Sharma (1974), Lam and

Bremhorst (1981), Chien (1982) and Lien and Leschziner (1993).

The common formulation for such models consists in the classical RANS equations for the

turbulent kinetic energy k and its dissipation rate ε, with the addition of some modi�cations

in the ε equation:

∂ρk

∂t
+ uj

∂ρk

∂xj

=
∂

∂xj

[(
µ+

µt

σk

)
∂k

∂xj

]
Pk − ρε (5.1.1)

∂ρε

∂t
+ uj

∂ρε

∂xj

=
∂

∂xj

[(
µ+

µt

σεk

)
∂εk

∂xj

]
+ Cε1fε1

ε

k
P − Cε2fε2ρε

ε

k
(5.1.2)

The equation 5.1.2 di�ers from the 2.2.14 by the presence of the near wall damping functions

fε1 and fε2. The terms fε1 and fε2 are introduced to recover the behavior of the turbulent

quantities µt, k and ε in the near wall regions. According to the model the turbulent viscosity

is also damped through the fµ function:

µt = Cµfµ
k2

ε
(5.1.3)

The modeling of fµ is very challenging since the experimental curve shows a non analytical

trend in the boundary layer: a constant value for y+ < 15, a linear increase up to y+ = 60

and a logarithmic behavior for high y+ [86].
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5.1 Near Wall modeling: Low Re Number k-ε Model

In the current work two Low-Re numbers models were considered for the simulations: the

Lam-Brenhorst approach [87] and the Abe-Kondoh-Nagano model [88]. The models are very

similar and present di�erences only in the formulation of the damping functions. These are

formulated as a combination of exponential functions that tend to unity far from the wall.

The corresponding values for these coe�cients are summarized in Tab. 5.1.

Model fµ fε1 fε2

ST 1.0 1.0 1.0

LB
(
1− e−0.0165Ry

)2
(1 + 20.5/RT ) 1 + (0.05/fµ)

3
1− e−R2

T

AKN
(
1− e−y∗/14

)2 [
1 + 5

R
3/4
T

e−(RT /200)2
]

1.0
(
1− e−y∗/3.1

)2 [
1− 0.3e−(RT /6.5)2

]
Table 5.1: Coe�cients for the k-ε models: ST (Standard), LB (Lam-Bremhorst), AKN (Abe,

Kondoh, Nagano)

The dimensionless parameters in the above expressions are given in [88]. The model con-

stants for the k-ε (low and high Re number) formulations are instead reported in [88], [87].

Referring to the boundary conditions, the models assign for the turbulent kinetic energy

at the wall a no-slip condition, whereas several relations can be found for the dissipation rate

ε. Lam-Bremhorst have proposed a Neuman condition for ε that is easy to implement and

provides reasonable results:

∂ε

∂y

LB

= 0 (5.1.4)

The AKN model prescribes instead:

εAKN = ν
∂2k

∂y2
(5.1.5)

that can be simpli�ed to the following relation:

εAKN =
2νk

y2
(5.1.6)

The main characteristic of the Low-Re approaches is the ability to reproduce the correct

wall asymptotic relations of turbulence. These models provide: k ∝ y2, ε ∝ y0, µt ∝ y3, in

accordance with DNS results and experimental observations [61], [89]. Using the standard

formulation the previous quantities are instead over-predicted.
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5. VALIDATION OF NEAR WALL MODELS

5.2 Two equation model for thermal �eld

In the following paragraph a method for an accurate evaluation of the thermal �eld and

the wall �uxes is proposed. As previously pointed out, the turbulent heat �uxes are often

computed with the general RANS closure form in (5.0.1), with the assumption of a constant

turbulent Prandtl number for the computation of the turbulent eddy viscosity αt = νt/Prt.

This hypothesis may lead to large discrepancies with the experimental data, since the tur-

bulent Prandtl number in the boundary layer is often not constant. The wall characteristics,

in fact, could be underestimated, since the temperature �uctuations, responsible of the wall

heat transfer, are not well predicted. Therefore, in order to improve the thermal boundary

layer modeling, two-equation models for the thermal �eld have been progressively developed

over the last decades. These consist in two additional equations, solving for the temperature

�uctuation variance kθ =
1
2
T ′2 and its dissipation rate εθ = α∂T ′

∂xj

∂T ′

∂xj
[34], [61]

∂ρkθ
∂t

+ uj
∂ρkθ
∂xj

=
∂

∂xj

[(
ρα +

ραt

σh

)
∂kθ
∂xj

]
︸ ︷︷ ︸
Turbulent−Molecular Diffusion

−2ρujT ′ ∂T

∂xj︸ ︷︷ ︸
Production

−2ρεθ︸ ︷︷ ︸
Dissipation

(5.2.1)

∂ρεθ
∂t

+ uj
∂ρεθ
∂xj

=
∂

∂xj

[(
ρα+

ραt

σϕ

)
∂εθ
∂xj

]
︸ ︷︷ ︸
Turbulent−Molecular Diffusion

+

−CP1ρ
εθ
kθ

ujT ′ ∂T

∂xj

− CP2ρ
εθ
k
uiuj

∂Ui

∂xj︸ ︷︷ ︸
Turbulent Production

+

−CD1ρ
ε2θ
kθ

− CD2ρ
εεθ
k︸ ︷︷ ︸

TurbulentDiffusion

(5.2.2)

where the unknown terms are modeled with a gradient di�usion approach:

ujT ′ = αt
∂T

∂xj

(5.2.3)

uiuj = νt

(
∂Ui

∂xj

+
∂Uj

∂xi

)
− 2

3
δij

(
k + µt

∂Uk

∂xk

)
(5.2.4)

Similar to the turbulent problem formulation for evaluating the turbulent viscosity µt, the

turbulent heat di�usivity can be generally expressed by means of an appropriate turbulent

length and velocity scale. A common approach is to assume the turbulent velocity scale

proportional to the square of the turbulent kinetic energy and the length scale obtained as a
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5.2 Two equation model for thermal �eld

combination of the velocity and a characteristic time scale τm:

αt ∝ Uclc =
√
k
(√

kτm

)
(5.2.5)

The characteristic time scale τm combines the e�ects of the velocity and temperature �eld

time scale: the �rst depends on the turbulent quantities k and ε, (τt = k/ε), the second is

related to the temperature �uctuation variance and its dissipation, (τθ = kθ/εθ). Thus the

time scale characterizing the heat transfer was proposed to be a function of the τt and τθ

with the generalized formula [22]:

τm ∝
(
τ ltτ

m
θ

)
= τtR

m with l +m = 1 (5.2.6)

where R = τθ/τt is the time scale ratio. Substituting the expression for τm in 5.2.5, we

obtain a simple relation, originally proposed in the work of Nagano et al. [22], for the

turbulent di�usivity. It depends on the temperature �uctuation variance kθ, its rate of

dissipation εθ, the turbulent quantities k-ε and the near-wall function fλ (which accounts for

the e�ects introduced by the wall proximity):

αt = Cλfλkτm = Cλfλk

(
k

ε

kθ
εθ

)1/2

(5.2.7)

The choice of fλ is crucial, since it has to reproduce the near wall asymptotic behavior of

y3 for αt in the boundary layer. Thus it has to be of order y−1 for reproducing correctly the

turbulent �uctuations [22].

In conclusion, the correct estimation of the turbulent heat �uxes from the model depends

on several parameters, whose determination is not easy to obtain. The general formula for the

τm, in fact, has been an object of research for a long time, and various authors have proposed

alternative formulations with respect to those proposed by Nagano, obtaining signi�cant

improvement in the wall heat transfer prediction. In the following part, a brief description

of these approaches will be presented, highlighting the di�erent expressions for the turbulent

heat transfer time scale τm and also for the near wall function fλ.

5.2.1 Models based on the dissipation rate εθ and the temperature

�uctuation variance

The exact transport equations for the temperature �uctuation variance kθ and the appropriate

dissipation rate εθ were derived by Launder for homogeneous turbulent �ows without mean

velocity and are reported in [85, 90]. In the following section two di�erent approaches in

modeling the production term Pεθ in the εθ equation proposed by di�erent authors [91, 22, 92]
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5. VALIDATION OF NEAR WALL MODELS

are discussed.

According to the work of Launder, the production term for the temperature dissipation rate

is a combination of the velocity and temperature �uctuations gradients and unfortunately it

represents an unknown term of the problem that requires modeling:

Pεθ = 2α
∂u′

i

∂xj

∂T ′

∂xj

∂T ′

∂xi

(5.2.8)

Several proposals have been made to approximate it, with the general assumption that

both the thermal and the mechanical time scale and also the corresponding production rates

can in�uence the production term Pεθ in the εθ equation. The production rate due to mean

shear P̃ and temperature Pθ are indicated as follows:

P̃ = −u′
iu

′
j

∂Ui

∂xj

and Pθ = −u′
jT

′ ∂T

∂xj

(5.2.9)

In the early works from Newaman et alia [91], only the thermal time scale τθ and the

production rate Pθ were considered to model Pεθ . They proposed the following relation:

Pεθ = Cp
εθ
kθ

u′
jT

′ ∂T

∂xj

= C
1

τθ
Pθ (5.2.10)

A �rst modi�cation was proposed by Nagano and Kim [22]. Since the production term

Pεθ represents the generation of the turbulent interactions due to the thermal and velocity

�uctuations, both production rates have to be considered in the modeling:

Pεθ = CP1
εθ
kθ

u′
jT

′ ∂T

∂xj

+ CP2
εθ
k
u′
iu

′
j

∂Ui

∂xj

(5.2.11)

= CP1
εθ
kθ

Pθ + CP2
εθ
k
P̃ (5.2.12)

A more general form includes an additional term that considers a mixed product between

the turbulent time scale τt with the thermal production rate Pεθ :

Pεθ = CP1
εθ
kθ

Pθ + CP2
εθ
k
P̃ + CP3

ε

k
Pθ (5.2.13)

The latter term is often neglected, since it does not provide any signi�cant contribution to

the turbulent production. Another alternative approach was proposed by Deng et al. [92].

He suggested to model the production rate using the mixed time scale
√
τtτθ in combination

with Pθ:
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5.2 Two equation model for thermal �eld

Pεθ = Cp

√
εθ
kθ

ε

k
u′
jT

′ ∂T

∂xj

(5.2.14)

= Cp

√
εθ
kθ

ε

k
Pθ (5.2.15)

The models proposed above will be indicated with the following abbreviation: the Abe,

Kondoh, Nagano model with AKN and the Deng formulation with DWX. The two di�erent

approaches di�er also in the modeling of the characteristic time scale τm, in order to obtain

improvements on the turbulent heat �uxes prediction. For the AKN model:

τAKN
m = τt

2R

0.5 +R
(5.2.16)

For the DWX model, the following expression was proposed instead:

τDWX
m =

√
2τtτθ (5.2.17)

It is worth to point out that the equations 5.2.1 and 5.2.2 are not suited to reproduce the

behavior at and near the wall. They represent the classical High-Reynolds-number formula-

tion, that has to be modi�ed in order to be valid in the boundary layer region and to simulate

appropriately the turbulent �uctuating quantities in this region. This can be realized in a

manner analogous to the Low-Reynolds-number approach for the k-ε model. The kθ equation

presents terms that are of the order of y in the near-wall region; this is assured through the

balance of the viscous di�usion and dissipation term. As a consequence, no modi�cation for

the temperature �uctuation variance equation is required for modeling the �ow in the bound-

ary region. Regarding the εθ equation, the exact formulation for production and dissipation

could provide a behavior of y0, but the corresponding modeled terms tend to in�nite when

the wall is approached. This is due to the �nite value for ε and εθ and the imposed zero

value for k and kθ at the wall. To remove the singularity, a modi�cation at the wall for both

ε and εθ is needed. This can be avoided by replacing ε and εθ in the velocity and thermal

time scale with the limited values of:

ε̃ = ν

(
∂
√
k

∂y

)2

and ε̃θ = α

(
∂
√
kθ

∂y

)2

(5.2.18)

Under this assumption, the singularity is resolved and the dissipation term in the εθ equa-

tion approaches the zero value at the wall, still in contrast with the exact formulation that

ensures a �nite value of order of y0. This formulation behaves, therefore, similarly to the
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5. VALIDATION OF NEAR WALL MODELS

High-Reynolds-number form of the ε equation. In order to simulate then the behavior close

to the wall, a particular set of damping functions has to be developed and included in the

model. This can be achieved using the following damping functions (fP1,fP2,fD1,fD2) that

multiply the di�erent production and destruction terms in the εθ equation for approximating

the near-wall �ows:

∂ρεθ
∂t

+ uj
∂ρεθ
∂xj

=
∂

∂xj

[(
ρα +

ραt

σϕ

)
∂εθ
∂xj

]
︸ ︷︷ ︸
Turbulent−Molecular Diffusion

+

−CP1fP1ρ
εθ
kθ

ujT ′ ∂T

∂xj

− CP2fP2ρ
εθ
k
uiuj

∂Ui

∂xj︸ ︷︷ ︸
Turbulent Production

+

−CD1fD1ρ
ε2θ
kθ

− CD2fD2ρ
εεθ
k︸ ︷︷ ︸

TurbulentDiffusion

(5.2.19)

Nagano et al. also proposed a Low-Reynolds-number formulation for the AKN model,

based on particular damping functions to recover the behavior of the turbulent �ow at the

wall. In Tab. 5.2 the corresponding values for the damping functions are indicated.

fp1 fP2 fP3 fD1 fD2(
1− e−y∗)2

1.0 0.0
(
1− e−y∗)2 1

CD2
(Cε2f2 − 1)

[
1− e−y∗/5.7

]2
Table 5.2: Damping functions expressions for the AKN model in the Low-Re formulation

The model also suggested a new relation for the turbulent heat di�usivity αt. It consists in

the classical form as the relation expressed in 5.2.7, but presents a signi�cant modi�cation for

the characteristic time scale τm for taking into account Low-Re number problems. Regarding

the near-wall function fλ, the expression is of order y−1, providing the right near-wall behavior

of y3 for αt.

αt = Cλk

[
k

ε

(
2R

0.5 +R

)
+ 3

1√
k

(
ν3

ε

)2 √
2R

σ
fd

]
︸ ︷︷ ︸

τm

[
1− e−y∗/14

] [
1− e−

√
σy∗/14

]
︸ ︷︷ ︸

fλ

(5.2.20)

Di�erent damping functions are employed instead in the model of Deng et al. (DWX),

which perform better in the boundary layer region and provide an improvement of the accu-

racy. These are reported in Tab. 5.3:
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5.2 Two equation model for thermal �eld

fp1 fP2 fP3 fD1 fD2

1.0 1.0 0.0
(
1− e−y∗/1.7

)2 1
CD2

(Cε2f2 − 1)
[
1− e−y∗/5.8

]2
Table 5.3: Damping functions expressions for the DWX model in the Low-Re formulation

The turbulent heat di�usivity αt for the DWX model is given as follows:

αt = Cλk
k

ε

√
2R︸ ︷︷ ︸

τm

[
1− e−y∗/16

]2 [
1 +

3

Re
3/4
T

]
︸ ︷︷ ︸

fλ

(5.2.21)

For both of the formulations, the model constants CP1, CP2, CD1, CD2 used in the εθ

equation have to be chosen. They are summarized, depending on the model, in Tab. 5.4. A

slight di�erence for CP1 values can be observed between the models: this is mainly due to

the modeled production term. In case of the DWX model, the latter consists in a unique

term (since CP2 is zero), requiring therefore a higher constant value for producing the same

production rate with respect to the AKN model. Instead the other constants remain the

same. Their values are obtained through experimental measurements in decaying homoge-

neous scalar turbulence and temperature �uctuation variance in grid turbulence and they are

validated against di�erent types of high Reynolds-number �ows [90].

Model Cλ CP1 CP2 CP3 CD1 CD2

AKN kθ-εθ 0.1 1.9 0.6 0.0 2.0 0.9

DWX kθ-εθ 0.1 2.4 0.0 0.0 2.0 0.9

Table 5.4: Constants for the kθ-εθ models: AKN (Abe, Kondoh, Nagano), DWX (Deng, Wu,
Xi)

Finally, the boundary conditions for kθ and εθ have to be indicated: zero value at the

in�ow and zero gradient at the boundaries for kθ, whereas the temperature dissipation rate

εθ is limited at the wall as follows:

εθ⌋w = α

(
∂
√
kθ

∂y

)2

(5.2.22)

To avoid confusion between the Low-Re number formulation developed also by Abe et al.

and the above thermal model, in the following sections the abbreviation AKN (or AKN -k-ε)

will indicate the low-Re turbulence model and AKNt (or AKN -kθ-εθ) the thermal model.
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5.2.2 Models based on the speci�c dissipation rate ωθ and the

temperature �uctuation variance

As illustrated in Chap. 2, the standard two-equation turbulent models based on the k-ε

formulation have showed a lack in the prediction of boundary-layer �ows with large adverse

pressure gradients, leading to incorrect values of the turbulent variable in the near-wall

regions. This is mainly due to the ε variable used for the de�nition of the turbulent length-

scale. Better results are obtained with the de�nition of the speci�c dissipation rate ω, de�ned

as a combination of the turbulent kinetic energy and its dissipation: ω = ε/k [25].

Similarly to turbulent problems, in the thermal model the determination of the variable

for the length-scale equation may be crucial and can signi�cantly a�ect the accuracy of the

results, providing a wrong prediction of the law of the wall for the temperature [23]. According

to Bradshaw, the best choice for obtaining the right reproduction in the near wall regions is

represented by the speci�c dissipation rate ωθ rather than εθ. This is de�ned as follows:

ωθ =
εθ
kθ

(5.2.23)

Huag and Bradshaw derived a heat transfer model (HB model), solving for the temperature

�uctuation variance kθ and its speci�c dissipation rate ωθ. The corresponding governing

equations for kθ and ωθ are:

∂ρkθ
∂t

+ uj
∂ρkθ
∂xj

=
∂

∂xj

[(
ρα+

ραt

σh

)
∂kθ
∂xj

]
︸ ︷︷ ︸
Turbulent−Molecular Diffusion

−2ρujT ′ ∂T

∂xj︸ ︷︷ ︸
Production

−2ρkθωθ︸ ︷︷ ︸
Dissipation

(5.2.24)

∂ρωθ

∂t
+ uj

∂ρωθ

∂xj

=
∂

∂xj

[(
ρα +

ραt

σϕ

)
∂ωθ

∂xj

]
︸ ︷︷ ︸
Turbulent−Molecular Diffusion

+

−CP1ρ
ωθ

kθ
ujT ′ ∂T

∂xj

− CP2ρ
ωθ

k
uiuj

∂Ui

∂xj︸ ︷︷ ︸
Turbulent Production

+

−CD1ρω
2
θ − CD2ρωωθ︸ ︷︷ ︸

TurbulentDiffusion

(5.2.25)

The unknowns in the above equations related to the turbulent shear stress ujui and the

turbulent heat �ux ujT ′ are closed with a gradient di�usion approach as described in 5.2.4

and 5.2.3.

In order to have a de�nition for the turbulent heat di�usivity αt valid for the HB model,
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Huag and Bradshaw have considered the general form provided by Nagano [22], and have

replaced the variables for the turbulent and thermal time scale with the de�nitions of ω and

ωθ. They obtained the following relation for αt:

αt = Cλk

(
1

ω

1

ωθ

)1/2

(5.2.26)

The model constants related to the corresponding coe�cients in the ωθ equation are ob-

tained analyzing the near-wall regions through the analytical integration of the transport

equations. It results in an algebraical relation between the coe�cients CD1 and CD2 with the

turbulent Prandtl number at the wall Prt,w.

Prt,w =
Cµ

Cλ

√
C2 − CD2Pr

CD1Pr
(5.2.27)

Using the DNS results for Prt,w and imposing CD1 = 0.1, Bradshaw found the optimum

value for the CD2, and through an iterative method the other remaining constants for the

production terms. The values are summarized in Tab. 5.5.

Model Cλ CP1 CP2 CP3 CD1 CD2

HB kθ-ωθ 0.11 -0.2 0.94 0.0 0.1 0.83

Table 5.5: Constants for the kθ-ωθ HB model (Huag-Bradshaw)

5.3 Numerical Validation

5.3.1 Test case 1: Heat transfer predictions in cavities

The �rst test case considered for the validation of the turbulent models in conjunction with

the two-equation thermal model is a numerical example of heat transfer in cavities [93]. For

the numerical simulations, the test-case was simpli�ed and the geometry consists in a channel

�ow with a two-dimensional cavity. The in�ow has a constant height H and is placed at 1H

upstream the cavity. At the inlet, a fully turbulent velocity pro�le with a constant static

temperature of Tin = 350K is prescribed. Pure air was used for the experiments and thus,

for the numerical simulations. Its in�ow properties (density ρ, molecular viscosity µ, thermal

conductivity κ and speci�c heat Cp) are calculated at the in�ow temperature Tin. The

cavity resembles the space between two turbine blades, whereby a large recirculation zone

takes place. Its dimension W is a multiple of the in�ow height and was �xed at W = 10H.

Regarding the cavity depthD, two con�gurations were considered with di�erent aspect ratios:

D/W = 0.1 andD/W = 0.2. The outlet region, instead, has the same geometry as the in�ow,
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5. VALIDATION OF NEAR WALL MODELS

with an out�ow located 1H downstream the cavity. The computational domains is illustrated

in Fig. 5.3.1.

Figure 5.3.1: Sketch of the simpli�ed geometry of a �ow in a cavity.

The Reynolds number based on the bulk velocity Ubulk and the height H of the channel at

the inlet is the same as the one that was considered by Metzger et al. in the experimental

setup [94]:

Rein =
ρUbulkH

µ
= 15000 (5.3.1)

The wall boundaries in the cavity were modeled as isothermal with a temperature of

Tw (x) = 293K. Since no information for the upper wall temperature was available in liter-

ature, the remaining walls are treated as adiabatic. Two structured grids are used for the

numerical simulations depending on the aspect ratio.

The experiments were conducted by Metzger et al.[94] focusing on the determination of the

local Nusselt number distribution along the cavity wall for both the con�gurations (D/W =

0.1 and D/W = 0.2). In order to validate the simulations against the experimental data, a

numerical de�nition for the Nusselts number is required. It can be de�ned as the ratio of the

convective and the conductive heat transfer based on the characteristic length scale H:

Nu =
h (x)H

λ
(5.3.2)

with the local heat transfer coe�cient h(x) related to the temperature di�erence Tw (x)−Tin

and the heat �ux q̇(x) by:

h (x) =
q̇ (x)

Tw (x)− Tin

(5.3.3)

The numerical simulations were conducted with the intent to obtain an accurate solution

for the prediction of the heat transfer in a cavity �ow. Steady state RANS simulations

were performed with various turbulence models in conjunction with the two-equation scalar

model. The k-ε model was used only with its standard formulation (results indicated in

Fig.5.3.2 with a red line) without considering any near wall modi�cation for Low-Reynolds
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Figure 5.3.2: Nusselt number distribution on the lower wall of the cavity for D/W = 0.1 (a)
and D/W = 0.2 (b)

119



5. VALIDATION OF NEAR WALL MODELS

numbers �ows. The scalar model solves for the temperature �uctuation variance and its

dissipation, thus avoiding the concept of constant turbulent Prandtl number. This was

employed together with the k-ε model and the results are compared with those obtained

assuming a �xed turbulent Prandtl number. These are hereinafter referred to with a red

dashed line. Simulations with the k-ω model are also presented. They were carried out with

the standard STD-k-ω approach and with Menter's formulation SST k-ω, (blue and orange

lines respectively). A non-constant Prt in conjunction with the k-ω approach was modeled

with the Huag-Bradshaw (HB) scalar model and the corresponding results are indicated with

dashed lines. Convergence was assessed by the residual criteria. A target value of 1e-6 was

considered for all the simulations.

Fig. 5.3.2(a) and (b) show the resulting heat transfer prediction on the lower wall of the

cavity for the two di�erent con�gurations with aspect ratio D/W = 0.1 (a) and D/W = 0.2

(b) (see Fig. 5.3.1). These represent the local Nusselt number distribution over the length

of the cavity W , which is made dimensionless with respect to the total height of the cavity

C = D+H in Fig. 5.3.1 . The experimental results demonstrate an enhancement of the heat

transfer moving from the left to the right of the cavity, with a maximum located just before

the wall. Qualitatively, Nusselts' pro�les for both the con�gurations are similar. The only

di�erence lies in the growth rate for the Nu along the wall. While the con�guration with

D/W = 0.1 has a steeper gradient, the second indicates a slower increase of the heat transfer

in the �rst part of the cavity with a progressive growth until the maximum is reached.

Numerically, the Nusselt number distribution obtained with the standard k-ε model is

over-predicted: in both cases the region close to the �rst wall shows a good accuracy with

the experimental data, while the remaining domain is largely overestimated. The peak,

in fact, is approximately the double of that measured by Metzger [94]. The use of the

Abe-Nagano-Kondoh kθ-εθ (AKN -kθ-εθ) model for closing the turbulent heat �uxes seems

to slightly improve the distribution but the over-prediction remains still too large. Di�erent

results are obtained with the k-ω turbulence models. The STD-k-ω model under-predicts the

heat transfer found experimentally, whereas the SST formulation seems to perform better.

The latter, although the Nusselt number values are still low, exhibits the same trend and

growth rate compared to the experiments. Better results are obtained coupling the turbulent

e�ects with the thermal model from Huag and Bradshaw (HB). These simulations clearly

highlight the advantage of their use: both the calculations show an improvement of the

predicted Nusselt number with respect to the runs without the HB model. This is especially

evident in the case with smaller aspect ratio, where the di�erences in the prediction are more

pronounced and the results with HB model seem to better �t the experimental data.

The axial velocity distributions for D/W = 0.1 and D/W = 0.2 are illustrated in Fig. 5.3.3
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and Fig. 5.3.4. Here a comparison of the numerical results for the �ow �elds obtained with

the standard k-ε and the SST -k-ω models is presented. For the con�guration with smaller

aspect ratio, the axial velocity distribution with standard k-ε is very similar to that with

the SST -k-ω. In this case both simulations show a �ow separation with a large recirculation

bubble that extends over nearly all the length of the cavity. A curved separated shear

layer develops immediately downstream of the wall, creating the main bubble and two small

recirculation zones in correspondence of the two corners of the cavity. This behavior was

found in the simulation with the standard k-ε model, whereas in the SST -k-ω calculation

the �rst recirculation zone, located close to the �rst cavity wall, is more pronounced and is

then followed by the large bubble that impinges on the lateral solid boundary (Fig. 5.3.3).

(a)

(b)

Figure 5.3.3: Axial velocity distribution for D/W = 0.1 with k-ε (a) and SST -k-ω in con-
junction with the Huag-Bradshaw (HB) thermal model (b)

As a consequence, the small recirculation bubble on the right side close to the corner

disappears. The e�ects of the �rst recirculation region a�ect the heat transfer distribution,

leading to a �at pro�le for the Nusselt number until the bubble ends. This behavior can be

clearly noticed observing the pro�les for the Nusselt number in the Fig. 5.3.2(a). However,

the simulations with aspect ratio D/W = 0.2 reveal signi�cant di�erences in the downstream

region after the wall for the axial velocity. With the k-ε model, the �ow separates at the wall

and reattaches on the side of the wall in the outlet region, creating a large unique recirculation

zone. With the SST -k-ω model, whose result in term of velocity is presented in Fig. 5.3.4,

the �ow �eld presents after the �ow separation, two counter-rotating vortexes in the cavity,

which modify deeply the structure of the axial velocity and the heat transfer distribution.

Because of the �rst low-speed region, in fact, the heat transfer at the wall is not favored
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(a)

(b)

Figure 5.3.4: Axial velocity distribution for D/W = 0.2 with k-ε (a) and SST -k-ω in con-
junction with the Huag-Bradshaw (HB) thermal model (b)

through the convective transport and the resulting Nusselt number remains constant in this

�rst zone. Since no information for the velocity �eld was provided experimentally, it is di�cult

to know which �ow �eld takes place in the cavity. However, the vortexes in the cavity have a

great in�uence in the local enhancement of the Nusselt number distribution. This behavior

is qualitatively well reproduced by the simulations with the k-ω formulation in conjunction

with the thermal model for calculating the turbulent Prantdl number (HB model). In the

following sections other test cases will be considered with the intent to investigate the ability

of the AKN -kθ-εθ orHB-kθ-εθ thermal model to predict the wall heat transfer under di�erent

con�gurations and conditions.

5.3.2 Test case 2: Heat transfer predictions in a pipe expansion

The second test case considered for the numerical validation is a �ow through a pipe ex-

pansion. Similarly to the case discussed previously, the �ow presents an essentially two

dimensional behavior with a �ow separation and a recirculation zone in the larger pipe. At

the inlet boundary pure air is inserted at a temperature of Tin = 300K through a small pipe

of diameter d, �owing parallel to the axis until it enters the main chamber, which is a coaxial

cylindrical tube with diameter D. The resulting expansion ratio between the two zones has

been �xed at D/d = 2.5. The �ow separates at the edges of the small pipe right at the injec-

tion in the chamber. Experiments reveal an increase of the heat transfer in correspondence

of the recirculation zone, with a peak located approximately at the reattachment points [95].

The measurements were conducted by Baughn et al. [96], focusing on the in�uence of the

expansion ratio (and consequently the Reynolds number) on the local heat transfer. In this

work it will be illustrated only the case corresponding at D/d = 2.5 and Reynolds number
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of 17300, since both the experimental data for the temperature and the velocity �elds are

available in literature.

Due to the symmetry of the problem only a segment of the pipe was considered in the

simulation, as shown in Fig.5.3.5. The computational domain consists of a small inlet region

with a constant section d/2 and an expansion region, which axially extends for 16D. The

parameterH is de�ned asH = (D−d)/2. A sketch of the computational domain is illustrated

in Fig. 5.3.5 and 5.3.6.

Figure 5.3.5: Geometry for the turbulent �ow in an abrupt expansion.

Corrections:

Figure 5.3.6: Coordinate system considered for the extraction of the numerical 1D pro�les.

All the wall boundaries have been treated as adiabatic, except for the wall in the expansion

region (Fig.5.3.5). The latter was set as isothermal prescribing a wall temperature value as

indicated in the experiments of Baughn [96]. He measured the temperature and the velocity

�elds in the abrupt expansion under isothermal conditions. A uniform temperature at the wall

was obtained through two cylindrical heaters set around the measurements chamber in order

123



5. VALIDATION OF NEAR WALL MODELS

to achieve a di�erence between the wall temperature and the inlet air temperature (Tw−Tin)

of about 10K. At the symmetry axis, the radial velocity vanishes and the condition of zero

gradient was imposed for all the other variables. At the solid walls the no-slip boundary

condition is employed, leading to a zero value for the velocity and the turbulent kinetic

energy.

Since no information was indicated concerning the velocity at the in�ow, a mean axial

velocity pro�le was prescribed using the one-seventh law with the assumption of zero radial

pro�le. This pro�le ensures a condition similar to that observed under fully-developed tur-

bulence. The experiments, in fact, showed the presence of a turbulent �ow in the upstream

pipe but with a low level for turbulence intensity. This suggests to use the following empirical

values for the turbulent variables at the inlet [97]:

kin = 0.003u2
in (5.3.4)

εin =
Cµk

1.5
in

0.03R
(5.3.5)

where R is the radius of the pipe and Cµ is a model constant for the STD-k-ε model.

For the numerical prediction of the heat transfer process, steady-state simulations were

run using RANS turbulence models: STD-k-ε, STD-k-ω and SST -k-ω. The convergence of

the solution was monitored by checking the residuals history prescribing a value of 1e-6 as

convergence criteria. The aim of the investigation mainly addressed to assess the accuracy

of the thermal model for the k-ε (AKN -kθ-εθ Model) and for k-ω (HB-kθ-εθ Model) and to

verify the improvement in the boundary layer region provided through a Low-Reynolds num-

ber formulation. The latter was applied by means of the AKN -k-ε model for Low-Reynolds

number �ows and the results are indicated with a green solid line in Fig.5.3.7 and 5.3.8. The

reference simulations have been carried out without considering any model for the tempera-

ture �uctuation variance and its dissipation. Under this condition, the turbulent heat �uxes

were modeled with the eddy-di�usivity approximation assuming a constant turbulent Prandtl

number of 0.7. Since the previous numerical results for the test-case 1 have demonstrated

an improvement of the wall heat transfer predictions, the test-case 2 was also simulated with

the scalar model for the temperature �uctuation variance. The numerical results for the �ow

and temperature �eld predictions are validated against the experimental data of Baughn [96]

and are reported in the next sections.

5.3.2.1 Numerical Results with k-ε approach

The measurements of Baughn et al.[96] consist in a collection of data for the temperature

and axial velocity �eld, recorded at di�erent locations downstream of the abrupt expansion.
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Considering the local coordinate system shown in Fig.5.3.6, 1D pro�les were extracted at:

x/D = 0.075, x/D = 0.030, x/D = 1.80, x/D = 3.00, x/D = 4.20, x/D = 6.00.

Due to the velocity, the thermal load is convected from the wall to the center of the pipe,

leading to a local increase of the �uid temperature. In the region right after the expansion

region, the �uid preserves its in�ow value Tin, whereas in the upper side of the pipe the

transport of the thermal energy is favored due to a large recirculation zone. Between the two

regions a steeper temperature gradient occurs and the temperature varies from T = 300K to

almost T = 305K. Moving downstream, the mixing phenomenon becomes more relevant and

the temperature gradient is smoother. This can be observed in Fig. 5.3.7 at x/D = 0.075.

After x/D = 1.80, the temperature �eld appears instead more homogeneous and the e�ect of

higher wall temperature leads progressively to an increase of the value on the axis. Fig. 5.3.7

shows the comparison of the simulated pro�les with the STD-k-ε, AKN -k-ε and with AKN -

k-ε in conjunction with the AKN -kθ-εθ thermal model against the experiments (AKNt).

The pro�les are qualitative well predicted by all the models: the STD-k-ε over-predicts the

temperature in the recirculation region, where the turbulent �uctuations play a signi�cant role

in the heat transfer mechanism, and it also shows an erroneous temperature gradient at the

wall. In the further downstream zone, the simulated pro�les present a good agreement with

the experimental data, with the only exception of the zone near the axis of the pipe, where

the temperature is slightly under-predicted. On the other hand the Low-Reynolds number

model (AKN) presents the worst results in term of radial pro�les with a larger deviation

from the right measured points. Better results are obtained combining the previous model

with the thermal model (AKNt); in this case the deviation is completely recovered. The

simulation, in fact, shows pro�les similar to the calculation with the STD-k-ε model and

also provides a better estimation of the temperature along the axis.

In Fig. 5.3.8 the axial velocity pro�les, extracted at the same locations as for the previous

temperature pro�les, are illustrated. These are non-dimensionalized with the maximum

velocity in the simulations and compared against the experiments. As previously mentioned,

the transverse pro�le for the axial velocity shows clearly at x/D = 0.075 the presence of

two regions corresponding at the injection (with higher velocity) and at the recirculation

zone (with low speed). The reattachment point is located at approximately x/D = 3.00.

After the position x/D = 6.60 no signi�cant variations for the axial velocity �eld could be

found, as also con�rmed by Chang [97], and a �at uniform pro�le originates in the pipe,

propagating without modi�cations until the outlet region. The behavior of the numerical

simulations for the velocity �eld is similar to what happens for the temperature. The Low-

Reynolds number model (AKN) is not able to provide a good accuracy leading to a small

underestimation, whereas the STD-k-ε seem to reproduce very well the behavior of the �ow
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Figure 5.3.7: Comparison of the simulated temperature pro�les with k-ε approach against
the experimental data at di�erent locations. In red line simulation with STD-
k-ε, in green solid line calculation with AKN Low-Reynold number model and
in green dashed line computation with AKN Low-Reynold number model in
conjunction with the AKNt thermal model.

�eld. This deviation is probably due to the damping functions in the Low-Reynolds number

formulation, that reduce the turbulent viscosity in the near-wall region but also in�uence the

central �ow region leading to the small discrepancies found against the experiments.

5.3.2.2 Numerical Results with k-ω approach

In Fig. 5.3.9 and Fig. 5.3.10 the axial velocity and temperature pro�les calculated with the

k-ω formulation are shown. The reference simulations are computed with the standard STD

and Menter's SST formulation with a constant Prt: they present a good agreement in the

injection zone in terms of temperature values, but under predict signi�cantly the thermal �eld

in the further downstream region. However, the axial velocity calculated with the standard

STD presents a good accuracy with the experimental data, as well as the simulation with

SST , although the latter deviates a little from the experiments at the location x/D =

6.60. The use of the thermal model (HB) provides some improvements in matching the

measurements in the near-wall region, but it does not in�uence signi�cantly the temperature

�eld.
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Figure 5.3.8: Comparison of the simulated velocity pro�les with k-ε approach against the
experimental data at di�erent locations. In red line simulation with STD-k-
ε, in green solid line calculation with AKN Low-Reynold number model and
in green dashed line computation with AKN Low-Reynold number model in
conjunction with the AKNt thermal model

5.3.3 Test case 3: Heat transfer predictions in a backward facing

step

Another interesting test case for studying the performance of the heat transfer and turbulence

modeling is the �ow after a backward facing step. Similar to the case of a �ow in an abrupt

expansion, the �ow is essentially two-dimensional and is subjected to a sudden expansion.

Due to the increase of the cross-sectional area, the �ow separates at the edge of the expansion,

creating downstream a shear layer and a large recirculation bubble. The recirculation zone

consists in a low-speed region with low pressure and high level of turbulent �uctuations. After

this zone, the �ow reattaches to the wall and re-develops as in a channel �ow. In the following

section, the capability to predict the reattachment length and the wall heat transfer for this

test case will be tested using the turbulent models with and without their Low-Reynolds

number formulation and in combination with their thermal models. The test case under

investigation is the �ow �eld downstream of a backward facing step with an expansion ratio

of 1.25. The computational domain is illustrated in Fig.5.3.11 and consists in an inlet and

outlet region and an expansion zone. The length of the total domain is approximately 40H,

the in�ow is located 1.1H upstream of the step and the expansion ratio (W/(W −H)) is 1.25.

The Reynolds number based on the step height H = 0.038m is 28000 and corresponds to an
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Figure 5.3.9: Comparison of the simulated temperature pro�les with k-ω approach against
the experimental data at di�erent locations. In blue line simulation with STD-
k-ω, in blue dashed line calculation with STD-k-ω with HB, in orange line
computation with SST -k-ω and orange dashed line SST -k-ω with HB.

Figure 5.3.10: Comparison of the simulated velocity pro�les with k-ω approach againt the
experimental data at di�erent locations. In blue line simulation with STD-
k-ω, in blue dashed line calculation with STD-k-ω with HB, in orange line
computation with SST -k-ω and orange dashed line SST -k-ω with HB.
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in�ow velocity of 11 m/s. At the inlet, pure air is inserted with a constant static temperature

of Tin = 293K. For the in�ow conditions, velocity and turbulent kinetic energy pro�les for

a fully-developed channel �ow have been speci�ed in order to match the experimental values

in [98].

Figure 5.3.11: Geometry sketch for the turbulent �ow over a backward facing step.

Steady state simulations were carried out with RANS-based turbulence models, whereas the

convergence of the solution was monitored with the standard residual criteria (convergence

for values lower than 1e-6).

For the computational mesh, the same grid adopted in the work of Panara [34] was used:

this presents approximately 44000 nodes (about 200000 cells). The wall boundaries have

been set to adiabatic, whereas a constant heat �ux q = 270W/m2 has been prescribed at the

bottom wall after the expansion. This in�uences signi�cantly the temperature distribution

close to the solid boundaries and slightly the values in the center region.

The experiments for this test case were performed by Vogel and Eaton [99]. They focused

on the determination of the heat transfer mechanism and on the analysis of the �ow and the

temperature �eld in the near wall region. The experimental data consist in a set of data

for the friction coe�cient and the Stanton number distribution along the bottom wall. In

addition, 1D measurements for velocity and the temperature are also available at di�erent

positions in the expansion region. More in detail, considering the local coordinate system

with origin in the reattachment point O2 = Xr in Fig.5.3.11, 1D pro�les were measured at

X∗ = −0.95, X∗ = −0.75, X∗ = −0.35, X∗ = −0.05, X∗ = 0.45 and X∗ = 1.25. X∗ is de�ned

as follows:
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X∗ =
X −Xr

Xr

(5.3.6)

The skin friction coe�cient Cf , is a dimensionless quantity of the wall shear stress τw. It

is the ratio of the wall shear stress τw and the dynamic pressure of the oncoming �ow.

Cf =
τw

1
2
ρU2

∞
(5.3.7)

The Stanton number St, instead, is also a dimensionless quantity and relates the heat

transfer coe�cient to the heat capacity of the �uid stream per of unit cross-sectional area

and per unit of time. This is particularly used in general problem dealing with the forced

convection calculations and it is expressed as follows:

St =
h (x)

Urefρcp
(5.3.8)

where h(x) is the local heat transfer coe�cient, ρ the density of the �uid, cp the speci�c

heat of the �uid and Uref is the reference velocity of the �uid. In general the Stanton number

is derived by a combination of the Nusselt number Nu, the Reynolds number Re and Prandtl

number Pr:

St =
Nu

Re·Pr
(5.3.9)

5.3.3.1 Numerical Results with k-ε approach

The results of the simulations with the k-ε formulations in terms of skin friction coe�cient

Cf and Stanton number St are reported here below (Fig. 5.3.12 and Fig. 5.3.13). Several

simulations have been performed for investigating the ability of the k-ε models alone or in

conjunction with the two-equation thermal models. The aim was to correctly reproduce the

experimental data and to accurately predict the wall heat transfer. With this intent, the

numerical calculations were divided in three sets: for each set the turbulent model was �xed

(standard STD, the Low-Reynolds number AKN and LB derivations respectively) whereas

the thermal models varies. More in detail, four possible variations for the latter could be

adopted:

� AKN t model (indicated in the �gures as AKN with dashed line);

� AKN t model with damping functions at the wall (AKN -Low with dashed line and

circle symbols);

� DWX t model (DWX with dash-dot-dot line);
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� DWX t model with damping functions at the wall (DWX-Low with dash-dot-dot line

and triangular symbols).

All the simulations indicate the �ow separation occurring at the edge of the expansion

region and the presence of a large recirculation zone. The location of the reattachment point

Xr is crucial for the wall heat transfer prediction. The groups of calculations with the STD-

k-ε, AKN -k-ε and LB-k-ε reveal a slight change in the determination of the Xr. The best

results were provided by the AKN -k-ε approach that shows a reattachment point of 5.94H.

Similarly the STD-k-ε leads to a value of 5.65H. The model of Lam-Bremhorst (LB) on the

other hand strongly underpredicts strongly the reattachment point with an error of almost

20%.

Model Xr Xr/H Error %

STD kε 0.21459 5.64703 15.34
STD kε-AKNt 0.21460 5.64734 15.33
STD kε-AKNt-Low 0.21458 5.64677 15.34
STD kε-DWXt 0.21459 5.64712 15.34
STD kε-DWXt-Low 0.21461 5.64768 15.33

AKN kε 0.22582 5.94253 10.91
AKN kε-AKNt 0.22581 5.94245 10.91
AKN kε-AKNt-Low 0.22583 5.94289 10.90
AKN kε-DWXt 0.22580 5.94211 10.91
AKN kε-DWXt-Low 0.22581 5.94237 10.91

LB kε 0.20473 5.38769 19.23
LB kε-AKNt 0.20475 5.38803 19.22
LB kε-AKNt-Low 0.20474 5.38797 19.22
LB kε-DWXt 0.20472 5.38747 19.23
LB kε-DWXt-Low 0.20473 5.38763 19.23

Experiment 0.25346 6.67 0.00

Table 5.6: Results for the reattachment lenghts Xr, the dimensionless values Xr/H and rel-
ative errors in respect to the experiments.

The use of the AKNt or DWXt thermal model, even with the Low-Reynolds damping

functions, seems to produce insigni�cant variations in the resulting Xr. This is actually

expected, since the thermal model, solving for the temperature �uctuation variance and its

dissipation, in�uence deeply the temperature �elds in particularly in the boundary layer

and just slightly the velocity distribution. In Tab.5.6 all the results in terms of length of

recirculation Xr, its dimensionless value with the step height Xr/H and the relative error in

respect to the experimental data are summarized.

In Fig. 5.3.12 the behavior of the skin friction coe�cient Cf along the heated wall in the

expansion region is represented. The best agreement with the experiments is obtained with

the Low-Reynolds number models.
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Figure 5.3.12: Skin friction coe�cient Cf along the heated wall downstream of the step

Regarding the wall heat transfer estimation, each simulation presents a diverse behavior

for St. The results related to the k-ε group of calculations are illustrated in 5.3.13(a). The

standard formulation STD has the maximum deviation with respect to the experimental

data; improvements are obtained combining the model with the AKNt orDWXt. The results

provided by the Low-Renoldys formulation for the AKNt or DWXt follow the experiments

very well. In contrast with the k-ε group, the reference simulations with the AKN model

perform very well, predicting accurately the trend of the experimental St. Furthermore, the

simulation with Low-Renoldys formulation for the DWXt presents an excellent agreement,

estimating correctly the maximum for St and the behavior in the region downstream the

peak. The results for the AKN simulations are represented in 5.3.13(b). Regarding the last

set of runs with the LB formulation (Fig. 5.3.13(c)), similarly to the previous cases the

simulations with the thermal model provide signi�cant improvements in the prediction of the

St-number with respect to the calculations performed without.

The temperature distribution at di�erent locations downstream of the step is analyzed in

Fig. 5.3.14. The simulations match the experimental data very well in the two positions

(X∗ = −0.35, X∗ = −0.75) located in the middle of the recirculation zone. Instead a dis-

crepancy was found for the location closer to the wall (X∗ = −0.95), where all the turbulent

models, despite of the employ of the wall damping functions, fail in the reproduction of the

boundary layer and lead to an over-prediction of the temperature values. Downstream of

the recirculation bubble, the �ows redevelops and the e�ects of the heated wall become less

pronounced. In this region, X∗ = 0.05, X∗ = 0.45 and X∗ = 1.25, the numerical simulations

show again a good agreement with the measured values.
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Figure 5.3.13: Stanton number St along the heated wall downstream of the step with the
STD-k-ε (a), AKN -k-ε (b) and LB-k-ε (c) formulations.

5.3.3.2 Numerical Results with k-ω approach

Similar to the previous case, the simulations with the k-ω approach were classi�ed in two

groups: the �rst with the standard STD model and the second with the Menter SST for-

mulation. Since the turbulent models do not present any Low-Reynolds number formulation,

each set of calculations consists in a run with the model alone (solid line) and a simulation

in conjunction with the Huag-Bradshaw (HB) model (dashed line). In contrast with the

previous simulations, the results carried out with the k-ω approach reveal an improvement

for the reattachment point Xr. The standard STD model generates a recirculation zone

with an extension Xr/H = 6.19 with only 7.21% of error, whereas the SST over-predict the

measured value of only 5%. Concerning the thermal model HB, instead, the calculations do

not show any particular advantage for the prediction of Xr, but seem to lower the reference

value computed with the STD and to slightly worsen the Xr of the SST model. In Tab.5.7

all the numerical results for the reattachment point Xr and the relative error in respect to

the experimental data, obtained with the k-ω approach, are listed.

Model Xr Xr/H Error %

STD kω 0.23519 6.18925 7.21
STD kω-HBt 1 0.22172 5.83463 12.52
STD kω-HBt 2 0.22172 5.83463 12.52

SST kω 0.26612 7.00311 -4.99
SST kω-HBt 1 0.26935 7.08805 -6.27
SST kω-HBt 2 0.26935 7.08805 -6.27

Experiment 0.25346 6.67 0.00

Table 5.7: Results for the reattachment lenghts Xr, the dimensionless values Xr/H and rel-
ative errors in respect to the experiments.
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5. VALIDATION OF NEAR WALL MODELS

Figure 5.3.14: Comparison of the simulated temperature pro�les against the experimental
data at di�erent locations.

Fig. 5.3.15(a) shows the numerical results for Cf and its measured values. The skin friction

coe�cient Cf calculated with the STD model presents a moderate gap for the maximum

negative value in the recirculation zone and a signi�cant deviation for the asymptotic value

in the downstream region with the experiments. The behavior of Cf with the SST approach

instead, shows a great concordance in the results obtained with the SST model alone or in

combination with the HB. Both simulations predict the correct location of the minimum and

also the numerical value for Cf in the low-speed region in front of the step. The downstream

region, on the other hand, di�ers a little and is underestimated in respect to the experimental

data.

The Stanton number distribution, as previously veri�ed, is in�uenced by the use of the

thermal model. The behavior is illustrated in Fig. 5.3.15(b). The simulations carried out

with the sole turbulent models (both STD and SST ) under-predict the magnitudes of the St;

but the location of maximum Stantdon number obtained with both models coincides approx-

imately with the experimental results. The HB model, together with the previous turbulent

models, does not show particular improvements in the results of the thermal boundary layer.

This is indicated in the plot in Fig. 5.3.15(b) with the dashed line and the name HB−1. The

latter, in fact, makes use of the standard limiting value for the dissipation of the temperature

�uctuation variance at the wall, described in [23]:

ωθ1 =

(
1− CD2Pr

β

)
6

CD1Pry2
(5.3.10)
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Figure 5.3.15: Skin friction coe�cient Cf (a) and Stanton number St along the heated wall
downstream of the step with the STD-k-ω and SST k-ω (b).

This relation seems to be not suited for the thermal evaluation in the boundary layer, since

it restricts signi�cantly the value assumed by the turbulent Prandtl number and leads to an

underestimation of the turbulent heat �uxes. With this consideration, the author slightly

changed the previous wall values with a rearrangement of the limiting condition for the εθ as

follows:

ωθ2 ∝
α

y2
(5.3.11)

and the relative results are indicated with the dash dot-dot line and the name HB − 2.

The use of this new limiting value shows a signi�cant improvement in the Stanton number for

the wall heat �ux. In this case the simulation reveals a considerable increase in magnitude

for St and provides excellent agreement with the experimental data, although the position of

the maximum seems a�ected by this modi�cation. This is shown in the simulation with the

STD, in which the peak is shifted on the left side in�uencing also the position of the skin

friction factor and the recirculation length Xr.

The temperature distributions at di�erent locations downstream of the step are instead

indicated in Fig. 5.3.16. All models predict accurately the experimental data, with small

deviations at the boundaries. The deviations are partially recovered if the HB is used in

conjunction with the turbulence models. Regarding the portion of the �eld in the redevelop-

ment region, this is predicted very well both in the zone right after the reattachment point

and further downstream. About the recirculation bubble: the simulation STD-HB shows

the best comparison with the experiments at the location X∗ = −0.35, whereas moving in
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5. VALIDATION OF NEAR WALL MODELS

Figure 5.3.16: Comparison of the temperature pro�les against the experimental data at dif-
ferent locations.

the middle of the bubble the pro�les extracted at X∗ = −0.75 agree perfectly if the SST -HB

is used.

5.3.4 Test case 4: Heat transfer predictions in a pulsating �ow

As last validation of the HB model, a pulsating test case was considered for showing the

e�ects of the amplitude of the oscillations on the heat transfer mechanism. The test case

investigated was researched experimentally by Ishino et al. [9], in order to prove the heat

transfer enhancement in pulsating �ows. Ishino, in fact, performed several measurements

campaigns at di�erent operative conditions, varying progressively the frequency f (from 15

to 20 Hz), the oscillation amplitude Ub of the pulsating �ow and also the value of the initial

main stream velocity Um, with the intent to examine the in�uence of the in�ow variations on

the thermal distribution. The experiments were conducted on a long circular pipe, equipped

with di�erent optical techniques for measuring both the �ow and temperature �eld. The

inlets of this experimental apparatus consist in two elements: a normal air in�ow that injects

the main stream with a constant velocity Um and a pulsating �ow generator that creates the

oscillations. The latter is none other than a piston-cylinder system driven by an electrical

motor. To generate a heat propagation from the wall to the �uid, the walls of the pipe are

heated up in order to have a signi�cant gradient with the in�ow temperature.

The main aim of the experiments was to calculate the increase of the Nusselt number due

to the various amplitude ratios Ub/Um in respect to a reference Nusselt number, measured

during steady condition (Ub = 0).
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Concerning the numerical simulations, the computational domain was simpli�ed to a long

pipe with only one inlet, in which the e�ects of the pulsating �ow are superimposed on the

main air stream. This corresponds to impose a sinusoidal velocity pro�le with a nonzero

mean at the inlet. Unsteady simulations were carried out with a URANS approach using

k − ω turbulence models. The time step for all simulations was set to ∆t = 10−5s. The

computations were initialized by a RANS solution and were done for more than seven resi-

dence times. After a duration of two residence times, the averaging phase of the numerical

solution was activated. The time-averaged solution of the �ow �eld was achieved considering

a physical time span of �ve residence times. The gird is made up by unstructured elements

with several prism layers around the walls.

For calculating the e�ects of the heat transfer enhancement due to the pulsations on the

Nusselt number Nub, Ishino considered the overall heat transfer coe�cient hb, which depends

on the mass �ow rate m, on the cross-sectional averaged Temperature Tm at the inlet and

outlet, on the logarithmic mean temperature ∆θ and on the area of heat transfer surface S

according to [9]:

hb = mcp
(Tm2 − Tm1)

S∆θ
(5.3.12)

where Tm and ∆θ are de�ned as follows:

Tm =
2π

UmA

∫ R

0

U(y)T (y)(R− y)dy (5.3.13)

For the numerical simulations only one of the cases investigated by Ishino was considered

[34]. This corresponds to: a mean velocity Um = 5 and a pulsating frequency of f = 20Hz.

The amplitude of the pulsation Ub was varied, as indicated in the experiments, in order to

range from low amplitude ratios to high oscillating regimes. More in details, Ub/Um = 1.38,

Ub/Um = 3.00, Ub/Um = 4.50 and Ub/Um = 6.00 or using the Reynolds numbers: Reb/Rem =

1.38, Reb/Rem = 3.00, Reb/Rem = 4.50 and Reb/Rem = 6.00.

The unsteady calculations were performed with the SST -k-ω and SST -k-ω withHB model

and the results are compared against the experimental data in terms of Nub/Nu. The

numerical comparison is reported in Fig. 5.3.17, which shows the heat transfer enhancement

relatively to each of the four amplitude ratios for both the computations. At low ratios, i.e.

Ub/Um=1.38, the simulation with the sole SST -k-ω slightly over-predicts the measurement,

that is, on the other hand, in great accordance with the simulation performed in conjunction

with the thermal model HB. Similar is the situation for Ub/Um = 3.00, with again a small

deviation from the experimental data for the SST -k-ω with HB model and a larger one for

the run performed with the sole turbulence model. At Ub/Um=4.50, both the simulations
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Figure 5.3.17: Numerical comparison of the heat transfer enhancement due to di�erent am-
plitude ratios using SST -k-ω and SST -k-ω with HB model.

under-estimated the real heat transfer enhancement but are still close to the measured value

with a discrepancy of only 10%. Considering the case at high amplitude oscillations instead,

Ub/Um=6.00, the SST -k-ω fails in predicting the temperature distribution in the long pipe

and thus the heat transfer due to convection, exhibiting a relative error of approximately

50%. On the other hand, the run with the thermal model HB seems to perform much

better. Despite the under-prediction against the experimental data, it recovers part of the

deviation and presents an error less of 34%.

It can be concluded that, observing all of the numerical results provided for the di�erent

test-cases, the HB model provides promising results for heat transfer problems under sta-

tionary conditions and also for pulsating �ows. As a consequence, the model will be used

and tested in the next section for evaluating the wall heat transfer and also the thermal

distribution in a more complex test case considering a regime of self-excited oscillations due

to the coupling between combustion and acoustics. This particular condition is referred to

in literature as thermo-acoustics regime.
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6 Thermo-acoustic and Combustion

instabilities

The generic de�nition of combustion instabilities consists in any �uctuation (in term of space

and time) of the physical variables values that govern the system, referring to continuous

�ow combustors in stationary conditions. Pressure is one of the physical variables which can

range signi�cantly, since it is strongly in�uenced during the propagation of acoustic waves.

The pressure variation inside the combustion chamber causes �uctuations in the heat release

as altering the mass �ow rates of the reactants. These kinds of �uctuations can interact with

one of the natural modes of the structure and thus cause macroscopic pressure oscillations

that completely change the thermo-�uid dynamic �eld inside the combustor.

In combustors, designed to work under a steady-state regime, the occurrence of the com-

bustion instabilities worsen the performance of the system causing:

� mechanical vibrations, which are source of noise and thus environmental pollution, and

fatigue stress for the structure;

� formation of hot spots on the walls of the combustion chamber, i.e., local overheating

which considerably reduce components life;

� increase in pollutant emissions and consequent reduction in combustion e�ciency caused

by the incompleteness of the oxidation reactions through time.

6.1 Acoustic Modeling

In order to predict accurately the thermo-acoustic instabilities inside the burner an e�cient

compressible solver has to be applied. The numerical strategy for solving the Navier-Stokes

equations is based on pressure or -density based solvers. The �rst solvers were developed

for low-speed incompressible �ows that are typical of combustor chambers. Under these

conditions, density variations are not a function of pressure variations in the �ow �eld. This

results in an in�nite propagation in the domain of any perturbation. The density-based

approach instead was mainly developed for high-speed compressible �ows. In the limit of
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the Mach number approaching to zero, compressible (density-based) �ow solvers su�er from

severe de�ciencies, both in e�ciency and accuracy. Recently both methods have been

extended and reformulated to solve and operate for a wide range of �ow conditions beyond

their traditional or original intent [100, 101, 102]. For the density based method, two distinct

techniques have been proposed to capture solution convergence for low Mach-number regimes:

preconditioning [103, 104] and asymptotic [105, 106]. In contrast, for pressure-based solvers

a �rst attempt of extension for compressible �ows is attributed to the work of Harlow and

Amsden [107], based on a semi-implicit �nite di�erence algorithm. This approach, like other

developed subsequently, either are too dissipative due to the �rst-order time discretization

[108] or require a signi�cant number of inner iterations to converge [109]. A new approach

that overcomes the above limitations was proposed by Moureau et al.[102] based on the

characteristic splitting of the acoustic and advective modes. Since the DLR in-house THETA

code was originally developed as incompressible solver based on the pressure-based algorithm

[49, 61], a modi�cation for taking into account the compressibility e�ects is then needed.

Lourier in his work [110] dealed with this issue and implemented in THETA an extension of

the algorithm proposed by Moureau. Lourier showed the good capability of this method for

simulations of combustion instabilities in terms of accuracy and reduction of computational

time [102]. This approach, which is called Semi-Implicit Characteristic Splitting (SICS),

is second order accurate for linear acoustics and low Mach advection without inner loop

iterations [110]. It invokes a fractional step method [111] based on characteristic splitting of

acoustic and advective modes. Further details can be found in Lourier [110].

6.2 Combustion instabilities: fundamental and possible

origins

Combustion instabilities often manifest as large amplitude pressure and heat release oscilla-

tions, which may lead to structure failure or reduce the life time of the combustor. They can

occur at any time during the running of the combustor and are caused by a closed feedback

loop between two or more physical processes involving combustion. Because lean combustion

is intrinsically sensitive to perturbations, small oscillations of the �ame heat release may

occur, creating a pressure disturbance inside the combustor. These pressure perturbations

propagate at speed of sound from the reactive zone inside the burner and can be partially or

fully re�ected at the boundaries. A self-excited instability process can take place in the com-

bustion chamber as consequence of a closed feedback mechanism. Depending on the acoustic

boundary conditions, pressure waves can be in fact more or less re�ected, feeding/removing

energy to/from the system at each cycle. If the amount of the energy dissipated is lower
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compared to the one gained, the amplitude of instabilities will grow in time until it satu-

rates. There are several mechanisms responsible of perturbations of the heat release (i.e.

combustion instabilities) in the combustor. Generally speaking, any velocity or pressure

perturbation leads to �uctuations in the heat release [4]:

� Fuel Feed Line-Acoustic Coupling: pressure oscillations may alter the pressure drop

across the unchocked fuel nozzles, which in turn deliver oscillating fuel mass �ow into

the system. This in�uences the combustion process driving instability.

� Equivalence Ratio Oscillations: pressure oscillations propagating into the premixing

chamber may modify the mixing process, producing a mixture with an equivalence

ratio oscillating periodically in time.

� Vortex Shedding: interaction of turbulence and �ame front (i.e. vortical structures dis-

tort the �ame) causes surface area oscillations, thus producing heat release oscillations.

6.3 Rayleigh Criterion

The Rayleigh criterion permits to state approximately if the combustion is subjected to

an unstable behavior due to thermo-acoustic oscillations. The criterion states that: if the

�uctuating heat release is more in phase than out of phase with the pressure oscillations,

conditions are right for feeding energy into the system [14]. A mathematical relation was

proposed by Putnam and Dennis [112]:

R =

∫ τ

0

p′ (t) q′ (t) dt > 0 (6.3.1)

where τ is the period of oscillation, p′ and q′ represent the unsteady pressure and heat

release �uctuations, respectively and R is the Rayleigh index. A positive value of R indicates

an ampli�cation of the pressure wave amplitude due to the �uctuating heat release rate

whereas a negative Rayleigh's index denotes a damping of the oscillations. The above relation

represents a non complete statement of the Rayleigh criterion: even though the equation is

satis�ed mathematically, the occurrence of strong thermo-acoustic instabilities in the burner

could not arise. This demonstrates that these instabilities also depend on other important

factors, whose neglection may lead to erroneous interpretations of the dynamic of the system.

In detail, the spatial variations of the pressure and heat release quantities as well as the energy

dissipation due to viscous e�ects could be considered in a more general formulation of the

criterion: ∫ τ

0

∫
V

p′ (x⃗,t) q′ (x⃗,t) dtdV >

∫ τ

0

∫
V

Φ (x⃗,t) dtdV (6.3.2)
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According to this equation, a system is prone to instability if the rate of the energy re-

lease into the system is high and the rate of dissipation is low. Under this condition, the

amplitude of the oscillations grows exponentially, leading consequently to oscillations in the

heat release and wall heat �ux, until it saturates due to dissipative and non linear e�ects

(viscous dissipation, heat transfer and acoustic radiation, etc.), reaching a new equilibrium

point where gains and losses of system are equal. This situation, in which the amplitude and

frequency of the oscillations are almost constant in time, is referred to in literature as Limit

Cycle behavior.

6.4 Investigations on Thermo-Acoustic instabilities in a

model combustor

One of the measures to achieve the reduction of the pollutant emissions is represented by the

lean-combustion regime. This kind of burning mode contributes to decreasing signi�cantly

the NOx but, on the other hand, to enhancing the presence of CO due to the low adiabatic

temperature. In this condition, however, the system becomes more sensitive to perturba-

tions. This may give rise to combustion instabilities, which can lead to structure vibrations,

enhancement of heat transfer, blow-o� and �ash back events. As previously mentioned, these

instabilities represent self-sustained pressure �uctuations which occur during unsteady com-

bustion [4]. The causes of these mechanisms are not completely known yet and a more in

depth research is needed. Especially the study of the heat transfer occurring during a cycle of

a pressure oscillation has not been thoroughly investigated so far and it represents one of the

major impacts on the energy balance of a combustion chamber. The pressure �uctuations

can drive a perturbed thermal boundary layer which can expose the structure to a thermal

fatigue and, eventually, to its failure. The question is how strongly heat transfer is a�ected

by �uctuations during stable and unstable combustion and how to simulate it.

A model combustor was designed and built in the framework of the EU-funded project

LIMOUSINE to study self-excited oscillations and its consequences in an academic con�gu-

ration by Kok et al. [5, 6, 11, 12]. The LIMOUSINE burner is basically similar to the Rijke

tube (an open cylinder resonator) [13], [14] but it operates with one end closed, turning part

of heat �uctuations into sound �uctuations thus creating a self-amplifying standing wave.

The self-excited oscillations can modify the structure of the �ame, eventually leading to

pulsating combustion. As a consequence, a high-amplitude limit-cycle oscillation in the hot

�uid causes a temporal thinning of the boundary layers in transient motion, and enhances

the heat transfer from the �uid to the combustor liner. The major aim of the present work

is to investigate this physical process and the variable heat �ux on the wall.
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Figure 6.4.1: Sketch of the geometry of the LIMOUSINE burner (a) and of the blu� body
(b). The picture (c) illustrates the position of the microphones to detect the
acoustics in the burner.

As mentioned, the model combustor LIMOUSINE was designed and built as a combustion-

driven Rijke tube and set up in a vertical position. The burner operates with an air/methane

mixture; it was initially designed for a lean partially premixed operation and later on it was

converted at DLR into a fully premixed burner. The burner comprises three main frames

shown in Fig. 6.4.1.a: a plenum, an optical access and a top section. A blu� body (Fig.

6.4.1.b) is located at approximately one third of the whole length of the combustor (at x =

0 mm) and acts as a �ame holder, creating a low-speed region that helps to stabilize the

�ame and to ignite the fresh mixture. Following the �ow direction, the subsequent section

is a rectangular combustion chamber where, in the interval between x = 0 mm and x = 150

mm, four quartz windows are incorporated to allow optical access from the four sides. A top

liner is �nally integrated downstream of the optical access section up to a height of x = 780

mm. The premixed operation of the �ame is practically ful�lled by mixing the fuel and the

air further upstream.
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In order to detect the wall heat �ux experimentally, a cylindrical air-cooled stainless steel

probe was introduced in the combustion chamber. The probe is 1083 mm long and has an

outer diameter of 16 mm and consists of a hollow cylindrical body with a semi-spherical

tip and a second body represented by a 6 mm diameter cylindrical tube that runs coaxially

inside the �rst body and carries the cooling �uid. The air �ows out of the inner pipe and

�ows back in the inner annular gap (1 mm) to the upper end of the probe and is exhausted.

A simpli�ed sketch of the probe tip is shown in Fig. 6.4.2. The external body of the probe

includes two parts which can be dismantled: the �rst element consists in a long tube that

supports structurally the active module of the probe. This part, which is 181 mm long, is

the one used for the measurement and where three thermocouples are allocated to monitor

the temperature in the solid wall of the outer cylinder. These three thermocouples (type K)

measure the thermal state of the primary module of the probe at three di�erent locations.

If one takes the probe tip as reference, the three thermocouples are at 14 mm, 69 mm and

124 mm. The probe is fastened on the top liner by means of a purpose-built rectangular

�ange welded on the upper aperture of the Limousine top liner. A schematic of the cooling

system of the probe tip is depicted in Fig. 6.4.2. The air is fed through a 4 mm pipe at

approximately 270 l/min so that the outer surface temperature during operation was kept

under 600°C.

From an experimental point of view, a complete dataset for the acoustics in term of fre-

quency and amplitude of oscillations is available and used for a comparative study with

numerical results. OH* chemiluminescence (CL) pictures were recorded (as phase lock av-

eraging and standard averaging) for di�erent operating conditions and provide interesting

information about the position of the heat release zone. The temperature �eld was inves-

tigated through the Coherent Anti-Stokes Raman Scattering (CARS) technique for the gas

phase temperature. PIV data are available only for the LIMOUSINE partially premixed

version, and therefore they cannot be used for comparison in the fully premixed case. De-

spite the lack of PIV information, the agreement between simulations and OH* pictures also

provides a qualitative validation for the velocity �eld, since the possible accordance for the

reaction zones depends on the interaction between the �ow and thermal �eld.

The numerical simulations of the present work were performed through a commercial

(ANSYS-CFX) and an in-house code (THETA), and address at three main operating condi-

tions of the burner in order to predict accurately the thermal �eld and the primary reaction

zone during stable and unstable combustion. The combustor exhibits an unstable behavior

in the range of the air excess ratio λ from 1.2 to 1.3 at a thermal power of 36 kW with a

dominant frequency of about 150 - 181 Hz depending on λ. The stable �ame regime oc-

curs instead for λ > 1.43. The experimental behavior of the burner under both regimes is
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Figure 6.4.2: Detailed view of probe tip with depiction of the cooling process of the probe
and expected temperature pro�le.
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presented in Fig. 6.4.3.

Figure 6.4.3: Experimental setup with visualization of the �ame pro�le under stable (a) and
unstable regime (b).

The OH* chemiluminescence (CL) pictures taken from the side walls (Fig. 6.4.4), con�rm

the attitude of the burner, passing from unstable to stable depending on the air excess

ratio of the mixture. In the unstable regime, the �ame is shortened and con�ned in the

lower part of the burner, pulsating with a resonant characteristics frequency related to the

geometry. Observing the OH* images in fact, the �ame reaction zone appears distributed

homogeneously with a uniform intensity after few centimeters from the blu� body. This

condition is presented in the �rst two pictures in Fig. 6.4.4 corresponding to λ = 1.2 and

1.3 respectively. This unstable combustion mode was simulated to show the change in wall

heat �ux and the temperature �uctuations as a consequence of the response of the thermal

boundary layer. It will be demonstrated that the heat release and pressure �uctuations are

in phase and thus the Rayleigh criterion is satis�ed. On the other hand, the stable regime

presents a clearly di�erent shape: the chemiluminescence pictures show a stretched �ame

shape which is stabilized through the geometry of the blu� body. The �ame is then shifted

upward with the consequence that combustion is delayed causing a longer �ame length.

The stability characteristics of the burner varying the operating conditions for a �xed

thermal power are summarized in Fig. 6.4.5:
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Figure 6.4.4: OH* chemiluminescence (CL) pictures taken from the side walls right after
the blu� body position. First picture on the left hand side refers to λ = 1.2
(unstable), second picture to λ = 1.3 (unstable), and last image to λ = 1.45
(stable).

Figure 6.4.5: Stability characteristics of the burner varying the operating conditions.

6.4.1 Unstable case with λ = 1.2 (Case 1)

The main purpose of the simulations for Case 1 is the numerical determination of the �ame

limit cycle behavior, where strong pressure oscillations were detected experimentally. In order

to get a better insight of the �ame dynamics, the calculations were carried out with ANSYS-

CFX and THETA, varying the thermal boundary conditions and observing the changes in the

�ow characteristics (pressure, temperature, wall heat �ux) as consequence of the response

of the thermal boundary layer. The simulations focus on the numerical prediction of the

acoustic characteristics of the unstable combustion (acoustic frequency, pressure amplitude,

heat release distribution).
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6.4.1.1 In�uence of the thermal losses through the side walls

In a �rst attempt, the commercial code ANSYS-CFX was used to investigate the burner

under unstable conditions and to verify its ability in the prediction of a limit cycle behavior

under di�erent thermal boundary conditions. Two unsteady simulations were carried out

with a Hybrid URANS/LES approach using the the SST-SAS for modeling the turbulence.

Combustion was solved by means of the Burning Velocity Model BVM. The computations

were calculated with a constant time step of ∆t = 10−6s. The computational domain and the

description of the boundaries are depicted in Fig. 6.4.6. Since the intent was to understand

the thermo-acoustic prediction no time-averaged solution was obtained and the simulations

were stopped after 0.5s. For the thermal boundary conditions, a �rst calculation was run

with the following conditions: adiabatic walls in the plenum region , isothermal wall for

the thermal probe with Tw = 700K and adiabatic walls in the combustion chamber (side

walls). Proper boundary conditions were considered at the intake and outlet of the numerical

domain to mimic the experimental setup and the acoustic behaviour. At the inlet a constant

mass �ow was prescribed according to the experimental data for providing a fully premixed

mixture with λ = 1.2. At the outlet the NSCBC method was applied to reproduce an open

acoustic BC. The value for the re�ection coe�cient at the exit plane was set according the

measurements performed at the University of Twente [113]. As mentioned, fuel consists in

natural gas, which is simulated with pure methane.

According to the simulations, the �ame starts to exhibit instabilities immediately due to

the blu� body, generating coherent vortexes from the edges of the prism, as shown in the

temperature contour in Fig. 6.4.9.a. The pair of stationary vortices formed in correspondence

of the two shear layers leads to an asymmetric vortex shedding that interacts with the acoustic

�eld and generates the instabilities in the burner. It is well known [4] that the vortex shedding

can be the reason of the instabilities. Vortices in the combustion core distort the �ame,

causing its surface area to oscillate and further downstream to break down into smaller eddies.

The process happens in a periodic manner with a characteristic time scale that could excite

the natural acoustic frequency of the combustor. The pressure oscillations were monitored

through two monitor points set a di�erent heights, respectively at 20 mm and 40 mm above

the blu� body. As shown in Fig. 6.4.7.a, its time evolution presents, for almost the whole

simulated time, an amplitude of less than 500Pa with a periodic behavior that leads to an

exponential growth of the pressure, which occurs approximately every 0.5 sec. The growth

terminates with few oscillations at very high peak of pressure (higher than 1000Pa) and with

a sudden decay of the oscillations, favoring again a stable behavior of the �ame.

Fig. 6.4.8 could schematically explain what takes place in the combustion chamber. The
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Figure 6.4.6: Computational domain of the LIMOUSINE burner.

(a) (b)

Figure 6.4.7: Pressure signals over the time for the adiabatic (a) and isothermal case (b).
Red line corresponds at location x=20 cm, green line x=40 cm.
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Figure 6.4.8: Schematic diagram of forcing H(A) and damping D(A) mechanisms as function
of instability amplitude for a nonlinear system. The damping forces are assumed
to be linear with the amplitude A [4].

graph plots the hypothetical dependence of the energy gain H(A) and losses D(A) of a

nonlinear system over the amplitude A. The system presents three equilibrium points that

have di�erent e�ects on the stability of the system: A = 0 is a stable point, since all the

disturbances with an amplitude lower than At will be damped to A = 0. In contrast to that,

at A = At the system is unstable and the perturbations are enhanced in time until they reach

a stable equilibrium point where the gain matches the losses and a stable limit cycle appears;

A = Alc is also a stable point, since all the disturbances with an amplitude higher than Alc

will be damped to A = Alc. The behavior of the simulation can be explained as the part of

the graph limited by the trigger amplitude At and Alc, where a small perturbation can lead

to an enhancement or damping of the �uctuations.

Numerically, it was observed that the high pressure �uctuations of the re�ected acoustic

wave decreases the �ow rate at the combustion inlet (Fig.6.4.9.b-c) and then regenerates,

with a time delay, an oscillatory �ame as well as vortices (Fig. 6.4.9.d). This behavior occurs

periodically and can be explained observing the time evolution for the pressure, temperature

and reaction rate signals, as showed in Fig. 6.4.10. At the beginning, the pressure amplitude

enhances as long as it is in phase with the reaction rate and the damping is smaller than the

pressure gain.

Eventually, when the value of the reaction rate signal tends to zero, the pressure amplitude

decays suddenly (as shown in Fig. 6.4.9.b-c). This ful�lls the Rayleigh criterion according

to which the intensity of the oscillations is damped when p' and q' are out of phase. After

0.02 s the �ame is fully developed; the reaction rate starts to oscillate again and it couples

�nally with the pressure signals, amplifying it in an exponential manner and repeating the
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Figure 6.4.9: Temperature contours for di�erent time steps show the transition from stable
to unstable regime for adiabatic case.

(a) (b)

Figure 6.4.10: Pressure (red line), Temperature (blue line), Reaction Rate (green line) signals
over the time for the adiabatic (a) and isothermal case (b).

mechanism described above.

As mentioned, the pressure amplitude were measured through two microphones mounted in

the combustion chamber and one in the plenum region, as showed in Fig.6.4.1.a. According to

Heckl et al.[114], due to the area blockage between the plenum and the combustion chamber,

the upstream and downstream parts are acoustically decoupled and acoustics is determined

only by the combustion chamber. However, due to the geometrical characteristic of close

inlet-open outlet the lowest fundamental mode has the shape of a quarter-wave, whereas the
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other modes will present the form and frequency:

λn =
4L

n+ 1
(6.4.1)

fn =
c

4L
· n+ 1 (6.4.2)

The positions of the microphones were chosen with the intent to record not the maximum

or minim level but to be able to evaluate the resonance frequency and to reconstruct from

the FFT the shape of the �rst and third harmonics.

The proof to verify which kind of instabilities occurs in the combustor is represented by

the Rayleigh criterion. The criterion is computed by means of the cross-correlation of the

pressure and reaction rate signals. Its value is converted in the spectrum domain by the

FFT and it shows the spectral energy distribution, highlighting the dominant frequencies.

In order to satisfy the criterion, the phase angle of the cross spectrum has to be con�ned

between −π/2 and π/2, thus leading to an ampli�cation of the disturbances in the system.

Furthermore, this has to be veri�ed not only temporally but even spatially, demonstrating

that the combustion instabilities are ampli�ed in the whole combustor and not just locally.

The phase angle of the cross spectrum at a characteristic frequency assumes a value of 0.8

π/2. This value is within the limit -π/2 and π/2, which may lead to instability and resonance

of the system. The Fourier analysis (Fig. 6.4.12.a) highlights a dominant peak at 199 Hz and

several other peaks at higher frequencies, (respectively at 400 Hz, 800 Hz) whose amplitude

is lower but contributes to the acoustic spectrum. The experimental frequency is about 180

Hz.

A second calculation was performed for considering the lateral side walls as isothermal with

a prescribed constant temperature of 700K. The main purpose was to investigate the e�ect

of these thermal losses in the dynamic behavior of the �ame. In comparison to the adiabatic

case, some larger di�erences in the �ame characteristics have been found, but the driving

mechanism for the instabilities remains the vortex shedding process due to the geometry of the

burner. More in detail, the process of instabilities in the LIMOUSINE burner was identi�ed

as self excited [113],[115] since no external forces are acting on the system. Under these

conditions the pressure oscillations grow spontaneously in time until a limit cycle behaviour

occurs. The mechanism leading to the instabilities is due to the combination and interaction

of di�erent physical processes between aerodynamics, combustion and structure. Near the

trailing edges of the prism, coherent structures are formed at the edges of the blu� body

leading to a symmetric vortex shedding. This produces distortion in the �ame, causing its
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Figure 6.4.11: Temperature contours for di�erent time steps show the transition from oscil-
lating �ame (a) to unstable regime (b) for the isothermal case.

(a) (b)

Figure 6.4.12: FFT of the pressure signals for the adiabatic (a) and isothermal case (b). Red
line corresponds at location x=20 cm, green line x=40 cm.

surface area to oscillate and thus producing heat release oscillations. The process happens in

a periodic manner with a characteristic time scale that in some operative conditions excites

a natural acoustic frequency of the burner, driving oscillations in the burner itself. Due to

the excitation of the �rst acoustic mode, the oscillations are ampli�ed. At t = 0.15s the

growth in time stops, since the driving source (combustion) saturates and a stable limit cycle

oscillation is observed. This means that all perturbations with an amplitude higher than

Alc will be damped out until their amplitude attains the value of A = Alc again. When

153



6. THERMO-ACOUSTIC AND COMBUSTION INSTABILITIES

a stable limit cycles occurs, self-sustained oscillations take place in the burner, modifying

the structure of the �ow dynamics. The simulation shows clearly that the transition from

exponential growth of the perturbations to LCO (Limit Cycle Oscillations) changes radically

the �ame shape, in contrast with the adiabatic case. This is evident in the two plots in Fig.

6.4.11 that indicate the �ame shape during unstable (with ampli�cation of the oscillations)

and LCO phase.

Fig. 6.4.10.b illustrates the evolution of the pressure, temperature and reaction rate for

the isothermal case; although the pressure signal oscillates with constant amplitude and

frequency over the time (proving the Limit Cycle Oscillations regime), the temperature and

reaction rate show an exponential growth of their �uctuations that seem to saturate due to

dissipative and non linear e�ects at 0.35s. In order to understand if the pressure and reaction

rate are in phase, a spectral analysis (FFT) was performed as for the adiabatic case.

Fig. 6.4.12.b shows the energy distribution in the frequency domain, and reveals a domi-

nant peak at 208 Hz with very high amplitude compared to the adiabatic case. The higher

harmonics (2nd, 3th and 4th harmonic respectively at 410, 620 and 830 Hz) have a low

contribution in the spectrum showing low amplitudes, thus still supporting the theory that

oscillations occur with �only� one constant frequency. Instead, as already discussed, the adi-

abatic case shows a high peak amplitude at 800 Hz (corresponding approximately to the 4th

harmonic of the burner), and could be the evidence that more than one acoustic mode is

excited at the same time.

Additionally, the excitation of the �ame �uctuations is elaborated by means of the Rayleigh

criterion with the cross-correlation of the pressure and reaction rate signals. The cross corre-

lations provide a measure of the coupling of the two waves as a function of a time-lag applied

to one of them. This helps to establish the phase shift between the signals, necessary for the

Rayleigh analysis. Fig.6.4.13 illustrates two examples of cross spectrums for pressure and

heat release signals calculated in the simulation with adiabatic and isothermal condition for

the side wall in the combustion chamber (see Fig.6.4.6).

6.4.1.2 In�uence of the thermal losses through the probe wall

In the previous paragraph (6.4.1.1) the in�uence of the thermal boundary conditions for the

side walls (Fig.6.4.6) on the amplitude of the thermo-acoustic oscillations was investigated

using the ANSYS-CFX code. It was found that setting an adiabatic condition might be

not appropriate for modeling the acoustic behavior of the LIMOUSINE combustor. In the

following section, a parametric study varying the wall temperature on the probe surface is

conducted, while the side walls in the combustion chamber are treated isothermal with Tw =

700K. The aim was to investigate how the limit cycle behaviour can vary by changing the
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Figure 6.4.13: Cross spectrum of the pressure and reaction rate signals for the adiabatic (a)
and isothermal case (b). Top: Magnitude. Bottom: phase angle.

thermal conditions only on the probe surface. Unsteady numerical simulations are performed

with the in-house THETA code, using the the SST-SAS approach for modeling the turbulence.

The turbulence-chemistry interaction was solved by means of the combustion models EDM or

EDC depending on the chemical mechanism considered. To obtain a converged time-averaged

solution, a physical time span of 10 residence times was considered. As mentioned, fuel

consists of natural gas, which is simulated with pure methane. Fuel chemistry was modeled

with two di�erent chemical kinetic mechanisms: a 2-step global mechanism, Nicols et al.[78],

and a 19-species chemistry mechanism DRM-19 [79], reduced from the GRI-3.0 mechanism

[69] (detailed chemistry approach). The numerical boundaries imposed are coherent with the

previous case: a constant mass �ow is prescribed at the inlet and an impedance BC is applied

at the outlet.

Three simulations were conducted with di�erent wall temperature for the probe wall: a

�rst calculation was performed with Tw = 500K (S1), a second with Tw = 700K (S1) and

the last assuming Tw = 900K (S3). The remaining walls in the plenum regions are kept

adiabatic, while the side walls of the combustion chamber are isothermal with Tw = 700K.

The premixed mode is achieved by mixing fuel and air before they enter the burner. The

fresh mixture is injected at the inlet at room temperature, �owing through the plenum until

reaching the combustion zone. The blu� body acts as a �ame holder. As observed in the
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Figure 6.4.14: Phase averaged (in time) images for the measured OH* chemiluminescence
(lower part) and the simulated heat release (upper part).

CFX calculations, a pair of two vortices are formed in correspondence of the blu� body edges.

They propagate downstream and break down into smaller structures that interact with the

�ame front, causing oscillations in the heat release. This is one of the possible mechanisms

leading the thermo-acoustics.

The �ame dynamics is represented in detail in Fig. 6.4.14, where the upper part of the

picture corresponds to the numerical simulation and the lower one to the experimental data.

It should be noted here that two di�erent quantities are compared: heat release and OH*.

Though the OH* is often taken as a good indicator for heat release, it allows only for a rather

qualitative comparison of experiments and simulations. The �gure illustrates, in eight phases

of one complete oscillation (phase-lock), the OH* chemiluminescence and the simulated �ame

heat release; the di�erent phases increase from left to right. The OH* chemiluminescence

pictures have been taken from the short side window with an intensi�ed CCD camera. As

already discussed, the experimental data con�rm that the �ame is stabilized due to the prism

edges. Initially the reaction zone takes place in very small vortex sheets that propagate from

the small gap between the blu� body and the lateral walls (Fig. 6.4.14.a). Later on, due to
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�ow instabilities, this pair of stationary structures lead to a symmetrical vertical pattern (Fig.

6.4.14.b), that induces the vortices to roll up and to undergo pairing (Fig. 6.4.14.c). During

this process the �ame is wrinkled and its surface area increases rapidly, favoring the turbulent

mixing and combustion. The process continues convecting the vortices downstream until they

reach the probe, placed in the middle of the burner. According to Fig. 6.4.14.d the reaction

zone is con�ned further downstream and only a light signal is recorded in proximity of the

prism. After that (Fig. 6.4.14.e and Fig. 6.4.14.f), the combustion zone is con�ned between

the side walls and around the probe, where a strong OH* CL signal has been experimentally

detected. The last step of this periodical process consists in the vanishing of the reaction

zone (Fig. 6.4.14.h): at this moment no reactions occur in the burner since everything is

burnt. The cycle starts over again when fresh mixture enters through the small gaps of the

burner. Some deviations were found numerically: the initial phase, when the vortices are

formed from the trailing edges and their further development into vertical structure is very

well reproduced (Fig. 6.4.14.a-b-c). The secondary phase, when the �ame front is convected

further downstream, seems to overestimate the reaction zone instead, and consequently to

over-predict the �ame heat release close to the blu� body, as it can be noticed in Fig. 6.4.14.d-

e-f. The reason of the discrepancies may lay in di�erent factors: global chemistry, grid e�ects,

wrong turbulent-combustion interaction, radiation neglected.

6.4.1.2.1 Numerical results with global chemistry The axial velocity distribution shows

downstream of the blu� body a central large recirculation zone (CRZ) that extends until the

probe tip. Two outer recirculation zones are also observed in the corner between the side

walls and the burner plenum. Fig. 6.4.15 reports the distributions corresponding to S1-S2-S3

runs.

� Case S1: Tw = 500K;

� Case S2: Tw = 700K;

� Case S3: Tw = 900K.

The e�ect of the di�erence Tw at the probe wall has a signi�cant in�uence on the dimension

of the CRZ. With lower Tw (case S1) the maximum length for the recirculating bubble is

found; it extends for most of the downstream region impinging the probe wall. The velocity,

as a consequence, is forced to �ow in the small passage between the shear layer and side

walls, accelerating and expanding after approximately 8 cm from the blu� body. Case S2 is

analogous to the previous run, showing almost the same distribution with a slightly smaller

recirculation zone. Conversely, the S3 run exhibits a signi�cant reduction for the CRZ due to

the lower thermal losses in the burner that modi�es the �ow �eld structure. This in�uences
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the velocity distribution further downstream: the �ow accelerates less and the maximum

velocity is reduced.

Figure 6.4.15: Time averaged axial velocity contour for S1-S2-S3 runs with global chemistry.

6.4.1.2.2 Numerical results with detailed chemistry In order to prove that the detailed

chemistry plays a signi�cant role in the determination of the acoustics in the burner, a fur-

ther simulation (S4) was conducted using a complex chemistry approach and imposing for

the probe wall an isothermal condition (Tw = 700K). In contrast, the S1, S2, S3 calculations

were performed considering a simple global mechanism for the oxidation of methane in air.

In Fig. 6.4.16.a-d the time averaged heat release for the S1-S4 simulations is reported and

compared with the experimental OH* (CL) image in Fig. 6.4.16.e. The images con�rm that

the �ame is compact and shortened, and, due to its pulsation, the reaction zone occurs until

a height of 10 cm from the blu� body. The global chemistry (S1, S2, S3) computations

illustrates a reaction zone comprises until 70 mm from the burner, in the detailed chemistry

simulation (S4) instead this region is a bit wider. The asymmetrical behavior of the OH*

images was due to the high temperature close to the blu� body surface. The high thermal

load caused deformations of the surface that modi�ed the size of the overture between the

blu� body and the wall. In this condition the �ow was found to be asymmetric between the

left and right side of the combustor (Fig. 6.4.16.e).

6.4.1.2.3 Acoustic Measurements The acoustic behavior of the burner was investigated

both numerically and experimentally. As shown in Fig. 6.4.1.a, three microphones were

set at di�erent heights with respect to the blu� body and they were able to measure the

pressure oscillations in the burner. Two of these were placed downstream (Mic1, Mic3) in the
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Figure 6.4.16: Time averaged images for the measured OH* chemiluminescence (CL) and the
simulated heat release.

combustion chamber, whereas the Mic2 is inserted in the plenum, monitoring and recording

the pressure upstream the wedge. The experimental signals were then post-processed with

the FFT for obtaining the the resonance frequencies of the combustor. According to Heckl

et al.[114], plenum and combustion chamber are acoustically decoupled and can be treated

separately.

In Fig. 6.4.17 the numerical simulations are summarized in terms of amplitude of the os-

cillations and their fundamental frequency fa. The burner reveals, at the operating condition

of λ = 1.2, an acoustic frequency of fa = 181 Hz that represents the �rst resonance frequency

of the burner. As described in Ref.[116], due to its excitation the system resonates, con-

verting thermal energy released from the combustion into mechanical energy (sound). This

mechanism promotes instabilities and enhances the oscillations amplitude until it saturates

because of nonlinear e�ects, leading �nally to stable oscillations in the combustor (limit cycle

oscillations). The pressure measured in the three microphones decreases along the �ow direc-

tion. The strongest oscillation takes place close to the inlet where the rms indicates 7454 Pa,

and the amplitude of the pressure at the frequency fa 6150 Pa. At Mic1 the experimental

value is about 4630 Pa and even lower in Mic3 with 3598 Pa. This pressure trend, decreasing

from the close end to the open end of the combustor, indicates that the system has been

excited at the �rst acoustic mode and is acting like a quarter-wave resonator [116]. It was

shown by Sashi [113] that the Limousine burner is excited also at �rst fundamental mode

(see Fig.6.4.18).
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Figure 6.4.17: Pressure amplitude at the fundamental frequency and rms values at di�erent
positions in the burner. Comparison between experimental data and numerical
results.

For the numerical simulations three monitor points record the pressure signal at the same

height of the microphones. The numerical results for S1-S2-S3 are able to capture the same

decreasing trend, but unfortunately not the appropriate amplitude. The maximum amplitude

at Mic1 is about 1222 Pa for S1, 1310 Pa for S2 and 1502 Pa for S3, quite distant from

the experimental data of 4630 Pa. Despite that, the in�uence of the thermal boundary

conditions on the amplitude of the oscillations, which increases with the wall temperature,

was observed. This phenomenon shows the importance of setting the right thermal boundary

conditions when dealing with thermo-acoustic problems, since it may lead to big discrepancies

in the solution. The same behavior was found for the acoustic frequency. Similarly, its value

depends on the wall temperature imposed on the thermal element and increases with Tw.

This is included between 249 Hz (Tw = 500K) and 267 Hz (Tw = 900K), and presents a

discordance of 38% with respect to the experimental data.

So far it has been demonstrated that the amplitude is partially a�ected from Tw (about

25% of the maximal amplitude changes with enhancing Tw from 500 to 900 K), not justifying

the signi�cant discrepancy with the measured values. In order to try to get better results,

a simulation with detailed chemistry for methane oxidation was performed and the results

are shown in Fig. 6.4.17. The chemical mechanism used is the DRM19 [79], developed by

reduction of the original GRI-Mech with the goal of developing a smallest set of reactions

to reproduce closely the main combustion characteristics predicted by the full mechanism,

GRI-Mech-3.0 [69]. In this case the simulation revealed that oscillations originate in the
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Figure 6.4.18: Pressure (black line) and velocity (gray line) mode shape at the �rst funda-
mental frequency (top) and at the third quater wave mode (bottom) for the
LIMOUSINE burner.

burner with a main frequency of 185 Hz. This result matches the experimental data of 181

Hz with less than 2% of error. A good agreement has been found even for the amplitude at

the fundamental frequency: the simulation indicates values of 3900 Pa at Mic1 with respect

to 4630 Pa for the experiment. This value is very promising since the di�culties in catching

the right amplitude in thermo-acoustic problems are well known in literature and the EDC

model used in the simulations provides very good results both for the amplitude and for the

frequency. In Fig. 6.4.17 the results for the pressure at Mic2 and Mic3 are also reported,

demonstrating that the model is able to predict the amplitude in other positions of the burner

very well.

The improvement of this prediction lies in using a combustion model with complex chem-

istry that provides better accuracy for the combustion and its interaction with turbulence.

Its use modi�es the temperature/pressure distribution and leads to a better prediction of

the �ame characteristics. Without the CARS temperature measurement, it is di�cult to

a�rm if the global chemistry simulations are under- or over-predicting the real temperature:

the di�erent distribution could be the main cause of the discrepancy in pressure amplitude

and acoustic frequency values, but it can be certainly stated that detailed chemistry plays a

crucial role in determining the right acoustic behavior of the burner.

In Fig. 6.4.19 the FFT of the pressure signals is presented. In order to show the in�uence

of the chemical mechanism on the simulations, only the plots related to global and detailed

chemistry (respectively, simulation S2 and S4) are reported and compared with the FFT of

the experimental signal (Fig. 6.4.19.c). For the sake of simplicity, the other computations
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Figure 6.4.19: FFT of the pressure signal for simulation with global chemistry (S2-Tw =
700K) (a), detailed chemistry (S4-Tw = 700K) (b) and experimental data (c)
at Mic1 (204 mm from the blu� body).

(S1-S3 respectively with Tw = 500 and 900K) are not presented here, since they present the

same trend of the FFT and they do not reveal signi�cant di�erences in the amplitude with

respect to the S2 run. The FFT of the case with global chemistry has an energy spectrum

with a dominant peak at 250 Hz and relative amplitude of 1300 Pa. Other harmonics have

a very low contribution and they cannot be distinguished because of their low amplitude.

On the other hand, the simulation with a complex kinetic mechanism approximates the

experimental value of 181 Hz very well, and the FFT exhibits a value of about 3900 Pa, in

perfect agreement with the data in Fig. 6.4.19.c. Moreover, a second high peak at around

370 Hz can be clearly detected, which corresponds to the second harmonic of the burner and

is not identi�ed by the S2 computation.

In order to evaluate the Rayleigh criterion, an investigation on the pressure p and heat

release q was performed. Pressure is recorded as for the FFT signals at di�erent heights

downstream the blu� body, whereas the simulated heat release signal is the result of the

volume integration over the combustion chamber. The Rayleigh criterion states that insta-

bilities are promoted if the phase angle between these two signals is in the interval of −π/2

and π/2. In Fig. 6.4.20.a the trends of p and q in case of global chemistry are presented.

The pressure has a sinusoidal behavior that oscillates between -2000 and +2000 Pa; simi-

larly, the global heat release is periodical and sinusoidal with a positive phase shift lower

than π/2 with respect to p. Considering the S4 simulation, the pressure shows an analogous

oscillating behavior as for the global chemistry case; the q signal presents �uctuations that

are not constant over the time but are almost in phase with the pressure peaks as shown in

Fig. 6.4.20.b. This coupling yields to the maximum ampli�cation of the disturbances in the

combustor.
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(a) (b)

Figure 6.4.20: Simulated pressure and global heat release trend for global (a) and detailed
chemistry case (b) at Mic1 (204 mm from the blu� body).

6.4.1.2.4 Heat Transfer and wall temperature The determination of the wall heat load

in the combustor chamber is very challenging. Many physical processes a�ect the heat trans-

fer during the operation of the burner. Most of these processes are related to the turbulent

�uctuations, whose modeling is still under investigation. To overcome this problem in lit-

erature many empirical relations have been introduced for simple test cases under steady

conditions, correlating for example the Nusselt number, de�ned as the ratio between the con-

vective heat �ux and the conduction heat �ux, with the Reynolds and Prandtl number. The

most common relation, valid under steady conditions, is based on the following expression

[34]:

Nu = CReαPrβ (6.4.3)

The determination of the coe�cients α and β is strictly dependent on the �ow �eld (tur-

bulent or laminar �ow) and geometry conditions. If the complexity of the problem increases,

empirical correlations fail and the numerical modeling is the only mean to predict the heat

transfer.

Thermo-acoustic oscillations enhance the complexity of the problem in predicting accu-

rately the wall heat transfer. During this unstable regime, the combustion process and

acoustic �eld are coupled together and a pulsating �ame originates in the burner. The conse-

quence of having a pulsating �ow is the oscillation of the boundary layer thickness, therefore
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an increase of the wall heat �ux that may cause a shortened lifetime of the combustor. This

was shown by Panara in a recent study [34] analysing the heat transfer in an oscillating

�ow. He found a signi�cant increment of the wall heat transfer when the amplitude of the

oscillations is larger than the mean �ow velocity.

For the determination of the wall heat transfer during a thermo-acoustic regime, the

LIMOUSINE burner was investigated by means of Fast Real Wall Method (RW). The Fast

Real Wall method is based on the assumption that the walls react fast at any changes of the

temperature close to the surface. It is a simple method that allows to obtain good results

without having any mesh for the solid part and is based on the electrical analogy, where both

the �uid and the solid are schematically modeled as resistances. With this approximation

the global wall heat �ux can be evaluated as follows:


q̇sol =

ksol
tc

(Twall − Tsol) = hc (Twall − Tsol)

q̇gas =
λgas

Cp

∣∣∣∣
P0

TP0 − Twall

∆xP0−Wall

= αgas (Tsol − Twall)

(6.4.4)

In the previous equations, q̇sol is the heat �ux within the solid (gas-solid interface and

the outer wall), q̇gas is the heat �ux between the �rst grid point and the interface, ksol is

the conductivity, tc the thickness of the material, the ratio ksol/tc is referred as heat transfer

coe�cient indicated as hc and ∆xP0−wall is the normal distance between the cell point next to

the surface and the interface Twall, q̇sol, q̇gas represent the unknowns of the problem. Assuming

a steady state condition, the heat �ux from the gas part q̇gas turns out to be equivalent to the

heat �ux in the solid q̇sol and consequently combining together the two expressions in 6.4.4

it is easy to get the expression 6.4.5 where all the variables are known and the wall heat �ux

can be calculated. Once the wall heat �ux is known, the wall temperature can be calculated

from the solver.

q̇wall =
1

1

hc

+
1

αgas

(TP0 − Tsol) (6.4.5)

The numerical results in terms of wall temperature along the thermal probe for stationary

simulations is indicated in Fig. 6.4.21.a. The Real Wall model (RW, see eq.6.4.5) was used

to calculate the change in the wall temperature due to the high pressure oscillations in the

combustion chamber. This plot represents the simulated wall temperature distribution in a

three dimensional view.

It can be observed that the temperature increases from the probe tip until the outlet
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(a) (b)

Figure 6.4.21: Wall temperature along the thermal probe for stationary simulations using
RW method in THETA (a). Extracted wall temperature using RW method in
THETA (b).

region: the value enhances from 700K reaching a maximum at 900K and then decreases

progressively approaching the end of the burner. In order to establish the accuracy of the

previous simulation, the wall temperature has been extracted along one line parallel to the

axis of the thermal probe for comparison against the few experimental data available. The

measurements were performed using thermographics phosphors [117].

In Fig. 6.4.21.b the comparison between the numerical results of the wall temperature and

the experimental values is presented. The simulation shows a very good agreement with the

experimental data: it captures the right tendency for the wall temperature and presents only

50K deviation respect to the experiments.

The unsteady wall heat transfer is calculated with the Fourier equation imposing a constant

wall temperature Tw = 700K, In Fig. 6.4.22.a the trend of the heat transfer over the time

is illustrated for the simulation with complex chemistry. The plot shows that its value

is oscillating around an averaged value of 2400W/m2 with amplitude of about 200W/m2.

More interesting is the graph in Fig. 6.4.22.b that represents its FFT. This exhibits a

dominant peak at 180Hz, and contributions at 360 and 550 Hz (2nd and 3rd harmonic). These

frequencies correspond to the acoustic frequencies of the burner described in the previous

section.

6.4.2 Unstable case with λ = 1.3 (Case 4)

A second operative condition that was investigated experimentally and numerically is at λ =

1.30. Unsteady simulations were carried out with the THETA code with similar numerical

165



6. THERMO-ACOUSTIC AND COMBUSTION INSTABILITIES

(a) (b)

Figure 6.4.22: Heat release trend over the time for detailed chemistry case (a). FFT of the
unsteady heat transfer to the wall (b)

setup as for the case with λ = 1.2. Turbulence was modeled with the hybrid URANS/LES

approach using the the SST-SAS model, whereas the combustion was solved by means of

the combustion models EDM or EDC depending on the chemical mechanism considered. To

obtain a converged time-averaged solution, a physical time span of 10 residence times was

considered. Fuel chemistry was modeled with two di�erent chemical kinetic mechanisms: a

2-step global mechanism (Nicols et al.[78]) and a 19-species chemistry mechanism DRM-19

[79], reduced from the GRI-3.0 mechanism [69] (detailed chemistry approach). The numerical

boundaries consist of a constant mass �ow prescribed at the inlet and an impedance BC

at the outlet. The thermal boundary conditions consider adiabatic walls in the plenum

region , isothermal wall with Tw = 700K both for the probe wall and the side walls in

the combustion chamber (see Fig.6.4.6). In this case, the �ame regime is still unstable and

presents a signi�cant lower amplitude (almost half of the previous case) of the thermo-acoustic

oscillations. This has allowed to perform a laser diagnostics technique such as CARS, for the

measurements of the gas phase temperature.

The dynamics behavior of the unstable �ame resembles the condition at λ = 1.2. This is

represented in terms of phase averaged images for OH* (CL) and heat release in Fig. 6.4.23.

The fresh mixture enters the combustion chamber and burns immediately, creating a pair

of vortexes that propagate symmetrically from the edges of the blu� body. Downstream,

these structures enlarge continuously and eventually roll up into only one macro-vortex. The

e�ect of the thermo-acoustic oscillations in the burner leads to an upstream movement of

the �ow, generating a large recirculating region. When it occurs, the phase averaged OH*
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Figure 6.4.23: Phase averaged images for OH* chemiluminescence (lower part) and heat re-
lease (upper part) with global chemistry.

(CL) images reveal that the combustion process is not well-con�ned in space and time but

oscillates with a constant frequency of 165 Hz. The frequency value is slightly lower compared

to the case with λ = 1.20. This is mainly due to the lower mean temperature value inside

the combustor chamber, which reduces the speed of sound and as consequence the acoustic

frequency. Numerically, the simulation done with global chemistry (EDM) reveals in Fig.

6.4.23 a qualitatively good agreement with respect to the experimental data. All of the eight

phases of the unstable regime are captured by the calculations very well, from the vortex

formation to the burning in the recirculation zone and around the thermal probe, and show

an analogous periodic behavior of the �ame dynamics.

The combustion model also plays a signi�cant role in the determination of the combustion

zone. This aspect is shown in Fig. 6.4.24, showing the phase averaged results of the heat

release using detailed chemistry and the EDC model. The simulation is able to reproduce the

�ame dynamics pretty well, increasing the zone interested by the chemical reactions. Com-

pared to the global chemistry calculation, the combustion zone appears longer and stretched

in the main stream direction, approximating better the experimental data for the OH*(CL).
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Figure 6.4.24: Phase averaged images for OH* chemiluminescence (lower part) and heat re-
lease (upper part) with detailed chemistry.

In order to evaluate the reaction zone in the burner, the instantaneous OH* (CL) images

related to all the phases were added and analyzed for obtaining a time-averaged result. The

numerical heat release values were also time-averaged. The results are presented in Fig. 6.4.25

and Fig. 6.4.26, respectively with global and detailed chemistry. More in detail, for each

simulation with one particular combustion model (EDM or EDC), two further calculations

were performed considering either the Real Wall method (RW) or the Turbulent mixing model

(HB) for the temperature �uctuations. The Real Wall method was tested in the previous case

for a stationary condition, providing encouraging results in the wall temperature calculation.

The HB model (Huag-Bradshaw) [23] was tested intensively and validated in Chap. 5

for various test cases, showing the in�uence of the turbulent heat �uxes in the accurate

calculation of the heat transfer. The pictures in Fig. 6.4.25 show the comparison against

the time-averaged OH* (CL) of the three simulations with global chemistry: EDM, EDM

with RW and EDM with HB model. The three computations are in a qualitatively good

agreement with the experiments and show the same maximum level of intensity for the heat

release distributions. On the other hand in Fig. 6.4.26 the same comparison is presented, but
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Figure 6.4.25: Time averaged images for the measured OH* chemiluminescence (CL) and the
simulated heat release with global chemistry.

Figure 6.4.26: Time averaged images for the measured OH* chemiluminescence (CL) and the
simulated heat release with detailed chemistry.
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using detailed chemistry and the EDC as combustion model. No relevant deviations in the

heat release distributions are present among this set of computations. However, the results

are closer to the experimental data, since they show a longer portion of the combustor where

chemical reactions occur. It has to be pointed out that the experimental data for the OH*

presents again an asymmetrical behaviour. This was due to the thermal deformation of the

surface of the blu� body that modi�es the �ow distribution between left and right side of the

combustor.

6.4.2.1 Acoustic data

All the acoustic data recorded during the experiments and monitored in the simulations (both

with global and detailed chemistry) are brie�y summarized in Fig. 6.4.27. The experiments

for this operative condition (λ = 1.30) have given a characteristic frequency fa = 165 Hz, i.e.,

slightly lower than the case with λ = 1.20. The microphones were set at the same positions,

as indicated in Fig. 6.4.1. The measured amplitudes of the pressure oscillations are: 1399

Pa, 1707 Pa and 1611 Pa, for microphone Mic2, Mic1 and Mic3 respectively.

Figure 6.4.27: Pressure amplitude at the fundamental frequency and rms values at di�erent
positions in the burner.

Numerically, the set of simulations with global chemistry reveals a resonant frequency,

which is higher compared to the experiments: the computation performed with the EDM

model exhibits an acoustic frequency of 258Hz; the run with EDM in conjunction with the

RW model presents a lower value, that is 249Hz; the run using the EDM model together

170



6.4 Investigations on Thermo-Acoustic instabilities in a model combustor

with the HB model has recorded oscillations with a frequency of 246 Hz. The relative error

committed regarding the experimental fa is high: 56% for the standard simulation with

EDM, 50% for the EDM with the RW model and 49% in combination of the HB model for

the temperature �uctuations. Despite that, the computations carried out with either the RW

or HB model show the good tendency of the thermal models in improving the accuracy with

respect to the real behavior of the burner. Regarding the calculations with detailed chemistry,

they show a signi�cantly lower frequency compared to the EDM runs, getting closer to the

experimental frequency. The standard EDC case reveals oscillations with 199 Hz; the other

two computations, i.e., the EDC with RW and EDC with HB model, perform even slightly

better leading to frequencies of 188 and 192 Hz respectively. Obviously the relative error

reduces considerably, the value passes from almost 20% obtained with the standard EDC to

only 13% using the previous model in combination with the Real Wall method. The latter

results show therefore, as the detailed chemistry combustion models may in�uence deeply the

acoustic simulations of the burner, leading to a reduction of the deviation of the numerical

frequency with the measured one. The increase in the accuracy in terms of acoustic re�ects

a better prediction of the temperature distribution in the burner, as well as of the reaction

zone, as previously discussed. In conclusion, it is remarkable that the use of the thermal

models (Real Wall method or Huag-Bradshaw model) leads again even for the simulations

with detailed chemistry to slight improvements, enhancing the quality and the accuracy of

the numerical results.

6.4.2.2 Heat Transfer and Wall Temperature

Also for this operative condition (λ = 1.30), experimental data for the wall temperature along

the thermal probe are available by thermographic-phosphor measurements. The numerical

validation was performed for the steady case considering again the RW-method. The results

in terms of the wall temperature are illustrated in Fig. 6.4.28.a and Fig. 6.4.28.b. In the �rst

plot a three-dimensional view of the burner with focus on the thermal probe is presented.

The wall temperature exhibits a similar behavior as in the case λ = 1.20, with a monotonic

increase of the values from the tip of the probe to a maximum located at x = 0.15m, followed

by a slight reduction of the temperature in the downstream region. This curve trend was

also con�rmed by the experiments. Due to the limited optical access of the burner, the

experimental data were taken at di�erent points on the surface of the probe up to x = 0.12m

above the blu� body. Despite that, the simulation with the RW method is able to reproduce

the measurements correctly, predicting accurately the temperature along the thermal element

as indicated in Fig. 6.4.28.b.

Finally the wall heat transfer time evolution is illustrated in Fig. 6.4.29.a. Similarly to
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(a) (b)

Figure 6.4.28: Wall temperature along the thermal probe for stationary simulations using
RW method in THETA (a). Extracted wall temperature using RW method in
THETA (b).

the case with λ = 1.20, the values oscillate around an averaged value of 2400W/m2 but with

a signi�cant lower amplitude. The Fast-Fourier Transform of this signal reveals a frequency

of approximately 190Hz, in line with the acoustic resonance frequency of the burner. The

spectra analysis is reported in Fig. 6.4.29.b.
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Figure 6.4.29: Calculated heat release over the time for detailed chemistry case (a). FFT of
the unsteady heat transfer to the wall (b)
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6.4.2.3 Gas-Phase Temperature: numerical results comparison against

measurements

(a)

(b)

Figure 6.4.30: Averaged temperature pro�les at x=0.025m and x=0.074m for global chemistry
calculation (a) and detailed chemistry calculation (b). In red line simulation
performed with the combustion model (EDM or EDC ), in green line in con-
junction with the RW model, in blue with the HB thermal model and in dot
experimental data.

For validating the simulations, gas-phase temperature values were taken experimentally

through the CARS technique at di�erent locations downstream of the blu� body. The two

planes considered for the measurements were x = 0.025 m and x = 0.074m. The �rst

position is located in the middle between the probe tip and the blu� body, where a large

recirculation zone is observed. The second one is placed in the downstream region with

the intent to measure the thermal boundary layer near the wall of the thermo-element. A
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numerical comparison of the time-averaged temperature is shown in Fig. 6.4.30.a and Fig.

6.4.30.b, respectively for global and detailed chemistry. The simulations plotted refer to the

calculation with the combustion model (EDM or EDC), to the computation in conjunction

with the RW wall model and to the run together with theHB thermal model. A qualitatively

good agreement was found for all of the simulations at both the positions. Furthermore,

phase-averaged data were also recorded at the same locations for showing the change of the

temperature �eld over one cycle of the limit-cycle oscillation. The plots, related to eight

temperature phases, are illustrated in Fig. 6.4.31 and Fig. 6.4.32 for x = 0.025 m and

x = 0.074. The numerical simulations present again a fairly good accordance regarding to

the experimental data.
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(a) (b)

Figure 6.4.31: Phase averaged temperature pro�les at x=0.025m for global chemistry cal-
culation (a) and detailed chemistry calculation (b). In red line simulation
performed with the combustion model (EDM or EDC ), in green line in con-
junction with the RW model, in blue with the HB thermal model and in dot
experimental data.
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(a) (b)

Figure 6.4.32: Phase averaged temperature pro�les at x=0.074m for global chemistry calcu-
lation (a) and detailed chemistry calculation. In red line simulation performed
with the sole combustion model (EDM or EDC ), in green line in conjunction
with the RW model, in blue with the HB thermal model and in dot experi-
mental data.
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6.4.3 Stable case with λ = 1.45 (Case 5)

The operating condition λ = 1.45 at thermal power of 36kW leads to a stable burning

regime, characterized by a long �ame. For this case, no thermo-acoustic oscillations were

observed in the burner, since the FFT of the pressure signal reveals an energy spectrum

without any relevant peak. Numerically unsteady simulations were performed with the SST-

SAS turbulence model in conjunction with di�erent combustion models: Eddy Dissipation

Model (EDM), Eddy Dissipation Concept Model (EDC), Finite Rate Chemistry Model for

laminar �ame (FRC), Joint-presumed PDF model (JPDF). Fuel chemistry was modeled

with two di�erent chemical kinetic mechanisms: a 2-step global mechanism Nicols et al.[78]

(global chemistry approach) and a 19-species chemistry mechanism DRM-19 [79], reduced

from the GRI-3.0 mechanism [69] (detailed chemistry approach). At the inlet a constant

mass �ow was prescribed providing a mixture with λ = 1.45. At the outlet standard pressure

outlet condition was imposed since no acoustic interaction was observed experimentally 1

The thermal boundary conditions consider adiabatic walls in the plenum region , isothermal

wall with Tw = 700K both for the probe wall and the side walls in the combustion chamber

(see Fig.6.4.6). The computations were initialized by a RANS solution and were calculated

for more than seven residence times. After a duration of two residence times, the averaging

phase of the numerical solution was activated. The time-averaged solution was obtained

considering a physical time span of �ve residence times.

The main aim of the calculations was focusing on the determination of the reaction zone

and testing the accuracy of the combustion models against the time-averaged OH*. As

mentioned, the computations were performed using both global and detailed chemistry and

the results are reported in Fig. 6.4.33.

The EDM model is able to predict the same shape for the reaction zone as the experiments,

presenting however deviations in the position of the maximum heat release. According to

the simulation, the latter is located approximately at 20 cm above the blu� body. The OH*

(CL) image presents instead, a strong intensity of the radial OH* between x=5 and x=15

cm, indicating that the burning process extends for a large portion of the combustor. This

discrepancy in detecting the right zone interested by reactions motivated the investigation of

the test case with detailed chemistry models. The �rst calculation was performed neglecting

the turbulent-chemistry interaction using the Finite Rate Chemistry Model. The result is

presented in Fig. 6.4.33.b, and represents a worsening of the EDM due to the reduction

1Under these conditions, simulations were performed with an incompressible solver using the THETA code.
THETA was in fact developed initially as incompressible solver, where pressure and density variations were
decoupled. Density could vary only due to temperature and mixture modi�cations but not due to pressure
�uctuations. Practically speaking, this results in an in�nite propagation of the pressure perturbations
inside the domain that does not permit the calculation of any thermo-acoustic instabilities.
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Figure 6.4.33: Time averaged images for the measured OH* chemiluminescence (CL) and the
simulated heat release with detailed chemistry under a stable �ame regime
(λ = 1.45). (a) Simulation with Eddy Dissipation Model for global chemistry,
(b) Finite Rate Chemistry Model, (c) Joint-presumed PDF model, (d) Eddy
Dissipation Model for detailed chemistry and (e) experimental data.
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in the �ame length. This indicates the strong in�uence of the turbulence in such a kind of

�ame. As a consequence, the JPDF model was used and the result is showed in Fig. 6.4.33.c:

this provides a �ame length comparable with that of the experiments but underestimates the

intensity of the chemical reactions in the region where the OH* image presents the strongest

signal. A further computation was performed with the Eddy Dissipation Model for detailed

chemistry (EDC), Fig. 6.4.33.d. The heat release distribution predicted by the model is in

great accordance with the OH* image. In this case both the �ame length and intensity of

the chemical reactions are reproduced very well. The latter model delivers therefore the best

result in terms of accuracy against the experiments with respect to the all other combustion

models employed for the simulations.
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7 Conclusion

In this work an investigation on lean-premixed combustion for various model combustors was

conducted. The regime of lean-premixed combustion is nowadays one of the most promising

approaches to reduce the pollutant emission. However, lean premixed �ames are prone to the

so-called thermo-acoustic instabilities. These instabilities can generate high pressure oscilla-

tions, which modify the �ow �eld, and drive �uctuations of the heat release. Thermo-acoustic

instabilities are generated as a result of the closed feedback between acoustics, aerodynamics

and combustion [5, 6, 11].

With the intent to accurately predict the dynamics behavior of the combustor under this

unstable condition, several numerical turbulent-combustion and thermal models were imple-

mented in the DLR combustion code THETA.

About the combustion models, the validation against experimental data for the "Eddy Dis-

sipation Concept Model" (EDC ), the "Fractal Model" (FM ) and the "Linear Eddy Mixing"

(LEM ) is discussed in detail in Chap. 4. The �rst test-case analyzed is a non-premixed,

uncon�ned, turbulent hydrogen-air �ame: the "H3-Flame" [7]. The numerical results of the

di�erent combustion models di�er only slightly. This is due to the fact that the combustion

rates are mainly controlled by the turbulent mixing rather than by the chemical kinetics.

A second test case that was considered is a real size gas turbine (GT) combustor. In this

burner, the swirl of the �ow is responsible for the �ame stabilization by forming a central

recirculation �ow region. A macro-vortex rotating around the central axis of the chamber

(the Precessing Vortex Core - PVC) is observed here. This instability increases the mixing

and thus, the combustion rate. The numerical simulations with global (EDM ) and detailed

chemistry model (EDC ) are able to predict the mean �ow distribution very well, reproducing

the inner and outer recirculation zone. For validating the combustion models, the numeri-

cal heat release, temperature and species distributions are compared against measurements

[21, 75]. The use of global chemistry (EDM ) for this testcase leads to visible deviations with

respect to the experimental data. Conversely, the detailed combustion model simulations

(EDC, FM ) provide a better accuracy.

In Chap. 5 a brief overview of the most used thermal models in literature is described. Two

models in particular, the AKNt (Abe, Kondoh, Nagano model [22]) and the HB (Huag and
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Bradshaw model [23]), are discussed and validated against the experiments. The aim was

to verify the increase of the numerical accuracy in the thermal boundary layer when these

models are used under stationary and pulsating �ow. These models are tested �rst in simple

heat transfer problems: cavity �ow, �ow in abrupt expansion and �ow with a backward

facing step. In all the simulations, the models have allowed to obtain a better estimation of

the Nusselt number and a better agreement with the measurements. On the other hand, the

computations performed without the thermal model show a consistent discrepancy in the wall

heat transfer determination. A further validation is performed considering a pulsating �ow

with heat transfer [9]. This is done to observe the sensitivity of the model in predicting the

heat transfer with the increase of the amplitude of the oscillations. Also in this condition, the

thermal model simulations highlight better results with respect to the computation performed

without. As a consequence, this model is used in conjunction with the turbulent-combustion

model, in Chap. 6, for evaluating the wall heat transfer under thermo-acoustic instabilities.

In Chap. 6, a numerical analysis of the thermal �eld in the LIMOUSINE model combustor

[5, 6, 11, 12] under stable and unstable conditions is considered. Three operative conditions

(λ = 1.20, λ = 1.30, λ = 1.45) are simulated. The combustor exhibits an unstable behavior

in the range of the air excess ratio λ from 1.20 to 1.30 at a thermal power of 36 kW with

a dominant frequency of about 150 - 181 Hz. On the other hand, the leanest condition

λ = 1.45 is a stable condition characterized by a turbulent �ame. For the case with λ =

1.20, several simulations with various thermal boundary conditions (considering di�erent wall

temperature values Tw) using the EDM model are performed. This investigation has shown

di�erent acoustic behavior in function of the prescribed wall temperature Tw and signi�cant

deviations with respect to the experimental data. As a consequence, a computation using

detailed chemistry with the EDC combustion model is carried out. This calculation reveals

an improvement in the estimation of the acoustic characteristics compared to the case with

the EDM. Experimentally a frequency of 181 Hz is observed, the calculated frequencies are

185 Hz with the EDC and about 250 Hz with the EDM. A good agreement is found also for

the amplitude at the fundamental frequency: the EDC simulation indicates amplitude values

of 3900 Pa at Mic1, whereas in the experiments an amplitude of 4630 Pa was measured.

A second operative condition that was experimentally and numerically investigated is at

λ = 1.30. In this case, the �ame regime is unstable but presents a signi�cant lower amplitude

(almost half of the previous case) for the thermo-acoustic oscillations. This has allowed to

perform temperature measurements by CARS. The dynamics behavior of the �ame resembles

the condition with λ = 1.20, with a pulsating �ame con�ned in the lower part of the burner.

In order to determine an accurate numerical solution of the acoustics of the burner, this is

investigated both with global and detailed chemistry. Simulations with the thermal model
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HB (see chap. 5) and the real wall approach RW (see chap. 6) are also performed. For this

operative condition, the best agreement with the measurements is found with the EDC model

using detailed chemistry, which presents a deviation with respect to the acoustic frequency

of only 20%. If the EDC model is coupled with the HB or RW method, the results are

even better, with a reduction of error to 13%. The main reason for this improvement is

demonstrated in this work and lies in the high sensitivity of the acoustic results with the

thermal boundary conditions imposed (see paragrah 6.XX, 6.XX). Furthermore, it is also

shown in Chap. 5 that such thermal models are capable of resolving the unsteady heat �ux

in the boundary layer during thermo-acoustic instabilities as well. As a consequence, their

use in conjunction with the turbulent-combustion model using detailed chemistry leads to an

improvement of the numerical results.

The operating condition λ = 1.45 leads to a stable burning regime, characterized by a

long turbulent �ame. For this case, no thermo-acoustic oscillations are observed in the

burner, since the �uctuating heat release is out of phase with the pressure oscillations and

conditions are not right for feeding energy into the system. The �ame is in�uenced only by

the turbulent unsteadinesses, generated by the sharp edges of the blu� body geometry. Since

OH* chemiluminescence (CL) were also taken for this stable case, it was worth to validate

again the combustion models with global and detailed chemistry (EDM, FRC, JPDF, EDC

respectively) against the experimental data. The best agreement is found with the EDC

model, showing a great accordance for the predicted �ame length and the zone where the

chemical reactions occur.

The main conclusions that can be drawn for an e�cient simulation during thermo-acoustic

instabilities are:

� the use of global chemistry shows a signi�cant over-prediction of the resonance fre-

quency;

� detailed chemistry combustion models are able to provide an improvement in the esti-

mation of the acoustic characteristics compared to the models with global chemistry.

This is due to the fact that the heat release calculated by detailed chemistry is much

more accurate and as a consequence the acoustics of the combustor is better predicted.

� the acoustic characteristics are very sensitive to the thermal boundary conditions;

� thermal models (see chap. 5) are capable of resolving the unsteady heat �ux in the

boundary layer also during thermo-acoustic instabilities. The use of these models in

conjunction with detailed chemistry leads to better results in terms of wall temperature

and acoustic characteristic.
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