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Abstract

Complex Event Processing (CEP) combines streams of simple events from multiple sources and infer high-level knowledge by correlating the simple events. The correlation of events is done according to the requirement of the application. This requirement is specified to the CEP system in the form of rules. State of the art implementations of CEP system deploy a distributed network of operators to execute a rule. For low latency information retrieval under high event rate of input streams, scalability of operators is required. This is done by the parallelization of operator functionality. The existing PACE system provides a framework for operator parallelization. Parameter context in a rule specify which events in the input stream can be used for correlation and are essential for application of CEP systems to many real world situations. In this thesis operator parallelization techniques, for adopting the existing PACE system to execute rules with various parameter contexts, are proposed. In cases where the existing PACE system cannot be adopted, other approaches for operator parallelization are proposed. Finally, the proposed techniques are analysed by implementing the techniques and evaluating their performance.
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1 Introduction

In recent years there has been a huge increase in the amount of data produced. This data is produced continuously by geographically distributed software tools. Most of this raw data contains information that is of low-level. Many modern information systems require real-time processing of this continuously flowing data to identify situations of interest occurring in a system or in the real world:

- In a Sensor network deployed to monitor in an industrial environment [5], an individual sensor generates data containing information restricted by the physical location of the sensor and the type of the sensor. This low-level data from the individual sensors has to be processed to derive high-level knowledge of the normal or abnormal situation in the environment that the monitoring application is interested in.

- In Smart grid management [16], measurements from various power-generating, power-distributing, and power-consuming nodes have to be processed to detect abnormal situations that may lead to the failure of the grid system.

- In algorithmic trading [9], continuous analysis of stock related data is required to detect trends in the stock market based on which the required actions are determined.

- In business activity monitoring [10], high volumes of technical data related to activities of various business processes has to be processed to provide business data to higher management.

- In Radio-Frequency Identification (RFID) systems [12], RFID readers collect the data from RFID tags and transmit it to a back-end server. The back-end server requires processing of received data from various locations for inventory management and tracking.

In all the above systems there exists an information gap between the sources that generate the low-level data and the applications that are interested in high-level information. Complex Event Processing (CEP) systems bridge this information gap by correlating the seemingly unintelligible low-level input data to derive the knowledge of high-level situations that are of interest.

The usage of the CEP systems is growing rapidly. A number of open source and proprietary implementations of CEP are available in the market [15]. Every company uses a software tool that implements CEP exclusively or under the covers.

The information retrieval by a CEP system must be in real-time or near real-time, so as to take advantage of the identified opportunities or to avoid the occurrence of forecasted threats. Overloading of the CEP system results in buffering of input data. Data waiting in the input buffers increases the latency of output generation. To maintain the
real-time nature of information retrieval by the CEP system, parallel processing of input data is employed. This requires the splitting of input data stream into multiple streams which can be processed independently in parallel. A framework for such a parallel processing, called PACE system, already exists [14].

Parameter contexts in a CEP system can be seen, informally, as restrictions on the usage of the received input data in generating output. Parameter contexts are used to tailor the output data of a CEP system in accordance with the requirements of an application. Therefore parameter contexts are important in realizing the usage of CEP systems in many application scenarios. Though the existing framework for parallelization, the PACE system, is very expressive it does not have any accommodation for the processing of input data with parameter contexts.

In this thesis I have examined the parallel processing in a CEP system with parameter context. I have studied different implementations of CEP systems and identified a set of commonly used parameter contexts. I have considered each parameter context individually and examined if the current framework can be extended for parallel processing with that parameter context. In the case where such an extension cannot be done, I have looked into the reasons for that and proposed a new technique for parallel processing of incoming event streams.

**Thesis Organization**

The remaining part of the thesis is organised as follows:

Chapter 2 provides the background for understanding the Complex event processing. It also describes different approaches for implementation of a CEP system and how the events are processed in a CEP system. Also presented in this chapter are the concepts related to parameter contexts and their usage in rule specification in different event specification languages.

In chapter 3 the necessity for operator parallelization and conditions to be met for consistent parallelization are described. The working of the PACE system is discussed in detail in this chapter. The system model considered for the CEP system is also presented in this chapter.

Chapter 4 provides the description of the problem statement that is dealt in this thesis.

In chapter 5, the methods for adopting the PACE system for operator parallelization with parameter context are presented. The feasibility for such adoption and the consistency of the resulting parallelized operator are discussed.

In chapter 6, a new method, shared memory approach, for operator parallelization is presented. The shared memory method is presented with respect to the parameter
context for which adoption of the PACE system was not feasible.

Chapter 7 provides the details of the implementation and experimental evaluation of the proposed techniques. The results from the experimental evaluation are presented and discussed.

The thesis is concluded with chapter 8, providing a brief summary of the work done and outline for possible future work.
2 Background

2.1 Introduction to CEP

2.1.1 Basic Definitions

Before looking into details of what a Complex Event Processing does, relevant basic definitions that are required to understand the CEP model are given in this section.

**Event and Event Stream.** The dictionary definition of an event is given as "a happening in the physical world". In a CEP system an event is an abstraction that contains the data related to a happening in the physical world. Some events for example are:

- The output of a temperature sensor that contains the temperature of a location
- A financial ticker that gives change in stock value of a particular stock.

An event stream is an unbounded collection of events. Events in an event stream are ordered based on a specific criteria. Usually the ordering criterion is time of occurrence of the event. Multiple event streams can be merged to form a single event stream.

An event is represented by a tuple of attribute-value pairs. These attribute-value pairs are called parameters of the event and contain data that gives information about event occurrence. The most common event attributes are event type, time stamp, and sequence number.

An event type represents a class of events. Every event is an instance of an event type. An event type describes the essential features that identify an event of that type and specifies the parameters that sufficiently describe the specific features of the event.

Time stamp gives the time of event occurrence or detection. The value of time stamp attribute can be a point of time or a time interval depending on the semantics of the CEP system.

Sequence numbers are assigned to an event based on their time stamp. The sequence number of an event defines the position of an event in an event stream.

An event may have many other attributes that are specific to an event type, encapsulating all the necessary information required for processing in the CEP system.

**Complex Event.** In his book [13], The Power of Events, David Luckham defines a complex event as an event whose occurrence depends on the occurrence of other events. A complex event represents a set of other events. These events on which the occurrence of a complex event depends are called component events. For example if the temperature sensor of a location reports big raise in temperature and the smoke sensor of the same
location reports presence of smoke then a CEP system detects the fire event at that location. Here fire is the complex event detected and the component events are raise in temperature and smoke events.

**Operator.** An operator describes the relation between the component event types of a complex event. Some of the most common operators are disjunction, conjunction, sequence, window, not, etc. These operators can be combined to form complex operators.

**Event Pattern.** The event pattern describes the procedure in which the events of incoming event types should occur for a complex event to occur. For example, consider an event type $E_{12}$ that occurs whenever an event of type $E_1$ occurs followed by an event of type $E_2$. $E_{12}$ can be described by a event pattern with a sequence operator and the event types $E_1$ and $E_2$ as component event types: $E_{12} = (E_1; E_2)$.

### 2.1.2 Complex Event Processing

Complex event processing (CEP) is defined as a technology for analysing event streams from multiple event sources to extract high-level information in the form of detected complex events that the applications are interested in.

The complex events in today’s information systems are made up of many simple events, which can be observed via sensors or messages within the system. These observed events are called primitive events. The nodes in the network that produce these events are called event sources. Gathering high-level insights about the status of the system or situations occurring in the system requires analysis of high volumes of primitive events. In the analysis, the primitive events are correlated to detect event patterns that correspond to the situations the applications are interested in. These detections are forwarded to the applications as complex events. The applications that receive the detected complex events are called sinks. The rules for processing of primitive events are submitted to the CEP system by the sinks. A rule defines an event pattern, the output complex event type, and how the data of the output event has to be calculated.

Therefore a CEP system receives event streams from event sources, analyses the events for patterns by correlating the received events, and forwards the detected complex events to the sinks. A CEP system acts as a middleware providing services to the application layer hiding from them the event production layer where distributed event sources generate a vast amount low-level events. The position of CEP with respect to related entities is depicted in figure 2.1.
2.2 CEP System

2.2.1 Centralized CEP system

This is the simplest form of a CEP system. In this model the CEP system runs as a centralized process on a single node in the network. The event streams from all the event sources are directed towards this centralized process. All the rules for the correlation of primitive events are programmed in this process. The processing of all the produced events is done in this process and the sinks connect to this process to receive the detected complex events. A centralized CEP model with connections to sources and sinks is depicted in figure 2.2.

With a centralized CEP system, the network architecture is simple and therefore is easy to implement and maintain. But the processing of all the rules has to be done on a single node; such a system lacks scalability and quickly becomes a throughput bottleneck in the network.

2.2.2 Distributed CEP system

In distributed model of the CEP system, the event processing is done by a set of processes, that are running in a distributed manner on cluster of connected hosts. A rule submitted to the CEP system is divided into different operators and the functionality of an operator is executed by a process. A distributed CEP model with connections to sources and sinks is depicted in figure 2.3.
Figure 2.2: Centralized CEP System

Instead of correlating the primitive events to obtain desired complex events, in a distributed system the processing of events is done step by step. An operator receiving primitive events correlates them to intermediate complex events and forwards them to other operators which in turn correlates the incoming intermediate complex events, and primitive events in some cases, to desired complex events.

The disadvantage of the distributed CEP system is its high complexity which increases the cost of implementation and maintenance. An advantage of distributed CEP system is by splitting the event processing load among different operators, the distributed model allows for the increase in scalability of the overall CEP system. In addition, with this model of CEP system the network usage can be minimised by placing an operator as close as possible to the sources of its incoming streams.

Therefore in a large system with many high-frequency sources distributed across large spatial distances a distributed CEP system is more suitable than a centralized CEP system. For this reason hereafter this thesis exclusively refers to distributed CEP system. However it is to be noted that the methods proposed in this thesis are equally applicable to a centralized CEP system.

2.3 Event Processing

Operator Graph. A distributed CEP system can be modelled by a directed graph $G(\Omega \cup S \cup C, L)$, called an operator graph [11]. In the operator graph the set of sources $S$, the set of operators $\Omega$, and the set of sinks $C$ are interconnected by the set of event streams, $L \subset (S \cup \Omega) \times (\Omega \cup C)$, as edges.
Merging of input streams. An event stream \((p, d) \in L\) of the operator graph is directed from a producer to a destination and ensures that events are delivered to the destination in the order they are produced. \((p, d)\) is called an output stream of \(p\) and an input stream of \(d\). The events in an input event stream are delivered at the destination in the order of their sequence number. Events from different input event streams have a well-defined global order at the destination, that is independent of their physical time of delivery at the destination. This ordering depends on the time stamp of the event, source from which event is received, and the sequence number of the event in the event stream it is received.

An operator \(\omega \in \Omega\) performs processing with respect to the set of all incoming streams \((in, \omega) \in L\). The events from all the incoming streams of the operator \(\omega\) are combined into a single stream of events denoted by \(I_\omega\). The order of the events in \(I_\omega\) is determined by the global ordering of the events.

Event Correlation. An operator in a distributed CEP system performs correlation on the incoming event streams to produce outgoing events. During its execution, the operator \(\omega\) performs a sequence of correlation steps on \(I_\omega\). In each correlation step, the operator determines a selection \(\sigma\) which is a finite subset of events in \(I_\omega\). A correlation function \(f_\omega : \sigma \rightarrow (e_1, \ldots, e_m)\) specifies a mapping from a selection to a finite set of events produced by the operator. The operator writes the produced events to its output stream \(O_\omega\) in the order of their detection.
**Production Set.** Each output event has a production set associated with it. The production set of an output event is a subset of the selection \( \sigma \) in which the output event is detected. The production set of an output event contains events of component event types of that output event. For any two output events of an operator \( \omega \) their production sets are not equal and differ by at least one event.

**Parameter Computation.** The parameters of an output event are calculated from the parameters of the events in its production set. Apart from specifying the type of the output event, the rule also specifies the procedure for calculating the parameters of the output event. In a CEP system where the time stamp is given by a point of time, the time stamp of the output event is the time stamp of the last event in its production set. In a CEP system where the time stamp is given by time interval, the time stamp of the output event is from the start time of the first event production set to end time of the last event in production set.

**2.4 Parameter Context**

Together with the event pattern to be detected and the procedure for calculating the parameters of the output events, the event rule also specifies a selection policy and a consumption policy for event detection.

**Selection policy.** In the presence of situations in which a selection \( \sigma \) of an operator \( \omega \) can produce more than one output event, the selection policy specifies if a single or multiple output events have to be produced and which events from the selection are included in the production set of the output events. There are three types of selection policies that a rule can specify [8]: *each* selection policy, *latest* selection policy, and *earliest* selection policy.

A rule with *each* selection policy allows the production of multiple output events from one selection. With this selection policy, all the possible complex events are detected.

Conversely, a rule with *latest* selection policy and *earliest* selection policy allows the production of at most one event from one selection. The *latest* and *earliest* selection policies differ in the way the production set of the output event is determined. With *latest* selection policy the events included in the production set of the output event are the latest instances of the component event types. Conversely, with *earliest* selection policy the events included in the production set of the output event are the earliest instances of the component event types.

For example, consider the complex event \( E_{12} = (E_1; E_2) \). Let \( e_i^j \) be the \( j \)th event of type \( E_i \). Let the order of the incoming events at the input of the operator be \( e_1^1, e_1^2, e_2^1 \). The selection \( \sigma \) will be determined as \( (e_1^1, e_1^2, e_2^1) \). The number of output events and their production sets for the above selection policies is as follows:
In the case of each selection policy, there will be two output events with production sets \((e_1^1, e_2^1)\) and \((e_2^1, e_2^2)\).

In the case of latest selection policy, there will be one output event with production set \((e_1^2, e_2^1)\).

In the case of earliest selection policy, there will be one output event with production set \((e_1^1, e_2^2)\).

**Consumption policy.** The consumption policy of a rule specifies whether or not an event of a selection \(\sigma\) included in the production set of the output event of \(\sigma\) can be part of future selections. There are two types of consumption policies that a rule can specify [8]: selected consumption policy and zero consumption policy.

In selected consumption policy, the events that are included in the production set of an output event of a selection are said to be consumed and all the consumed events will not be part of future selections. This means that an event can be consumed in at most one selection.

In zero consumption policy the events included in the production set of an output event are not invalidated and can be part of future selections.

For example, consider the previously discussed complex event \(E_{12} = (E_1; E_2)\). Let the order of the incoming events at the input of the operator be \(e_1^1, e_2^1, e_1^2, e_2^2\). The first selection \(\sigma_1\) will be determined as \((e_1^1, e_2^1)\). The selection \(\sigma_1\) will be mapped to single output event with production set \((e_1^1, e_2^1)\). The events in the second selection \(\sigma_2\) depends on the consumption policy of the rule and is given as follows:

- In the case of zero consumption policy, there will be no consumption of events and \(\sigma_2\) will be determined as \((e_1^1, e_2^1, e_1^2, e_2^2)\).
- In the case of selected consumption policy, the events \(e_1^1, e_2^1\) will be consumed and \(\sigma_2\) will be determined as \((e_2^2, e_2^2)\).

As the events are never invalidated in the zero consumption policy, the selection’s size will continuously grow as the incoming events arrive. Therefore, with zero consumption policy there is a necessity to limit the portion of the incoming event streams that can be considered for inclusion in a selection. Such a limitation can be achieved by a time-based or a tuple-based window operation.

**Parameter Context.** The parameter context of a rule is the combination of its selection policy and consumption policy. As there are three selection policies and two consumption policies, these can be combined to form six parameter contexts.

For example, consider the previously discussed complex event \(E_{12} = (E_1; E_2)\). Let the order of the incoming events at the input of the operator be \(e_1^1, e_2^1, e_1^2, e_2^2\). The number
of output events and their parameter contexts for the six parameter contexts is given in the table 1

<table>
<thead>
<tr>
<th>Selection Policy</th>
<th>Consumption Policy</th>
<th>Zero</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Each</td>
<td>(e₁¹, e₂¹), (e₁², e₂¹), (e₁², e₂²)</td>
<td>(e₁¹, e₂¹), (e₁², e₂²)</td>
<td></td>
</tr>
<tr>
<td>Latest</td>
<td>(e₁¹, e₂¹), (e₁², e₂²)</td>
<td>(e₁¹, e₂¹)</td>
<td></td>
</tr>
<tr>
<td>Earliest</td>
<td>(e₁¹, e₂¹), (e₁², e₂²)</td>
<td>(e₁¹, e₂¹), (e₁², e₂²)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Parameter Contexts

A number of other parameter contexts can be defined other than the six mentioned above. For example a consumption policy can be defined where a non-empty proper subset of the events in production set are consumed. For the purpose of limiting the discussion, the six parameter context from table 1 are considered in this thesis.

2.5 Event Specification Languages

As discussed previously, an event rule describes how a CEP system should process the incoming events. An Event specification language (ESL) describes how to specify an event rule to a CEP system. There exists a number of CEP systems, each implemented for a specific application. Many CEP systems have their own event specification languages. Every event specification language describes a set of basic operators and how these operators can be combined to form complex operators. An event specification language also describes a set of parameter contexts that are supported.

In this section we shall discuss about a few event specification languages and their features in specifying parameter contexts in a rule.

**Snoop.** Snoop [6] is a well known event specification language. Snoop is originally designed for active databases, well before the advent of CEP systems. As Snoop is independent of semantics of the database systems, it can be used for defining rules in a CEP system.

In Snoop a parameter context can be specified for each rule. The specified parameter context determines the selection policy and consumption policy of the rule. The selection policy and consumption policy can not be specified explicitly and have to be specified through parameter context. Snoop supports four parameter contexts: recent, chronicle, continuous, and cumulative. The selection policy and consumption policy these parameter contexts specify is given in the table 2.

The selection policy of cumulative parameter context allows of at most one event from a selection and multiple occurrences of a component event type are accumulated as a single event. This parameter context specifies the *selected* consumption policy.
Consumption Policy

<table>
<thead>
<tr>
<th>Selection Policy</th>
<th>Zero</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Each</td>
<td>Not supported</td>
<td>Continuous</td>
</tr>
<tr>
<td>Latest</td>
<td>Recent</td>
<td>Not supported</td>
</tr>
<tr>
<td>Earliest</td>
<td>Not supported</td>
<td>Chronicle</td>
</tr>
</tbody>
</table>

Table 2: Parameter Contexts

In snoop a rule is specified in the form of Event-Condition-Action. The Event part of the rule specifies the event pattern that needs to be detected. The Condition part specifies a boolean condition that needs to be satisfied for executing the Action part. An example rule defined in Snoop is given in figure 2.5. The scenario that the example rule defines is: if an event of type $E_1$ is followed by $E_2$, produce an event of type $E_{12}$.

<table>
<thead>
<tr>
<th>On</th>
<th>$(E_1; E_2)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>$E_1.x == E_2.x$</td>
</tr>
<tr>
<td>Action</td>
<td>Output $E_{12}$</td>
</tr>
<tr>
<td>Parameter context</td>
<td>Chronicle</td>
</tr>
</tbody>
</table>

Figure 2.4: An example rule in Snoop

Snoop considers the events as occurring at a specific point of time. Later the semantics of Snoop are extended to capture events that occur over an interval of time. The result is a new language called SnoopIB [1] with events that have interval-based time stamps.

**Tesla.** Tesla [7] is another event specification language with the language semantics defined using first-order temporal logic. T-Rex is a CEP system implemented for processing rules expressed in Tesla.

In Tesla the selection policy and consumption policy can be explicitly specified. Tesla supports the three selection policies described in 2.4. The `each`, `latest`, and `earliest` policies are named as `each`, last, and first respectively. It also supports the two consumption policies described in 2.4. In Tesla the selection and consumption policies can be specified for each component event of a rule. A simplified example rule defined in Tesla is given in figure 2.5. The scenario that the example rule defines is: if an event of type $E_1$ is followed by $E_2$, produce an event of type $E_{12}$. The quantifiers of each component event in the from clause of the rule gives the selection policy for that rule. The events given in the consumption clause of the rule are consumed after detection and other events are not consumed.
Amit. Amit [2] defines an event specification language and also a run-time environment for processing the rules of the event specification language. In Amit a lifespan is defined for each rule. A lifespan is a time window and the events occurring in this lifespan are correlated to detect complex events.

In Amit the selection policy and consumption policy can be explicitly specified. Amit supports the three selection policies described in 2.4. The each, latest, and earliest policies are named as each, last, and first respectively. It also supports the two consumption policies described in 2.4. In a rule specified in Amit, the selection and consumption policies are specified for each component event. A simplified example rule defined in Amit is given in figure 2.5. The component event in the rule is called operand. For each operand in a rule, the quantifier gives the selection policy and the consumption condition specifies the consumption policy.

Other ESLs. There are numerous other languages that are developed in academia and industry. For example, Stream mill [3] is a CEP system that executes the rules defined in Expressive stream language. This language allows for the specification of selection and consumption policies rule by rule.

All these languages show that parameter contexts are an important aspect of rule specification and are required to define a wide variety of situations from the real-world.

Figure 2.5: An example rule defined in Tesla

\[
\text{define } E_{12} \\
\text{from } E_2 \text{ and first } E_1 \text{ within } 5\text{min} \text{ from } E_2 \\
\text{consuming } E_1, E_2
\]

Figure 2.6: An example rule defined in Amit

\[
\begin{array}{ll}
\text{operator} & \text{sequence} \\
\text{first operand} & E_1 \\
& \text{quantifier} : \text{each} \\
& \text{consumption condition} : \text{true} \\
\text{second operand} & E_2 \\
& \text{quantifier} : \text{last} \\
& \text{consumption condition} : \text{true}
\end{array}
\]
3 PACE System

In this section the parallelization of operator functionality is discussed and the PACE system [14], the state-of-the-art parallelization technique, is presented.

3.1 Parallel CEP

3.1.1 Need for Parallel Processing

Applications using the CEP systems require low latency event detection as they need to react to the situations in real-time. If the production rate of events at sources is high, an operator that is expensive in terms of time may become a bottleneck in the CEP system. The overloading of operator requires either discarding of events or buffering of events at the input of the operator. Discarding of events will result false negative or/and false positive detection of complex events. The buffering of input events results in increased latency in event detection. Also, if the operator is overloaded continuously, the buffer length grows without a bound and no bound on the latency of the event detection can be established.

Therefore, in the presence of the overloading, parallelization of CEP functionality is required to detect events with low latency.

3.1.2 Consistent Parallelization

A parallelization technique is consistent if the output stream of an operator with parallel processing is equivalent to the output stream of the operator without parallel processing. The equivalence can be established if the output stream of the parallel operator satisfies the following conditions:

- There must be no false positives i.e., the events that are not in the output stream of the operator with out parallelization must not be there in the output stream of the operator with parallelization.

- There must be no false negatives i.e., all events that are in the output stream of the operator with out parallelization must be there in the output stream of the operator with parallelization.

- There must be no duplicates i.e., an event must not be present more than once in the output stream of operator with parallelization.

- The order of the events must not change i.e., for any two events $e_1$ and $e_2$ if $e_1$ happens before $e_2$ in output stream of operator with out parallelization then $e_1$ must happen before $e_2$ in the output stream of the operator with parallelization.
3.2 Parallelization Approaches

3.2.1 Intra-operator Parallelization

In this parallelization approach, the event pattern to be detected is modelled as a finite state machine. The steps that can be run in parallel, in processing the incoming event stream, are identified based on the states in the finite state machine [4], [17]. The identification is done based on the fact that the evaluation of each state predicate can be parallelized. The operator logic is split into different identified stages and executed in parallel. In this approach the degree of parallelization depends on the finite state machine of the event pattern and therefore offers only a limited achievable parallelization degree depending on the number of states in the finite state machine.

3.2.2 Data Parallelization

In this parallelization approach, the operator functionality is replicated with a number of instances of the same operator running in parallel. The incoming event stream $I_\omega$ of an operator $\omega$ is split into a number of partitions and each partition is processed by an operator instance. The operator instance performs the operator correlation function $f_\omega$ on the assigned partitions and produces the output events. The operator instances running in parallel are supported by splitter and merger. Splitter divides the incoming stream $I_\omega$ into partitions based on a partitioning model. The partitioning model describes how splitter divides the incoming stream into partitions. The splitter assigns each partition to one of the operator instances. The merger receives the output streams from all the operator instances and combines them into a single operator output stream $O_\omega$. The architecture of such an operator is depicted in figure 3.1.

3.3 PACE System

PACE system is the state of the art parallelization framework for CEP systems [14]. In this system the operator parallelization is achieved by data parallelization method. This system performs a consistent parallelization of operator functionality and provides high degree of parallelism for a wide class of CEP operators. The stream partitioning technique used in this system is named as Pattern sensitive stream partitioning.
3.3.1 Pattern sensitive stream partitioning

As discussed in section 2.3, an operator is executed according to its correlation function: mapping selections of events from the incoming streams to output events that are emitted on the outgoing streams. As the correlation function is a mapping, between two correlation steps no computational state is maintained. That means that any two selections can be processed by different operator instances independent of each other. Pattern sensitive stream partitioning uses this idea to split the event streams into partitions based on selections [14]. Therefore the criterion to be fulfilled during partition is: each selection must be contained completely in at least one partition. That is to say all events that are part of a selection must be present in at least one partition.

To ensure that a selection is completely comprised in a partition, all events between the first event and the last event of the selection are included in the partition. Thus, to partition the input stream \( I_\omega \), the points where selections start and end must be determined. For each event in \( I_\omega \), one or more out of three possible conditions are true:

1. The event triggers that a new selection is opened.
2. The event triggers that one or more open selections are closed.
3. The event triggers neither opening of a new selection nor closing of an open selection.

To evaluate which condition is true for an incoming event \( e \), the splitter offers an interface that can be programmed according to the operator functionality. The interface comprises of two predicates:

- **\( P_s : e \rightarrow BOOL \)**
  For each incoming event \( e \), \( P_s \) is evaluated to determine whether \( e \) starts a selection. If the predicate returns true, \( e \) starts a selection. An event type, whose event instance \( e \) starts a selection, is called an *initiator* event type. Accordingly, the event \( e \) is called the *initiator* event.

- **\( P_c : (\sigma_{open}, e) \rightarrow BOOL \)**
  For each incoming event \( e \), \( P_c \) is evaluated with each open selection \( \sigma_{open} \) to determine whether \( e \) closes \( \sigma_{open} \). If the predicate returns true, \( e \) closes the selection \( \sigma_{open} \). An event type, whose event instance \( e \) closes a selection, is called a *terminator* event type. Accordingly, the event \( e \) is called the *terminator* event.

The splitter also provides the ability to store variables that capture internal state of a selection. These variables depend on the operator and the predicates, \( P_s \) and \( P_c \), modify and use these predicates.
The flowchart for the processing of an incoming event is depicted in figure 3.2. Since a selection must be completely contained in one partition, all the events from start event of a selection to the end event of the selection are placed in one partition. The state of a partition is the state of the selection assigned to that partition. A partition is closed when the selection assigned to the partition is closed. Therefore, \( P_s \) and \( P_c \) are the predicates for opening and closing of partitions.

![Flow chart of stream partitioning](image)

**Figure 3.2: Flow chart of stream partitioning**

### 3.3.2 Runtime Environment

The operator instance receives the assigned partitions and the corresponding events. The operator determines the selections in the assigned partitions and produces the output events based on the correlation function \( f_\omega \) as discussed in section 2.3. The runtime environment of an operator instance manages the execution of an operator instance. It manages the partitions assigned to an operator instance by communicating with the splitter. In particular, when a complete selection is present in more than one partition, the runtime environment prevents the processing of a selection by multiple operator instances. This is done in the following way: When the operator instance processes an event that potentially starts a new selection, a function in the runtime environment `isAssigned(startevent)` is called, that signals whether it is a start event of an assigned selection or not.
3.3.3 Merging of output events.

The splitter assigns each partition an identifier. The identifier is an increasing sequence number. Also the splitter assigns each event in the incoming stream $I_\omega$ an increasing sequence number. The operator instances forwards the produced events to the merger. The output event contains, as an attribute, the identifier of the partition in which it is detected. The sequence number of the output event is the sequence number of the last event in the selection in which it is detected. The merger establishes the ordering of the output events based on the partition identifier and the sequence number of the output event.

3.3.4 Example Predicates

With the ability to program the predicates with respect to the operator, the pattern sensitive stream partitioning can be used for parallelizing a wide class of operators. Below the predicates for parallelizing the two most common operators in CEP, sequence and conjunction operators, are given as examples.

Algorithm 1 gives the predicates for a sequence operator $Sequence(E_1; E_2)$ with two event types $E_1$ and $E_2$ [14]. A partition is opened when an event of type $E_1$ is received and closed when an event of type $E_2$ is received following the event of type $E_1$.

\begin{verbatim}
Algorithm 1 Predicates for sequence operator of PACE system
1: procedure $P_s$(Event $e$)
2:     if $e$.type == $E_1$ then
3:         return TRUE
4:     else
5:         return FALSE
6:     end if
7: end procedure
8:
9: procedure $P_c$(Event $e$ Selection $\sigma$)
10:     if $e$.type == $E_2$ AND $e$.timestamp $\geq$ $s$.startTime then
11:         return TRUE
12:     else
13:         return FALSE
14:     end if
15: end procedure
\end{verbatim}

Algorithm 2 gives the predicates for a conjunction operator $Conjunction(E_1 \& E_2)$ [14]. A partition is opened when an event of type $E_1$ or $E_2$ is received and closed when an event of type $E_1$ is followed by an event of type $E_2$ or when an event of type $E_2$ is
Algorithm 2 Predicates for conjunction operator of PACE system

1: procedure $P_s$(Event $e$)
2:     if $e$.type == $E_1$ OR $e$.type == $E_2$ then
3:         return TRUE
4:     else
5:         return FALSE
6: end if
7: end procedure

9: procedure $P_c$(Event $e$ Selection $\sigma$)
10:    if $e$.type == $E_2$ AND $e$.timestamp $\geq s$.startTime then
11:        if $s$.startType == $E_1$ then
12:            return TRUE
13:        end if
14:    else if $e$.type == $E_1$ AND $e$.timestamp $\geq s$.startType then
15:        if $s$.startType == $E_2$ then
16:            return TRUE
17:        end if
18:    end if
19:    return FALSE
20: end procedure

3.4 System Model

In this section, the assumptions made regarding the system model of a parallel CEP are specified in detail.

Nodes. As discussed in section 2.2.2, a distributed CEP system consists of a network of operators. In a parallelized CEP system an operator consists of the following processes:

- Splitter
- Instances
- Merger

These processes are deployed on a network of nodes. These nodes are considered to be failure-free and provide a homogeneous computing capability, i.e., the same CPU and memory capabilities. The sources and sinks are not considered a part of the CEP system. Therefore the nodes on which these processes are deployed are assumed to be only failure-free.
**Communication Channel.** The sources, operators, and sinks communicate among themselves by event streams. In a parallelized CEP the communication between the processes of an operator is also done by event streams. The event streams are transmitted through the communication channels interconnecting the nodes on which these processes are deployed. It is assumed that the communication channels are failure-free and provides reliable communication with the following properties the following properties:

- **No loss of events.** An event $e$ sent from a node $N_1$ to a node $N_2$ will be eventually received at the receiver node $N_2$.
- **No duplicate events.** An event $e$ sent from a node $N_1$ to a node $N_2$ will not be received by $N_2$ more than once.
- **No out-of-sequence events.** If a node $N_1$ sends event $e_1$ before sending event $e_2$ to node $N_2$, then $N_2$ receives $e_1$ before receiving $e_2$.
- **No modification of events.** An event $e$ transmitted over a communication channel is not modified in the channel during transmission.
4 Problem Description

From the discussion of parameter contexts and event specification languages in section 2, it is clear that every CEP system should have the ability to execute rules with parameter context. The PACE system discussed in section 3 does not provide the features for partitioning of event streams for parallel processing operators with parameter context. So, the main objective of this thesis is to design a partitioning procedure for parallel processing operators with parameter context by extending the PACE system. The parameter contexts considered in this thesis are the parameter contexts presented in table 1 of section 2.4. In designing such a partitioning procedure the consistent parallelization property of the PACE system is maintained.


5 Stream Partitioning with Parameter Context

As mentioned in section 4, the PACE system does not allow for specifying the rules with parameter context. The PACE system executes all the rules with its default parameter context. Let us first analyse the default parameter context of the PACE system.

The processing of events from incoming stream of an operator in the PACE system is summarised as follows:

Split

1. Open a partition for every initiator event occurrence.
2. Assign an event to all open partitions.
3. Close an open partition on the occurrence of first terminator event after the opening of partition.

Process

An instance processes each partition independently; detecting the output events from the selection in the assigned partition, which has the first event of the partition as initiator event.

Merge

Combine all the output events from the instances into a single output stream.

With the above procedure for event processing, the existing PACE system executes rules with Each Selection - Zero Consumption parameter context. As discussed in section 2.4, when a rule with zero consumption policy is executed, it is required to restrict the portion of incoming stream to consider in determining the next selection. As an open partition is closed on the occurrence of first terminator event and the first event in the next partition is next event of initiator event type, an event of initiator event type will act as an initiator event for only one selection. Therefore the initiator event in every selection is invalidated and not considered in determining the next selections. This keeps the size of the selection under check from growing arbitrarily large by invalidating the events before the latest initiator event.

As the event in an incoming stream is assigned to all open partitions and the partitions are processed by instances independently, an event from the incoming stream is used in the production set of output events of multiple selections. Therefore, the PACE system does not support executing a rule with selected consumption policy.

In the rest of this section, parallelization techniques, based on the existing PACE system, for the following parameter contexts is presented:

1. Latest Selection - Zero Consumption
2. Each Selection - Selected Consumption
3. Latest Selection - Selected Consumption

4. Earliest Selection - Selected Consumption

The Earliest Selection - Zero Consumption parameter context is not discussed in this section, as this parameter context does not find any applications for the situations in the real world. This because because, the selected events are never consumed and all the output events are derived from the same set of earliest events.

5.1 Latest Selection - Zero Consumption

In this parameter context, because of zero consumption policy, the events are not consumed after being used in a production set. However, because of latest selection policy, an event is invalidated when a new event of same type occurs. This is because, the latest event of an event type is used in production set of output events. Therefore, when a selection is determined, all the events that occurred before the initiator event of the selection are invalidated. For this reason, this parameter context does not require the restriction of selection’s size by using a window operation over the incoming stream.

5.1.1 Partitioning Model

In this parameter context, an event of initiator event type acts as initiator event for zero, one, or multiple partitions. This is because, an initiator event, will continue to be the initiator event of new selections until the next event of initiator event type becomes the initiator event of a selection.

For partitioning the incoming stream, of an operator with this parameter context, with one selection per one partition, multiple partitions must be opened when an event of initiator event type occurs. The number of selections for which an event of initiator event type will act as initiator event can only be determined when the next event of the initiator event type occurs. Therefore, it is not possible to partition the incoming stream with one selection per one partition. As a result, all the selections with same initiator event have to be placed in same partition. For this reason, the predicates $P_s$ and $P_c$ are used to determine the opening and closing of partitions rather than selections.

Consider an initiator event $e_{ij}$, which is the $j_{th}$ instance of the initiator event type. If a partition has all the events occurring between the initiator event $e_{ij}$ and terminator event of the last selection initiated by $e_{ij}$, then such a partition will have all the events of all the selections for which $e_{ij}$ is the initiator event. Therefore, a partition is opened when an event of initiator event type occurs. An open partition has to be closed when the terminator event of last selection occurs. But whether a selection with the initiator event $e_{ij}$ is the last of the selections with $e_{ij}$ as initiator is known only when the next selection is determined with $e_{ij+1}$ as initiator event. To determine whether the initiator event of next selection is different from the first event of a partition, for each open partition a finite state machine is maintained based on the events included in the partition.
If the state of a partition is in the final state of the state machine, the next event of the terminator event type is the terminator event of a selection. When the finite state machines of two consecutive partitions are in same state, then the first partition is closed. This is because, the initiator event of the next selection will be the first event of second partition and therefore, the next selection will be present in the second partition.

Therefore, the partitioning model can be given as:

- A new partition is opened when an initiator event occurs. That is to say, \( P_s(e) \) returns true, if \( e \) is an event of initiator event type.
- A partition \( P_j \), where \( j \) is the partition identifier, is closed when the state of the partition \( P_j \) is same as the state of partition \( P_{j+i} \), where \( i > 0 \).

5.1.2 Proof of Consistent Parallelization

In this section, the proof for consistent parallelization, when incoming stream is partitioned according to the above discussed partitioning model, is given.

**False Positives.** Assume that a false positive event \( e_{out} \) is detected in selection \( \sigma \) of partition \( p \). Assume that the production set \( D \) of the detected false positive event \( e_{out} \) is given as \( (e_{i1}^1, e_{i2}^2, \ldots, e_{IN}^N) \). Since \( e_{out} \) is a false positive event, there must be an event \( e_{ij}^j \in D \) where \( 1 \leq j < N \) such that there exists an event \( e_{ij}^{j+1} \) in incoming stream \( I_\omega \) with the timestamp \( e_{ij}^{j+1}.timeStamp < e_{IN}^N.timeStamp \). Since every event between the start event and event of \( \sigma \) is in \( p \), \( e_{ij}^{j+1} \) is in \( p \). If so, then \( e_{out} \) is never detected since, in an operator instance with latest selection, the latest event \( e_{ij}^{j+1} \) will be in production set instead of \( e_{ij}^j \). This contradicts our initial assumption that \( e_{out} \) is an output event. This implies that our initial assumption that \( e_{out} \) is a false positive event is also wrong. Therefore, no false positive events are detected.

**False Negatives.** Assume that a positive event \( e_{out} \), detected without parallelization, is not detected with parallelization. Assume that the production set \( D \) of this false negative event \( e_{out} \) is given as \( (e_{i1}^1, e_{i2}^2, \ldots, e_{iN}^N) \). Since \( e_{out} \) is a positive event in the operator without parallelization,

\[
\forall 1 \leq j < N \quad e_{ij}^{j+1}.timeStamp > e_{ij+1}^{j+1}.timeStamp
\]

This implies that all the events from \( e_{i1}^1 \) to \( e_{iN}^N \) must be in one of the partitions \( p \). If so, an operator instance with latest selection processing partition \( p \) will detect the event \( e_{out} \). This contradicts our initial assumption that \( e_{out} \) is a false negative event. Therefore all the positive events detected without parallelization are detected and there are no false negatives.
Duplicates. An output event $e_{out}$ is detected more than once, if the selection $\sigma$, in which $e_{out}$ is detected, is completely present in more than one partition. Since the state of the finite state machines of two open partitions can never be the same, a selection cannot be present completely in two partitions. Therefore, duplicates of an output event are not detected.

Ordering of Events. Consider two selections $\sigma_i$ and $\sigma_j$. Assume that the terminating events $e_{ti}$ and $e_{tj}$ respectively of $\sigma_i$ and $\sigma_j$ are such that $e_{ti}.timeStamp < e_{tj}.timeStamp$. Let $e_{iout}$ and $e_{jout}$ be the output events of $\sigma_i$ and $\sigma_j$, respectively. The ordering of the output stream is maintained, if $e_{iout}$ occurs before $e_{jout}$ in the output stream.

If the two selections $\sigma_i$ and $\sigma_j$ are in the same partition, then the ordering of the two output events is maintained in the event stream from instance that processed the partition to the merger. As the merger does not change the ordering of the events from an instance, the ordering is maintained in the output stream as well.

If the two selections $\sigma_i$ and $\sigma_j$ are in two different partitions $p_i$ and $p_j$, then from the partitioning model as described above, the identifier of $p_i$ is smaller than the identifier of $p_j$ as $p_i$ is opened before $p_j$. As discussed in section 3.3.3, merger orders the events based on the partition identifier of the output events. Therefore, $\forall i, j$ $e_{iout}$ will always occur before $e_{jout}$ in the output stream, maintaining the ordering of the events.

5.1.3 Example Predicates

Sequence. Algorithm 3 gives the predicates for a sequence operator $\text{Sequence}(E_1; E_2)$ with two event types $E_1$ and $E_2$. A partition is opened when an event of type $E_1$ is received. This is because $E_1$ is an initiator event type and therefore, an event of type $E_1$ starts a selection. All the events following the initiator event are included in the partition until the closing predicate $P_c$ returns true for this partition.

For this operator the finite state machine will have only one state other than the start state and it is final state. The finite state machine of a partition of this operator is shown in figure 5.1. The final state is reached when a partition is opened on the occurrence of an event of type $E_1$. This is because any following event of type $E_2$ will act as terminator event of a selection in this partition. The next partition is opened when the next event of type $E_1$ occurs and the next partition’s state of the finite state machine will be the
Algorithm 3 Predicates for sequence operator with Latest selection and Zero consumption

1: procedure $P_s$(Event $e$)
2:   if $e$.type == $E_1$ then
3:     return TRUE
4:   else
5:     return FALSE
6: end if
7: end procedure

8:
9: procedure $P_c$(Event $e$, Partition $p$)
10:   if $e$.type == $E_1$ AND $e$.timestamp > $p$.startTime then
11:     return TRUE
12:   else
13:     return FALSE
14: end if
15: end procedure

final state after the opening of partition. As a result, the present partition has to be closed when the next partition is opened. Therefore, an open partition is closed when an event of type $E_1$ is received after opening the partition.

Conjunction. Algorithm 4 gives the predicates for a conjunction operator, with two component event types, $Conjunction(E_1 \& E_2)$. A partition is opened when an event of type $E_1$ or $E_2$ is received. This is because, the events of both event types $E_1$ and $E_2$ act as initiator events for this Conjunction operator. All the events following the initiator event are included in the partition until the closing predicate $P_c$ returns true for this partition.

A partition of this operator has two final states and the start state. The finite state machine of a partition of this operator is shown in figure 5.2. From the start state based on the type of initiator event of this partition one of the two final states is reached. When the partition is opened with initiator event of type $E_1$, the terminator event of the selections in the partition is an event of type $E_2$. Conversely, when the partition is opened with initiator event of type $E_2$, the terminator event of the selections in the partition is an event of type $E_1$. The two final states of the finite state machine represent the two states: the next event of type $E_1$ is the terminator event and the next event of type $E_2$ is the terminator event. When a future partition is opened with an event of same initiator event type as this partition, then such a partition’s finite state machine will be in the same final state as this partition. As a result, this partition has to be closed. Therefore, an open partition is closed when an event of type $E_1$ is received in a partition where the first event is of type $E_1$ or when an event of type $E_2$ is received in
Algorithm 4 Predicates for conjunction operator for Latest selection and Zero consumption

1: procedure $P_s$(Event $e$) 
2: if $e.type == E_1$ OR $e.type == E_2$ then 
3: return TRUE 
4: else 
5: return FALSE 
6: end if 
7: end procedure 

8: 

9: procedure $P_c$(Event $e$ Selection $\sigma$) 
10: if $e.type == E_1$ AND $e.timestamp > s.startTime$ then 
11: if $s.startType == E_1$ then 
12: return TRUE 
13: end if 
14: else if $e.type == E_2$ AND $e.timestamp > s.startTime$ then 
15: if $s.startType == E_2$ then 
16: return TRUE 
17: end if 
18: end if 
19: return FALSE 
20: end procedure 

Figure 5.2: The finite state machine of a partition of $Conjunction(E_1, E_2)$ operator
a partition where the first event is of type $E_2$.

5.2 Each Selection - Selected Consumption

In this parameter context, a selection is mapped to multiple output events. Because of each selection, each event in a selection is used at least once in the production set of an output event. Because of selected consumption, all the events in a selection are consumed and no event of this selection is used in a future selection.

5.2.1 Partitioning Model

By changing the partitioning procedure, in the splitter, of the PACE system, the existing framework can be extended to parallelize an operator with this parameter context. As all the events of a selection are consumed and no two selections have an event common between them, the selections in this parameter context do not overlap. Therefore, at any point of time in splitter, there is at most one open selection. As a result, there is at most one open partition. The flowchart in figure 5.3 shows the partitioning procedure.

The predicates for partitioning work in the following way:

- A new partition is opened when an initiator event occurs. That is to say, $P_s(e)$ returns true, if $e$ is an initiator event.

- An open partition is closed when a terminator event occurs. That is to say, $P_c(\sigma_{open}, e)$ return true, if $e$ is the terminator event of $\sigma_{open}$

5.2.2 Proof of consistent partitioning

False positives. Assume that a false positive event $e_{out}$ is detected in selection $\sigma$ of partition $p$. Assume that the production set $D$ of the detected false positive event $e_{out}$ is given as $(e_{i1}^1, e_{i2}^2, \ldots, e_{iN}^N)$. Since $e_{out}$ is a false positive event, there must be an event $e_{ij}^j \in D$ where $1 \leq j \leq N$ such that $e_{ij}^j$ is consumed in a previous selection. This implies that, $e_{ij}^j$ is included in two partitions. Since the partitions are disjoint an event cannot be part of two partitions. This contradicts our initial assumption that, $e_{out}$ is a false positive event. Therefore, no false positive events are detected.

False negatives. Let $e_{out}$ be a positive event with production set $D$ containing events $(e_{11}^1, e_{22}^2, \ldots, e_{iN}^N)$ from the incoming queue.

Since $e_{out}$ is a positive event, for $e_{iN}^{iN-1}$, the latest terminator event before $e_{iN}^N$, the condition $e_{iN}^{iN-1}.timeStamp < e_{i1}^1.timeStamp$ must hold. This is because, if $e_{iN}^{iN-1}.timeStamp$ is greater than $e_{i1}^1.timeStamp$, then all the events $e_{ij}^j\in D$, for which $e_{ij}^j.timeStamp < e_{iN}^{iN-1}.timeStamp$, would have been part of the selection in which $e_{iN}^{iN-1}$ is the terminator event. This means that all these events would be consumed in
the previous selection and $e_{\text{out}}$ with production set $D$ wouldn’t be a positive event.

Since $e_{\text{out}}^{IN}$ is the first terminator event after $e_{1}^{1}$, according to the proposed partitioning procedure, all the events from $e_{1}^{1}$ to $e_{N}^{IN}$ will be included in one partition. Therefore, $e_{\text{out}}$ with production set $D$ will be detected in the instance processing this partition and false negatives do not occur.

Duplicates. A duplicate of an output event is detected, if a selection is processed by more than one instance. In the proposed partitioning procedure, all the partitions are disjoint and a partition is processed by only one instance. This implies that, a selection is processed by only one instance. Therefore, each output event is detected only once and duplicate events do not occur.

Ordering of events. The ordering of the events in the output stream of the parallel operator is consistent if the following condition is met: for all $i$ and $j$, if the output event $e_{\text{out}}^{i}$ occurs before output event $e_{\text{out}}^{j}$ in the output stream of the operator without parallelization, then $e_{\text{out}}^{i}$ occurs before $e_{\text{out}}^{j}$ in the output stream of the operator with
parallelization.

There are two cases of possibility depending on the partition in which $e^i_{\text{out}}$ and $e^j_{\text{out}}$ are detected:

- **Case 1** is where $e^i_{\text{out}}$ and $e^j_{\text{out}}$ are output events from the same partition. In this case, the instance forwards $e^i_{\text{out}}$ before $e^j_{\text{out}}$ to the merger. Since the merger does not change the order of the output events from an instance, the order of $e^i_{\text{out}}$ and $e^j_{\text{out}}$ is maintained in the output stream.

- **Case 2** is where $e^i_{\text{out}}$ and $e^j_{\text{out}}$ are output events from different partitions (and as a result from different selections). In this case, the merger orders the events $e^i_{\text{out}}$ and $e^j_{\text{out}}$ based on the identifier of the partition in which they are detected. Since $e^i_{\text{out}}$ occurs before $e^j_{\text{out}}$ in the output stream of operator without parallelization, selection $\sigma_i$, in which $e^i_{\text{out}}$ is detected, is determined before selection $\sigma_j$, in which $e^j_{\text{out}}$ is detected. Since $\sigma_i$ is determined before $\sigma_j$, partition $p_i$, in which $\sigma_i$ is included, will be opened earlier than partition $p_j$, in which $\sigma_j$ is included. As a result, $p_i$ will have smaller identifier than $p_j$. Therefore, merger orders the event $e^i_{\text{out}}$ with lower partition identifier before $e^j_{\text{out}}$ with higher partition identifier.

Therefore, the ordering of $e^i_{\text{out}}$ and $e^j_{\text{out}}$ is maintained in all possible cases.

### 5.2.3 Example Predicates

For partitioning of this parameter context, the predicates defined in the existing PACE system are used. The opening and closing predicates for sequence operator are given in algorithm 1 of section 3.3.4. The opening and closing predicates for conjunction operator are given in algorithm 2 of the same section 3.3.4.

### 5.3 Latest Selection - Selected Consumption

In this parameter context, a selection is mapped to only one output event. The latest events of the component event types in a selection are included in the production set of the output event. The events in a selection that are included in the production set of an output event are consumed and are not included in the future selections. Since only latest events of an event type are included in the production set, an event in the incoming stream becomes invalidated when another event of same event type occurs.

#### 5.3.1 Partitioning Model

By changing the partition procedure, in the splitter, of the PACE system, the existing framework can be extended to parallelize an operator with this parameter context. Since the latest events of an event type in a selection are consumed and other events of the same event type are invalidated because of the occurrence of the latest event, no events from a selection are included in the future selections. Therefore, similar to *Each selection*
- **Selected consumption** parameter context, at any point of time, there is at most one open selection in the splitter. As a result, there is at most one open partition. As the selections and partitions are similar to the **Each selection - Selected consumption** parameter context, the same partitioning procedure, as described in section 5.2.1, can be used at the splitter.

### 5.3.2 Proof of Consistent Parallelization

In this section, the proof for consistent parallelization of an operator, with **Latest Selection - Selected Consumption** parameter context, when incoming stream is partitioned according the above proposed partitioning model, is given.

**False Positives.** Assume that a false positive event $e_{out}$ is detected in selection $\sigma$ of partition $p$. Assume that the production set $D$ of the detected false positive event $e_{out}$ is given as $(e_{1}^{i}, e_{2}^{i}, \ldots, e_{N}^{i})$. Since $e_{out}$ is a false positive event, one of the two following cases must be true:

1. There is an event $e_{j}^{i} \in D$, which has already been consumed in a previous selection.

2. There is an event $e_{j}^{i} \in D$ where $1 \leq j < N$, such that there exists an event $e_{j}^{i+1}$ in incoming stream $I_{\omega}$, where

\[
e_{j}^{i+1}.timeStamp > e_{j}^{i}.timeStamp
\]

\[
e_{j}^{i+1}.timeStamp < e_{N}^{i}.timeStamp
\]

In case 1, if $e_{j}^{i}$ is consumed in two selections, then $e_{j}^{i}$ must be included in two partitions. But, according to the proposed partitioning model, any two partitions are disjoint sets of incoming events. Therefore, $e_{j}^{i}$ cannot be part of two partitions and the first case is not true.

In case 2, since all the events between the start event and end event of a selection are included in a partition, event $e_{j}^{i+1}$ is also included in the partition $p$. Since $e_{j}^{i+1}.timeStamp > e_{j}^{i}.timeStamp$, an event processing partition $p$ will detect the output event with production set that contains $e_{j}^{i+1}$ and not $e_{j}^{i}$. Therefore, in case 2, $e_{out}$ is not detected by an instance.

Therefore, a false positive event is not detected in all the possible cases.

**False Negative.** Let $e_{out}$ be a positive event with production set $D$ containing events $(e_{1}^{i}, e_{2}^{i}, \ldots, e_{N}^{i})$ from the incoming queue. Since $e_{out}$ is a positive event, for $e_{N}^{i-1}$, the latest terminator event before $e_{N}^{i}$, the condition $e_{N}^{i-1}.timeStamp < e_{1}^{i}.timeStamp$ must hold. This is because, if $e_{N}^{i-1}.timeStamp$ is greater than $e_{1}^{i}.timeStamp$, then
all the events $e_{ij}$ in $D$, for which $e_{ij}.timeStamp < e_{iN-1}.timeStamp$, would have been part of the selection in which $e_{iN-1}$ is the terminator event. This means that all these events would be consumed in the previous selection and $e_{out}$ with production set $D$ wouldn’t be a positive event.

Since $e_{iN}$ is the first terminator event after $e_{i1}$, according to the proposed partitioning procedure, all the events from $e_{i1}$ to $e_{iN}$ will be included in one partition. Therefore, $e_{out}$ with production set $D$ will be detected in the instance processing this partition and false negatives do not occur.

**Duplicates.** A duplicate of an output event is detected, if a selection is processed by more than one instance. In the proposed partitioning procedure, all the partitions are disjoint and a partition is processed by only one instance. This implies that, a selection is processed by only one instance. Therefore, each output event is detected only once and duplicate events do not occur in the output stream.

**Ordering of events.** The ordering of the events in the output stream of the parallel operator is consistent, if the following condition is met: for all $i$ and $j$, if the output event $e_{iout}$ occurs before output event $e_{jout}$ in the output stream of the operator without parallelization, then $e_{iout}$ occurs before $e_{jout}$ in the output stream of the operator with parallelization.

Since $e_{iout}$ occurs before $e_{jout}$ in the output stream of operator without parallelization, the selection $\sigma_i$, in which $e_{iout}$ is detected, is determined before $\sigma_j$, in which $e_{jout}$ is determined. Since $\sigma_i$ is determined before $\sigma_j$, the partition $p_i$, in which $\sigma_i$ is included, is opened before partition $p_j$, in which $\sigma_j$ is included. As a result $p_i$ will have the smaller partition identifier, when compared to $p_j$. Since the merger orders the output events based on the partition identifier in which the output event is detected, $e_{iout}$, whose partition identifier is smaller, occurs before $e_{jout}$ in the output stream of the parallel operator. Therefore, the ordering of the events is maintained.

**5.3.3 Example Predicates**

For partitioning of this parameter context, the predicates defined in the existing PACE system are used. The opening and closing predicates for sequence operator are given in algorithm 1 of section 3.3.4. The opening and closing predicates for conjunction operator are given in algorithm 2 of the same section 3.3.4.

**5.4 Earliest Selection - Selected Consumption**

In this parameter context, the operator correlates each selection to one output event. The earliest events of the component event types in a selection are used in the production set of the output event. The events used in the production set of an output event are consumed and are not used in determining the next selection.
5.4.1 Partitioning with PACE system.

The idea of the PACE system is to partition the incoming stream by putting all the events from start of a selection to the end of a selection in one partition. To do so the starting predicate $P_s(e)$ determines if an event $e$ starts a new selection and closing predicate $P_c(e, \sigma)$ determines if an event $e$ closes a selection $\sigma$.

To determine if an event $e$ closes a selection $\sigma$, a state is maintained for each open selection. The decision whether an event $e$ closes selection $\sigma$ is made based on the state of the selection $\sigma$. The state of a selection is determined by the events included in the partition that contains the selection. With earliest selection - selected consumption parameter context it is not possible to determine if an event $e$ closes a selection. This is because, when partitions overlap, an event is included in multiple partitions. The closing predicate cannot appropriately maintain the state of an open selection based on the events included in the partition, as it does not have the information if an event is consumed in the earlier selections in which the event is included.

For example, consider the sequence operator $Sequence(E_1, E_2)$. The predicates for this operator are given in algorithm 1 of section 3.3.4. A partition is opened when an event of type $E_1$ occurs. A partition is closed when an event of type $E_2$ occurs after opening of a partition. Consider the incoming stream and partitions as shown in figure 5.4. The event $e_1^j$ of the incoming stream is the $j^{th}$ instance of event type $E_1$. The predicates for this operator gives the first partition as $(e_1^1, e_2^1, e_1^2)$. The selection in this partition is correlated to output event $e_1^{out}$, with the production set $(e_1^1, e_2^1)$. The second partition is given as $(e_2^1, e_1^2)$. The selection in this partition contains event $e_1^2$, which is included in production set of output event $e_1^{out}$ and therefore must have been consumed. This results in false positive event with the production set $(e_2^1, e_1^2)$. As the next partition starts at event $e_1^3$, the positive output event $e_2^{out}$ with production set $(e_1^2, e_2^2)$ is not detected, resulting in a false negative event.

Therefore, the predicates of the existing framework does not perform the consistent partitioning of the incoming stream with earliest selection - selected consumption parameter context.
Why PACE system cannot be extended?

In order to perform consistent stream partitioning with PACE system for Earliest Selection - Selected Consumption parameter context, it is required to determine the terminator event of a selection at the splitter. The determination of terminator event of a selection, with this parameter context, requires knowledge of consumed events in the previous selections.

For example, consider the sequence operator and incoming stream discussed in the previous section (Figure 5.4). With consistent partitioning the first partition is \((e_1^1, e_1^2, e_1^3)\) and the second partition is \((e_2^1, e_1^4, e_2^5)\). This is because, \(e_1^1\) and \(e_1^3\) are the initiator and terminator events of first selection and \(e_1^2\) and \(e_2^5\) are the initiator and terminator events of second selection. The splitter can determine that \(e_2^5\) is the terminator event of second selection and not \(e_1^3\), only if it has the knowledge that \(e_1^3\) is consumed in the first selection.

The consumed events in a selection are known only after the mapping of selection to output events. Therefore, in order to determine a partition, the splitter has to wait for processing of all the previous partitions. This leads to sequential processing of the incoming stream and no parallelization is achieved. Therefore, it is not possible to modify the partitioning procedure of the existing PACE system to consistently parallelize an operator with Earliest Selection - Selected Consumption parameter context.

5.4.2 Merger Filtering

For consistently parallelizing an operator with Earliest Selection - Selected Consumption parameter context, the merger filtering method is proposed in this section.

5.4.3 Event Processing

In this method, the splitter uses only the starting predicate to determine the opening of a selection. A partition contains only one selection. Therefore, when a selection is opened, a partition is opened and the selection is included in the partition. The opened partition is assigned to an instance for processing. The procedure for splitting is shown in the flowchart in figure 5.5.

The instance processes a partition by detecting all the possible events from the selections in the partition whose initiator event is the first event in the partition. The instance forwards the output events to merger, in the order of their detection, along with the production set of the output event. The output event also contains identifier of the partition in which it is detected.

The merger receives the output events from the instances and performs the filtering for positive events. The merger discards the false positive events, and forwards the
positive events to the *consumers* through the output stream. When the merger finds a positive event, it sends a message with the partition identifier of the output event to the splitter. When the splitter receives this message from the merger, the partition with the identifier in the message is closed.

The sequence of steps in event processing is shown in figure 5.6.

**Filtering of positive events.** To filter positive events from the detected events forwarded by instances, the merger maintains a set of consumed events. As the name suggests, this set contains the events that are included in the production set of output events, i.e. consumed events. The merger orders the detected events from different instances based on the partition identifier of the detected event. The merger processes the
detected event by comparing the production set of the detected event with the set of consumed events. If the production set is disjoint with the set of consumed events, i.e., all the events in the production set are not consumed, the detected event is determined as positive output event. The production of this output event is added to the set of consumed events, as the events in production set are consumed now. If the production set is not disjoint with set of consumed events, the detection is a false positive and therefore, it is discarded.

5.4.4 Proof of Consistent Partitioning

In this section, the proof for consistent parallelization, when an operator is parallelized with merger filtering method, is discussed.

**False Positives.** Assume that a false positive event $e_{\text{out}}$ is detected in selection $\sigma$ of partition $p$. Assume that the production set $D$ of the detected false positive event $e_{\text{out}}$ is given as $(e_{i1}^1, e_{i2}^2, \ldots, e_{iN}^N)$. If $e_{\text{out}}$ is a false positive event, then one of the following conditions must hold:

1. There is an event $e_{ij}^j \in D$, that is already consumed in a previous selection.

2. There is an event $e_{kj}^j \in \sigma$, which is not consumed in any previous selection, such that,

   \[
   e_{kj}^j.timeStamp < e_{ij}^i.timeStamp \]

   \[
   e_{kj}^j.timeStamp > e_{ij}^{i-1}.timeStamp
   \]

   Consider the first case. The detected events from a selection before $\sigma$ will be from a partition with smaller identifier. the merger orders the events according to the partition identifier. As a result, detected events from selection $\sigma_p$ will be processed before the detected events from selection $\sigma$. Therefore, in the first case, if the event $e_{ij}^i$ is consumed in a previous selection $\sigma_p$, $e_{ij}^i$ will be in the consumed set of the merger. Since merger discards any detected event whose production set contains an event from the consumed set, $e_{\text{out}}$ will be discarded and will not be an output event.

Now consider the second case. In such scenario, the event $e_{kj}^j$ is also included in the partition $p$. This is because all the events after the event that opened the partition are included in the partition until the partition is closed. If the second case is true and and there is a detected event $e_{\text{out}}$ with production set $(e_{i1}^1, \ldots, e_{ij}^j, \ldots, e_{iN}^N)$, then there will be a detected event with production set $(e_{i1}^1, \ldots, e_{kj}^j, \ldots, e_{iN}^N)$. This is because, the instance detects the events with Each Selection - Selected consumption. Let this detected event be $e'_{\text{out}}$. The production set of $e'_{\text{out}}$ and $e_{\text{out}}$ is same, except for the event of type $E_j$. Since the timestamp of $e_{kj}^j$ is less than the timestamp of $e_{ij}^i$, $e'_{\text{out}}$ will be detected and forwarded to merger before $e_{\text{out}}$. If merger determines $e'_\text{out}$ as positive
event, then $e_{out}$ will not be a positive event. This is because, the production sets of $e'_{out}$ and $e_{out}$ have events in common. If merger determines $e'_{out}$ as false positive event, then merger determines $e_{out}$ as false positive event. This is because, since $e'_{out}$ is a false positive event and $e'_{kj}$ is not consumed, this implies that at least one of the events common between the production sets of $e'_{out}$ and $e_{out}$ is consumed. Therefore $e_{out}$ is also discarded as false positive.

Therefore in all the possible cases, $e_{out}$ is not an output event and no false positives are detected.

**False Negatives.** Let $e_{out}$ be a false negative event. Let the production set of $e_{out}$ be $D$ given as $(e_{i1}, e_{i2}, ..., e_{IN})$. Since an instance processing a partition detects all the possible events from the partition, $e_{out}$ will be detected by any one of the parallel instances. Since $e_{out}$ is false negative, it must have been discarded in the merger. This implies that there is at least one event that is common between the production set $D$ and the consumed set of the merger. Since $e_{out}$ is a positive event in the operator without parallelization, the events in $D$ are not consumed in any previous selection. As discussed previously, the false positives are not possible. Therefore, the events in the consumed set of the merger contain only the events consumed in the previous selections. Since, the events in $D$ are not consumed in previous selection, the consumed set of the merger and $D$ are disjoint sets. This contradicts our initial assumption that $e_{out}$ is a false negative event. As a result, merger will not discard the event $e_{out}$ and will determine $e_{out}$ as the positive event. Therefore, false negatives do not occur.

**Duplicates.** Let $e_{out}$ be the positive event detected from a selection whose initiator event is $e'_{i}$. Since only one instance correlates the selections in which $e'_{i}$ is the initiator event, $e_{out}$ will be detected only once. Therefore, there can be no duplicates of the events in the output stream.

**Ordering of Events.** The ordering of the events in the output stream of the parallel operator is consistent, if the following condition is met: for all $i$ and $j$, if the output event $e_{out}^{i}$ occurs before output event $e_{out}^{j}$ in the output stream of the operator without parallelization, then $e_{out}^{i}$ occurs before $e_{out}^{j}$ in the output stream of the operator with parallelization.

Since $e_{out}^{i}$ occurs before $e_{out}^{j}$ in the output stream of operator without parallelization, the selection $\sigma_{i}$, in which $e_{out}^{i}$ is detected, is determined before $\sigma_{j}$, in which $e_{out}^{j}$ is determined. Since $\sigma_{i}$ is determined before $\sigma_{j}$, the partition $p_{i}$, in which $\sigma_{i}$ is included, is opened before partition $p_{j}$, in which $\sigma_{j}$ is included. As a result $p_{i}$ will have the smaller partition identifier, when compared to $p_{j}$. Since the merger processes the output events based on the partition identifier in which the output event is detected, $e_{out}^{i}$, whose partition identifier is smaller, occurs before $e_{out}^{j}$ in the output stream of the parallel operator. Therefore, the ordering of the events is maintained.
5.4.5 Example Predicates

The splitter of an operator with merger filtering parallelization method consists of only the start predicate. The start predicate of a merger filtering operator is defined in the same way as the start predicate of the operator in the existing PACE system. The start predicates of algorithms 1 and 2 of section 3.3.4 gives the predicates for sequence and conjunction operator respectively.
6 Parallel Processing with Shared Memory

As discussed in section 5.4, the PACE system cannot be extended to provide consistent parallelization for processing a rule with earliest selection - selected consumption parameter context. One method that can be used to parallelize an operator with this parameter context is merger filtering, which is discussed in section 5.4.2. In this section, shared memory parallelization, a new framework for parallelization of an operator, executing a rule with earliest selection - selected consumption parameter context, is discussed.

Similar to PACE system, this is a data parallelization method. A number of similar operator instances run in parallel. Each instance processes a part of the incoming stream.

6.1 Architecture.

The architecture is similar to PACE system. The nodes in a parallel operator are a splitter, instances, and a merger. The tasks and the procedure of executing the tasks of nodes is different when compared to the PACE system. The instances have a shared memory between them. Figure 6.1 shows an operator with shared memory parallelization.

Figure 6.1: Data Parallelization with Shared Memory

**Splitter.** Splitter connects to all the event sources from which the operator receives events. It receives events from all the event sources and serializes the received events into a single incoming stream $I^s$ based on the global ordering of the events. Splitter also connects to all the instances that are running in parallel.

**Instance.** Multiple instances of an operator run in parallel. All the instances have access to a shared memory. An instance accesses the shared memory when processing an incoming event.
Merger. The merger functions in the same way as in the PACE system. It connects to all the operator instances running in parallel. It receives the output events of all the instances and merges them into a single output stream $O_\omega$.

6.2 Event Processing.
An operator, with earliest selection - selected consumption, processes the incoming stream $I_\omega$ to produce the outgoing stream $O_\omega$ in the following way:

1. Determine a selection $\sigma$ from the incoming stream.
2. Map the incoming events from $\sigma$ to a single output event as $f_\omega : \sigma \rightarrow e_{out}$.
3. Remove the events in the production set of output event from incoming stream.

As discussed in section 5.4, it is not possible to process the partitions of incoming streams independently in parallel and arrive at consistent output. Therefore, the idea is to process the events from incoming stream in parallel by sharing the state of the instances in a shared memory. Instead of detecting the output event and its production set from a selection of the incoming stream in a single step, the output event is detected by constructing the production set in multiple steps by processing the events from incoming streams one at a time. The state of the partial production sets is saved in the shared memory. Any instance can access a production set from the shared memory.

The production sets in the shared memory are saved in the form of a linked list. The earliest production set in the list is at the head of the list. When a new production set is opened it is added at the end of the list. When an instance accesses a production set it acquires the lock of the production set and releases the lock after the processing of the production set. It is not possible to access a production set in the shared memory without acquiring the lock.

When an instance is free, it sends a request to the splitter for an incoming event. When splitter receives a request from an instance, it sends the earliest event in the incoming stream to the instance and deletes the event from the incoming stream. After receiving an event from the splitter, the instance processes the production sets in the shared memory with the received event. For processing the production sets an instance offers an interface that can be programmed according to the operator functionality. The interface comprises of the following predicates:

- $P_i : (e, \gamma) \rightarrow BOOL$ If the event $e$ is included in the production set $\gamma$, then $P_i$ returns true. Else it returns false.
- $P_c : (\gamma) \rightarrow BOOL$ If the production set $\gamma$ is complete, then $P_c$ returns true. Else it returns false.
• $P_s : e \rightarrow BOOL$ If the event $e$ starts a new production set, then $P_s$ return true. Else it returns false.

The flowchart in figure 6.2 gives the procedure for processing of an event $e$ by an instance.

An instance processes the received event with the production sets in the shared memory, starting from the earliest production set, by executing $P_i(e, \gamma)$. If $P_i$ returns false, the instance executes $P_i$ for the event $e$ with next production set until $P_i$ returns true.

If $P_i$ returns true for a production set, the event $e$ is consumed in that production set and therefore, $P_i$ is not executed for further production sets with this event $e$. The $P_{c}(\gamma)$ is executed for the production set $\gamma$ in which the event $e$ is consumed, to check whether $e$ is the last event of the production set. If $P_{c}$ returns true for a production set $\gamma$, then the output event is detected. The production set $\gamma$ is removed from the list of production sets in the shared memory. The output event is detected from the production set $\gamma$ and is forwarded to the merger. The output event forwarded to the merger is attached with the time stamp of the last event in the production set of the output event. The merger uses this time stamp in the output event for ordering of the
events in the output stream.

If \( P_i \), for an event \( e \), does not return true for any of the production sets in the shared memory, \( P_s(e) \) is executed. If \( P_s \) returns true for an event \( e \), then \( e \) starts a new production set. The instance adds this new production set to the end of the list of production sets in the shared memory.

### 6.3 Synchronization

For consistent detection of output events by shared memory parallelization, synchronization among all the instances is required while accessing the production sets in the shared memory. For proper synchronization the following conditions have to be met:

- When an instance accesses a production set it acquires the lock of the production set and releases the lock after the processing of the production set. It is not possible to access a production set in the shared memory without acquiring the lock.

- If \( e_1 \) occurs before \( e_2 \) in the incoming stream, then instance \( I_2 \), processing event \( e_2 \), must access any production set \( \gamma_i \) in the shared memory only after the happening of one of the following two things:
  1. Instance \( I_1 \), processing event \( e_1 \), has accessed \( \gamma_i \).
  2. Event \( e_1 \) is consumed in a production set.

### 6.4 Proof of Consistent parallelization

In this section, the proof of consistent parallelization of an operator, with earliest selection - selected consumption parameter context, with shared memory parallelization is discussed.

**False Positives.** Let \( e_{out} \) be an output event with production set \((e_1^{i_1}, e_2^{i_2}, \ldots, e_N^{i_N})\), where \( e_j^{i_j} \) is the \( i_j \)th event of type \( E_j \). For an operator with earliest selection - selected consumption parameter context, \( e_{out} \) is a positive event, if the following two conditions are met:

1. \( \forall 1 \leq j < N \ \forall 1 \leq x_j < i_j \ \exists e_{j+1}^{x_j+1} \) such that
   \[
   e_j^{x_j}.\text{timeStamp} < e_{j+1}^{x_j+1}.\text{timeStamp} < e_{j+1}^{i_j+1}.\text{timeStamp}
   \]

2. \( \forall 1 < j \leq N, \ \forall x_j < i_j, \ \text{and } e_j^{x_j}.\text{timeStamp} > e_{j-1}^{i_j-1}.\text{timeStamp} : \) the event \( e_j^{x_j} \) is consumed in a previous selection.

Let \( e_{out} \) is a false positive output event. This implies that, atleast one of the above two conditions is not obeyed. If the first condition is not obeyed, then according to the event processing procedure described in section 6.2, \( e_{out} \) cannot be a positive event.
This is because, for the \( j \) on which the first condition is violated, \( e_{j+1}^{x} \) would have been consumed in a previous production set and hence could not have been part of the production set that resulted in the output event \( e_{\text{out}} \). This violates the initial assumption, that \( e_{\text{out}} \) is an output event. If the second condition is not obeyed, then, for the value of \( j \) on which the second condition is violated, \( e_{j}^{x} \) could have been part of the production set instead of \( e_{j}^{i} \). This violates the initial assumption, that \( e_{\text{out}} \) is an output event. Therefore, false positive events are not detected.

**False Negatives.** Let \( e_{\text{out}} \), with production set \( (e_{1}^{i}, e_{2}^{i}, \ldots, e_{N}^{i}) \), be the false negative event. Since it is proved that false positive events are not detected and the events from incoming stream are included in at most one production set, the events in the production set of the false negative event are not consumed in any other production set. This is because, such a consumed event will result in a production set that is not equivalent to production set of any of the positive output events. According to the event processing procedure discussed in section 6.2, if an event \( e \) in the incoming stream is not consumed in any of the production sets in the shared memory, \( P_{s}(e) \) is executed. Since \( e_{\text{out}} \) is a positive event, the first event of its production set \( e_{1}^{i} \) returns true for \( P_{s}(e_{1}^{i}) \). Therefore, a new production set \( \gamma \) is opened in the shared memory. For all other events \( e_{j}^{i} \), the predicate \( P_{s}(e_{j}^{i}, \gamma) \) returns true and \( e_{j}^{i} \) is included in \( \gamma \) resulting in the output of event \( e_{\text{out}} \). Therefore, false negative events do not occur.

**Duplicates.** A duplicate output event occurs when there are two output events with the same productions set. Since every event \( e \) in the incoming stream is consumed in only one production set, there cannot be two production sets in the shared memory with same set of events. Therefore, duplicate events are not detected.

**Ordering.** For an operator without parallelization, if selection \( \sigma_{i} \) is determined before selection \( \sigma_{j} \), then output event \( e_{\text{out}}^{i} \) mapped from \( \sigma_{i} \) occurs in the output stream before the output event \( e_{\text{out}}^{j} \) mapped from \( \sigma_{j} \). If \( \sigma_{i} \) is determined before \( \sigma_{j} \), then the time stamp of the terminator event of \( \sigma_{i} \) is less than the time stamp of the terminator event of \( \sigma_{j} \). Therefore, the output events are ordered according the time stamp of the terminator event of the selection from which the output event is mapped.

As discussed in section 6.2, in the operator with shared memory parallelization, the merger orders the output events according to the time stamps of the last event in the production set. Since the last event in the production set is the terminator event of the selection, the output events in the output streams of both the operators, with and without parallelization, are in the same order. Therefore, the ordering of the events in the output stream is preserved.
Algorithm 5 Predicates for sequence operator with shared memory

1: procedure $P_s$(Event $e$)
2:     if $e$.type == $E_1$ then
3:         return TRUE
4:     else
5:         return FALSE
6: end if
7: end procedure

8: procedure $P_i$(Event $e$, ProductionSet $\gamma$)
9:     if $\gamma$.prevType == $E_1$ then
10:        if $e$.type == $E_2$ then
11:           $\gamma$.prevType = $E_2$
12:           return TRUE
13:        end if
14:     else if $\gamma$.prevType == $E_2$ then
15:        if $e$.type == $E_3$ then
16:           $\gamma$.prevType = $E_3$
17:           return TRUE
18:        end if
19:     end if
20:     end if
21:     return FALSE
22: end procedure

23: procedure $P_c$(ProductionSet $\gamma$)
24:     if $\gamma$.prevType == $E_3$ then
25:        return TRUE
26:     else
27:        return FALSE
28:     end if
29: end procedure

6.5 Example Predicates.

**Sequence.** Algorithm 5 gives the predicates for a sequence operator $Sequence(E_1, E_2, E_3)$ with three event types $E_1$, $E_2$, and $E_3$. Since $E_1$ is the initiator event type, the starting predicate $P_s$ returns true for an event of type $E_1$. The predicate $P_i$ returns true, if event of type $E_2$ occurs after event of type $E_1$ or event of type $E_3$ occurs after event of type $E_2$. The predicate $P_c$ returns true, if the event of type $E_3$ is included in the production set.

**Conjunction.** Algorithm 6 gives the predicates for a conjunction operator $Conjunction(E_1, E_2, E_3)$ with three event types $E_1$, $E_2$, and $E_3$. Since any of the
Algorithm 6 Predicates for conjunction operator with shared memory

1: procedure $P_s$(Event $e$)
2:   if $e$.type == $E_1$ OR $e$.type == $E_2$ OR $e$.type == $E_3$ then
3:     return TRUE
4:   else
5:     return FALSE
6: end if
7: end procedure
8:
9: procedure $P_i$(Event $e$, ProductionSet $\gamma$)
10:   if $e$.type \in conjunction.types then
11:     if $e$.type \notin $\gamma$.prevTypes then
12:        $\gamma$.prevTypes = $\gamma$.prevTypes \cup \{e$.type\}
13:        return TRUE
14:     end if
15:   end if
16:   return FALSE
17: end procedure
18:
19: procedure $P_c$(ProductionSet $\gamma$)
20:   if $\gamma$.prevTypes == conjunction.types then
21:     return TRUE
22:   else
23:     return FALSE
24: end if
25: end procedure

component event types is the initiator event type, the starting predicate $P_s$ returns true for an event of type $E_1$, $E_2$, or $E_3$. The predicate $P_i$ returns true, if event of type that is not already included in the production set occurs. The predicate $P_c$ returns true, if the events of all the component event types are included in the production set.
7 Analysis and Results

In this section, the implementation and the results of evaluation for the parallelization methods proposed in sections 5 and 6 are discussed. The main aim of this evaluation is performance analysis of splitter in partitioning the incoming streams.

7.1 Experimental Set up

Test Environment. The evaluations have been carried out on a cluster of computing nodes with homogeneous capacity. Each node consists of 8 cores (Intel(R) Xenon(R) CPU E5620 @ 2.40Ghz) and 24 GB memory. They are connected by 10 Gigabit Ethernet connections.

Implementation. The components of the parallel CEP, splitter, instances, and merger, are implemented in Java. The other nodes related to the CEP system, sources and consumers, are also implemented in Java.

Experiment. The experiments are performed with a sequence operator. The number of component events of the sequence operator are varied to see how the performance of the splitter varies with it. The incoming stream of the operator consists of events belonging to the component event types. The source sends events at uniform rate to the operator, choosing the type of event randomly from the component event types. For all the results presented in this section, if not specified explicitly, the experiments are conducted with a parallelization degree of four.

7.2 Results

7.2.1 Latest Selection - Zero consumption

Figure 7.1 gives the splitter throughput of an operator with this parameter context. In splitter, the number of opening and closing of partitions per unit time affects the performance. When the number of component events is low, the percentage of initiator and terminator events in the incoming streams is high. As a result, the number of partitions opened and closed per unit time is high and the throughput is less.

Figure 7.2 gives the instance throughput. In instance, the throughput is affected by the number of output events detected. As mentioned above, the percentage of initiator and terminator events is high, when the number of component events is low. As a result, high number of output events are detected when the number of component events is low and the instance throughput is less.

7.2.2 Latest Selection - Selected consumption

Figure 7.3 gives the splitter throughput of an operator with this parameter context. Similar to the splitter throughput of the Latest Selection - Zero consumption, the splitter...
Figure 7.1: Splitter Throughput for Latest Selection - Zero consumption Parameter Context

Figure 7.2: Instance Throughput for Latest Selection - Zero consumption Parameter Context
throughput of this parameter context is low, when the number of component events are less, because of the high number of opening and closing of partitions. Also, similar to the instance throughput of the Latest Selection - Zero consumption, the instance throughput of this parameter context is low, when the number of component events are less, because of the high number of detected events.

7.2.3 Each Selection - Selected consumption

As the partitioning procedure and the predicate logic in the splitter with this parameter context is similar to that of the Latest Selection - Selected consumption parameter context, the splitter throughput is also similar and is as shown in figure 7.3. Figure 7.5 shows the instance throughput with this parameter context. Since, in this parameter context, all the possible events in a selection are detected, the number of output events detected grows exponentially as the number of component events increases. As a result, the instance throughput decreases exponentially as the number of component events increases. Therefore, for input streams with high event rate, an operator with this parameter context, can be practically implemented only for low number of component events.
Figure 7.4: Instance Throughput for Latest Selection - Selected consumption Parameter Context

Figure 7.5: Instance Throughput for Each Selection - Selected consumption Parameter Context
Figure 7.6: Throughput of the Instance and Splitter with Merger Filtering

7.3 Earliest Selection - Selected Consumption

7.3.1 Merger Filtering

Figure 7.6 shows the throughput of splitter and instance with merger filtering. As the number of component events increases, the splitter throughput decreases exponentially. This is because of the exponentially increasing number of events detected, as the number of component events increases. Figure 7.8 shows the percentage of the positive events that are forwarded on the output stream out of the total events detected by the instances. The percentage of the positive events is close to zero for operators with more than 3 component events. This low percentage of positive events results in the low rate of positive output events at the merger. This can be seen in figure 7.7. In figure 7.7, the throughput of merger for all the detected events increases with the number of component events. This is because, the processing of detected events at the merger involves set comparison operation between consumed events set and production set of detected events. The set comparison operator is expensive when the two sets are disjoint. When the number of component events is low, the percentage of the positive events is high. This means, with low number of component events, the result of high number of set comparisons is disjoint. Therefore, the throughput is low.
Figure 7.7: Throughput of the Merger with Merger Filtering

Figure 7.8: Percentage of Positive events at the Merger with Merger Filtering
Figure 7.9: Throughput of the Sequence operator with shared memory parallelization with parallelization degree eight

7.3.2 Shared Memory

Figure 7.9 shows the throughput of the sequence operator with shared memory parallelization with parallelization degree of eight. The throughput increases slightly initially and is stable later as the number of component events in the operator increases. The throughput is low when the number of component event is less. This is because, when the number of component events are less, the percentage of initiator and terminator events in the input stream is high. As a result, the production sets are opened and closed with in a short duration of time and there will be less number of open partitions in the shared memory at any point of time. This results in the blocking of processes as the processes try to access the production sets in the shared memory. Therefore, this blocking results in low throughput. As the number of component events increases, the number of open production sets in the shared memory increases. Therefore, the probability for blocking of processes decreases and throughput is stable. Figure 7.10 shows the throughput of the sequence operator with various parallelization degrees of two, four, six, and eight. The throughput of the operator increases steadily as the number of operator instances increases. It can be seen that, when the number of component events is two, the throughput for operator with a parallelization degree eight is less than the throughput of operator with parallelization degree four and six. This is because of the high probability of blocking of the instances, when parallelization degree is high and number of component events is small, in accessing the shared memory.
Figure 7.10: Throughput of the operator with shared memory parallelization with various parallelization degrees
8 Conclusion

8.1 Summary

The focus of this thesis is on parallelization of an operator in a distributed CEP system. Specifically, the thesis presented techniques for operator parallelization, when the rules are specified with a parameter context. The form of parallelization discussed in this thesis is data parallelization. In data parallelization approach the incoming events of an operator are divided into partitions, which are processed by instances of the operator running in parallel. There is an existing framework for such an operator parallelization, called PACE system. The PACE system identifies the partitions by using a couple of predicates to determine the start and end of partitions. These partitions can programmed according to the operator, allowing the PACE system to support a wide class of operators.

This thesis analysed the parameter context of the PACE system to be Each Selection - Zero consumption. It analysed, if the PACE system can be adopted to parallelize an operator with other parameter contexts. This analysis is done for four general parameter contexts: Latest Selection - Zero consumption, Latest Selection - Selected consumption, Each Selection - Selected consumption, and Earliest Selection - Selected consumption.

For the first three of the four above mentioned parameter contexts, it is found that the PACE system can be adopted with certain modifications. The modifications to the PACE system, the logic to program the predicates, and the proofs that such modifications provide consistent operator parallelization are discussed. It is also analysed, by experimental evaluation, how the throughput of such a parallelization technique varies, when the number of component events in the operator are increased.

In the case of the Earliest Selection - Selected consumption parameter context, it is shown that the predicate logic cannot be successfully adopted to partition the incoming stream. For operator parallelization with such a parameter context, two methods are proposed: merger filtering and shared memory approach.

In the merger filtering method, the architecture of the PACE system is retained. In this approach, the instances of the operator detect events in such a way that no false negatives occur. Note that the false positives may occur. The detected events from all the parallel instances are merged into a single stream and the false positives are filtered and discarded. The proof that the merger filtering approach provides a consistent parallelization is discussed. In the experimental evaluation of the merger filtering approach it is found that, the operator throughput is poor and does not scale well with the increase in the number of component events of the operator.

In the shared memory approach, all the instances running in parallel have access to
a shared memory, where the state of the event processing is stored. In this approach, instead of processing the partitions of the incoming streams, each instance processes one event of the incoming stream at a time updating the state in the shared memory after processing each event. The experimental evaluation with the \textit{sequence} operator shows that the throughput is stable when the number of component events in the operator are increased. The operator throughput also increases steadily with the increase in the number of parallel instances.

\section*{8.2 Future Work}

In this thesis, the work on operator parallelization is done only for the general parameter contexts. Various other parameter contexts can be defined with selection and consumption policies that are customized for a specific real world application. For example, a new selection policy can be defined with the combination of the two or more selection policies discussed in this thesis. Similarly, a new consumption policy can be defined, where only a subset of the events included in the production set are consumed. Work can be done in the future for operator parallelization with such parameter contexts. In this thesis, the discussion and analysis of shared memory approach is done only for parallelizing operators with \textit{Each Selection - Selected consumption} parameter context. In the future, work can be done on extending the usage of this approach for other parameter contexts. The evaluation of merger filtering approach for operator parallelization with \textit{Each Selection - Selected consumption} parameter context showed, that it is not suitable for practical application because of the poor throughput rate. Work can be done in the future to see if this approach gives a practically viable performance for operator parallelization with other parameter contexts. All the experimental evaluations are conducted with a single \textit{sequence} operator and a synthetic input stream. In the future, experiments can be conducted by implementing a network of operators that depicts a real world situation and an input stream with data acquired from real world scenario.
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