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1 Einleitung


Unter Einsatz einer rein passiven Kontrolle der Gruppenverzögerungsdispersion (GDD vom englischen group delay dispersion) und der Dispersion dritter Ordnung (TOD vom englischen third-order dispersion) werden in dieser Doktorarbeit beugungs- und bandbreitenbegren-

Einflüsse der Größe und Form auf die Eigenschaften der LSPR wurden direkt in der Zeitdomäne beobachtet. Eine gute Übereinstimmung zwischen experimentell ermittelten und simulierten Werten für Dephasierungszeiten und Resonanzwellenlängen wurde erzielt, was bestätigt, dass das gebräuchliche Modell des getriebenen, gedämpften, harmonischen Oszillators für die LSPR der Nanopartikel sowohl die linearen Streuspektren in der Frequenzdomäne als auch die SHG-Antwort in der Zeitdomäne qualitativ erklären kann.


Diese Doktorarbeit ist folgendermaßen gegliedert: In Kapitel 3 werden die fundamentalen
2 Introduction

Nonlinear optical (NLO) microscopy is a powerful tool in physics, chemistry, and material science, since it probes intrinsic optical properties of the sample without the need of labeling [1]. In order to investigate the ultrafast processes in nonlinear materials with high spatial resolution, we need to combine both ultrashort pulses and techniques focusing them to the diffraction limit. Nowadays, the commercial solid state laser [2] and fiber laser [3] are available to generate the few-cycle pulses in the near-infrared wavelength range. Even though the combination of ultrafast laser pulses and near-field microscopy [4] can provide high spatial resolution, the near-field interaction between probe tip and the sample avoids studying unperturbed properties of the sample. Also there is no three-dimensional sectioning capability for the near-field approach. In order to overcome these limitations, few-cycle laser pulses have often been tightly focused using conventional microscope objectives [5]. However, the propagation of an ultrashort pulse in optical materials, particularly in the glass of a high N.A. microscope objective, results in spatial and temporal distortions of the pulse electric field, which can severely affect its quality in the focus. In this thesis, diffraction-limited few-cycle pulses are demonstrated and applied for the unperturbed study of ultrafast plasmon dephasing processes of metallic nanoparticles. Also, many biological applications of NLO microscopy benefit from the availability of few-cycle laser pulses at the focus of a high N.A. objective. Apart from enhancing the NLO image contrast, diffraction-limited focusing of few-cycle pulses might pave the way for fundamental studies of structure and dynamics of biological samples under physiological conditions with three-dimensional sectioning capability.

By purely passive group delay dispersion (GDD) and third-order dispersion (TOD) management in this thesis, we experimentally demonstrate in-focus diffraction-limited and bandwidth-limited few-cycle pulses by using high N.A. objectives. Based on these achievements, the performance of a novel few-cycle NLO microscope for both second-harmonic generation (SHG) imaging and microspectroscopy in the frequency- and time-domains was characterized. The inverse linear dependence of SHG intensity on the in-focus pulse duration was demonstrated down to 7.1 fs for the first time. The application of shorter in-focus pulses for the enhancement of SHG image contrast was successfully demonstrated on a single collagen (type-I) fibril as a
biological model system for studying protein assemblies under physiological conditions. Beyond imaging, a collagen fibril has been found to act as a purely non-resonant $\chi^{(2)}$ soft matter under the present excitation conditions, and its ratio of forward- to epi-detected SHG intensities allowed for the estimation of the fibril thickness, which corresponds well with atomic force microscopy (AFM) measurements.

The ultrafast dephasing of the localized surface plasmon resonance (LSPR) in the metallic nanoparticles, that only occurs on a time scale of a few femtoseconds, has gained a lot of attraction in the field of nanoplasmonics [6]. The linear scattering spectroscopy is a standard method to investigate the spectral bandwidth and the resonance wavelength of the LSPR in individual nanoparticles and its dependence on the nanoparticle’s size, shape, composition, and local environment in the frequency-domain, from which dephasing times are retrieved. Directly time-resolving the plasmon dephasing was determined by using interferometric SHG spectroscopy of an ensemble of nanoparticles [7]. To avoid inhomogeneous size distributions of nanoparticles, Liao et al. [8] reported a proof of principle experiment on single nanoparticles with excitation pulses of 23 fs. However, a systematic time-domain SHG study of single metal nanoparticles of different sizes and shapes has not been reported yet. This thesis is the first systematic experimental demonstration of time-resolving ultrashort plasmon dephasing in single gold nanoparticles by using the time-domain and our in-focus 7.3 fs excitation pulses in combination with linear scattering spectroscopy performed on the same nanoparticle. For nanorods, nanodisks, and nanorectangles, strong plasmon resonance enhanced SHG is observed, where the SHG intensity strongly depends on the spectral overlap between the LSPR band and the excitation laser spectrum. For single nanorods and nanorectangles, the dependence of the plasmon resonance enhanced SHG intensity on the incident angle of the linearly polarized excitation was found to follow second-order dipole scattering, and the effect of size and shape on the LSPR properties was directly observed in the time-domain. Good agreement between experimental and simulated values of dephasing times and resonance wavelengths is obtained, which confirms that a common driven damped harmonic oscillator model for the LSPR in the nanoparticle can qualitatively explain both the linear scattering spectra in the frequency-domain and the SHG response in the time-domain.

Resonance bands in linear transmission and scattering spectra have also been observed for nanoholes with sizes smaller than the wavelength of the incident light in a metal film, which are assigned to LSPR modes of the electric field distribution around the nanohole with qualitatively similar resonance properties as a nanoparticle. The polarization-resolved nonlinear optical properties of the single nanoholes with different shapes and symmetries were also reported by using SHG [9] [10] and multi-photon emission [11] microscopies. However, systematic SHG studies of the size effect in the LSPR of the single nanoholes in the metal films and of their ultrafast dephasing dynamics have not been reported yet. In this thesis, enhancement of both
the forward- and epi-detected SHG emissions from single rectangular nanoholes are observed, however, no ultrafast dephasing dynamics of LSPRs in rectangular nanoholes could be time-resolved with our in-focus 7.3 fs excitation laser pulses, which indicates that contributions from LSPR enhanced SHG to the detected SHG signal are negligible. More work needs to be done in order to overcome the current experimental limitations. According to Babinet’s principle [12], the spectral response of single rectangular nanoholes for a given linearly polarized excitation field corresponds to that of its complement for orthogonal polarization. While the applicability of Babinet’s principle has been previously experimentally demonstrated for linear optical frequency metamaterials and nanoantennas [13] [14], the question as to whether Babinet’s principle can even be applied in nonlinear optical scattering measurements remains to be answered. In this thesis, the dependence of the forward- and epi-detected SHG intensity from the single rectangular nanohole on the angle between the incident linearly polarized excitation field and the long-axis of the rectangular nanohole was found to follow that of a second-order dipole pattern. While the SHG dipole pattern observed for rectangular nanoparticles is oriented parallel to its long-axis, the SHG dipole pattern of its complementary rectangular nanohole is oriented perpendicular to its long-axis. This observation represents the first experimental demonstration of Babinet’s principle in second-order nonlinear scattering of a single rectangular nanohole in a gold film.

This thesis is organized as follows: In chapter 3, the fundamental principles needed to explain the experimental data and the models used for simulations are presented. This includes the description of ultrafast optical pulses and their linear and nonlinear interactions with matter, in particular SHG. The SHG interferometric autocorrelation (SHG IAC) function, which is used for pulse characterization and time-resolving of ultrafast plasmon dephasing processes throughout this thesis is then discussed in detail. Next, the linear and nonlinear optical properties of gold nanoparticles and nanoholes are introduced, where the emphasis is put on the corresponding LSPR modes, which are described by the Mie theory, the driven damped harmonic oscillator model, and Babinet’s principle. In chapter 4, the optical setup of the few-cycle NLO microscope system and the system control software are described. The data analysis methods, which are common to all the experiments are also summarized here. In chapter 5, we experimentally characterize the spatial properties of the focus and the properties of the in-focus pulses in both frequency- and time- domains. In particular, the nonlinear optical image contrast enhancement and microspectroscopy in both the frequency- and time-domains by using in-focus few-cycle pulses are demonstrated for the SHG of single collagen fibrils. In chapter 6, we present the experimental study of LSPR properties of individual nanospheres, nanorods, nanodisks, and nanorectangles of varying sizes and shapes using linear and SHG spectroscopies in the frequency- and time-domains in combination with polarization-resolved experiments. In chapter 7, we present the experimental study of LSPR properties of individual
rectangular nanoholes of varying sizes in gold films using simulated linear transmission spectra, SHG spectroscopies in both the frequency- and time-domains, and SHG imaging in combination with SHG polarization-resolved experiments in both the forward- and epi-detection geometries. Each result chapter 5, 6 and 7 ends with a detailed summary and conclusion section.
3 Fundamentals

In this chapter, the fundamental principles needed to explain the experimental data and the models used for simulations are presented. This includes the description of ultrafast optical pulses and their linear and nonlinear interactions with matter. In particular, the descriptions of second-harmonic generation (SHG) signals in the frequency- and time-domains are discussed. The SHG interferometric autocorrelation (SHG IAC) function, which is used for pulse characterization and time-resolving of ultrafast plasmon dephasing processes throughout this thesis, is then discussed in detail. Next, the linear and nonlinear optical properties of gold nanoparticles and nanoholes in gold films are introduced, where the emphasis is put on the corresponding localized surface plasmon resonance (LSPR) modes, which are described by the Mie theory, the driven damped harmonic oscillator model, and Babinet’s principle.

3.1 Description of an ultrashort laser pulse

A laser pulse is described by the electric field, \( E(\mathbf{r}, t) \), which is a function of both space \( \mathbf{r} \) and time \( t \). The real-valued scalar quantity describing the time-dependent electric field \( E(t) \) of an ultrashort optical pulse at a fixed point in space can be written as

\[
E(t) = A(t)e^{i\phi(t)} + \text{c.c.},
\]

where \( A(t) \) and \( \phi(t) \) are the time-dependent amplitude and phase functions, respectively. \( \text{c.c.} \) is the complex conjugate term. The optical pulse duration \( \tau_p \) is usually defined by the FWHM (full width at half-maximum) of the temporal intensity function \( I(t) \), which can be written as

\[
I(t) = 2\varepsilon_0nc|A(t)|^2,
\]

with the dielectric constant of the vacuum \( \varepsilon_0 \), the speed of light \( c \), and the refractive index \( n \). The temporal and spectral characteristics of a laser pulse field are related to each other by the Fourier transformations:

\[
E(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \tilde{E}(\omega)e^{i\omega t} d\omega = \mathcal{F}[\tilde{E}(\omega)]
\]
\[ \tilde{E}(\omega) = \int_{-\infty}^{\infty} E(t) e^{-i\omega t} dt = \mathcal{F}^{-1}[E(t)]. \]  

\( \mathcal{F} \) and \( \mathcal{F}^{-1} \) are the operators for the forward and inverse Fourier transforms, respectively. The complex frequency-dependent electric field \( \tilde{E}(\omega) \) can then be written as

\[ \tilde{E}(\omega) = A(\omega)e^{-i\varphi(\omega)} + c.c. , \]  

where \( A(\omega) \) and \( \varphi(\omega) \) are spectral field amplitude and phase functions, respectively. The spectral intensity \( I(\omega) \) is then given by

\[ I(\omega) = \frac{\varepsilon_0 n c |A(\omega)|^2}{\pi}. \]  

The spectral bandwidth \( \omega_p \) of optical pulses is defined as the FWHM of the spectral intensity \( I(\omega) \). As a consequence of the uncertainty principle, the pulse duration and the bandwidth cannot independently vary to each other. The time-bandwidth product (TBP) can be written as

\[ TBP = \frac{\tau_p \omega_p}{2\pi} \geq c_B, \]  

where \( c_B \) is a minimum constant value determined by the pulse shape. If the pulse has a flat spectral phase, it is called ‘Fourier-limited’. When the equality holds, the pulse exhibits the shortest duration at a given spectral width and pulse shape. If the pulse is not Fourier-limited \((TBP > c_B)\), the pulse duration is increased.

A typical analytical description of the pulse shape is given by the hyperbolic secant (sech) function, where the electric field amplitudes for Fourier-limited pulses in the time- and frequency-domains are written as [15]

\[ A(t) = \frac{A_0}{2} \text{sech} \left( \frac{2\ln(1 + \sqrt{2})}{\tau_p} t \right) \]  

and

\[ A(\omega) = A_0 \tau_p \frac{\pi}{4\ln(1 + \sqrt{2})} \text{sech} \left( \frac{\pi \tau_p}{4\ln(1 + \sqrt{2})} \omega \right), \]  

respectively. \( A_0 \) is a constant value. For a sech² laser pulse, \( c_B = 0.315 \) in eq. (3.7). Because the spectral amplitude \( A(\omega) \) is distributed around a carrier frequency \( \omega_0 \) of the optical pulse, one can expand the spectral phase \( \varphi(\omega) \) into a Taylor series

\[ \varphi(\omega) = \varphi(\omega_0) + \frac{\partial \varphi}{\partial \omega} \bigg|_{\omega_0} (\omega - \omega_0) + \frac{1}{2} \frac{\partial^2 \varphi}{\partial \omega^2} \bigg|_{\omega_0} (\omega - \omega_0)^2 + \frac{1}{6} \frac{\partial^3 \varphi}{\partial \omega^3} \bigg|_{\omega_0} (\omega - \omega_0)^3 + ..., \]  

where only the first four terms are considered. The first term \( \varphi(\omega_0) \) is known as the carrier envelope phase, which corresponds to an absolute phase offset. The second term \( \frac{\partial \varphi}{\partial \omega} \bigg|_{\omega_0} \) leads to a constant group delay, which is a temporal translation of the pulse phase envelope, without an
effect on the pulse shape. The third and fourth terms in eq. 3.10 are dominated by group delay dispersion (GDD) and third-order dispersion (TOD), which are defined as

\[ \text{GDD} = \left. \frac{\partial^2 \varphi}{\partial \omega^2} \right|_{\omega_0} \]  

(3.11)

and

\[ \text{TOD} = \left. \frac{\partial^3 \varphi}{\partial \omega^3} \right|_{\omega_0}, \]  

(3.12)

respectively. In contrast to carrier envelope phase and group delay phase, the presence of both GDD and TOD changes the temporal pulse shape and increases the pulse duration. GDD and TOD distort a pulse in different manners: When GDD > 0 (GDD < 0), by convention, the pulse is linearly up- (down-) chirped, which exhibits a linear increase (decrease) of the frequency in time. For TOD ≠ 0, the central frequency of the pulse arrives first, the frequencies on either side arrive later, which is called quadratic chirp.

### 3.2 Linear pulse propagation

Few-cycle laser pulses will undergo complicated phase changes when propagating through an optical system, such as, for example, lenses, air, and mirrors. By assuming that the pulse peak intensities are kept low, such that nonlinear interaction with the elements of the optical system are negligible, the linear propagation of the pulse electric field is best described in the frequency domain. The output of the electric field \( E_{\text{out}}(\omega) \) after the passage of the incident field \( E_{\text{in}}(\omega) \) through a linear optical element can be mathematically described as

\[ E_{\text{out}}(\omega) = H(\omega)E_{\text{in}}(\omega), \]  

(3.13)

where \( H(\omega) \) is the complex optical transfer function of the optical elements:

\[ H(\omega) = R(\omega)e^{-i\varphi_d(\omega)}. \]  

(3.14)

\( R(\omega) \) is the real-valued spectral amplitude response function, and \( \varphi_d(\omega) \) is the spectral phase transfer function, which describes the spectral phase accumulated upon the passage through the optical elements.

Recalling eqs. 3.5, 3.13 and 3.14, the description of an output electric field \( E_{\text{out}}(\omega) \) after propagation through an optical element is then written as

\[ E_{\text{out}}(\omega) = A_{\text{in}}(\omega)R(\omega)e^{-i[\varphi(\omega)+\varphi_d(\omega)]}, \]  

(3.15)

which clearly illustrates that the additional phase \( \varphi_d(\omega) \) has an affect on the ultrashort pulse.

In the following discussions, we focus on the spectral phase transfer function for both the dispersion due to the propagation of an optical pulse through a transparent medium and the
dispersion due to interferences in the so-called dispersive mirrors, which are related to our experiments.

The spectral phase transfer function due to propagation of the pulse through a medium of refractive index \( n(\omega) \) and a propagation length \( L \) is given by

\[
\varphi_d(\omega) = \frac{n(\omega)\omega L}{c}.
\]

(3.16)

According to eqs. 3.10, 3.11, and 3.12, the GDD and TOD values due to material dispersion at \( \omega_0 \) can be calculated [15]. To give an example, the normal dispersion of common materials in the visible and near-infrared wavelength ranges results in linearly-up chirped pulses (\( GDD_{\text{medium}} > 0 \) and \( TOD_{\text{medium}} > 0 \)). Typical \( GDD_{\text{medium}} \) and \( TOD_{\text{medium}} \) values at 800 nm for air [17], water [18], BK7 glass [15], and fused silica glass [15] are listed in table A.2 (see appendix A.1).

In order to achieve the pulses with smallest TBP, it is indispensable for an optical system to introduce negative dispersion for compensation of positive dispersion introduced by the propagation through a normal dispersion medium. Several optical elements have been used that exploit a spectral phase transfer function with a negative angular dispersion, such as gratings [19] and prisms pairs [20]. In this work, we introduce negative dispersion provided by interferences in multilayer-coated dispersive mirrors, which enable an extremely compact and broadband dispersion control of femtosecond pulses [21]. Fig. 3.1 shows a conceptual drawing of the origin of negative dispersion in a dispersive mirror, which consists of dielectric multilayer coatings of alternating transparent pairs of high- and low- index layers with a thickness equal to the quarter of the Bragg reflection wavelength. The period is increasing with increasing distance from the mirror surface. If the optical thickness of the layers along the mirror structure is changed, and the different spectral components of the optical pulse penetrated to different depth before being reflected, constructive interference for the longer wavelength occurs at deeper multilayers. By careful design of these layer stacks, not only negative GDD but also even negative TOD can be achieved over almost the entire pulse bandwidth. Pairs consisting of two matched dispersive mirrors are usually implemented, which are specially designed to cancel out spectral oscillations in the GDD spectrum of a single chirp mirror, achieving a considerable flattening of the GDD spectrum over an entire bandwidth of a few-cycle laser pulse. Typical values for GDD and TOD at 800 nm for a single reflection on custom-tailored dispersive mirrors and beam-splitters [22] used in this thesis are also listed in table A.2 (see appendix A.1).

### 3.3 Second-harmonic generation

In the presence of intense electric field amplitudes, which can modify the optical properties of an optical medium, nonlinear optics is needed for more accurate description of interaction
between light and matter. In nonlinear optics, the induced optical polarization $P(r, t)$ is generally described as a power Taylor expansion in the incident electric field $E(r, t)$ \cite{23}:

$$ P(r, t) = P^{(1)}(r, t) + P^{(2)}(r, t) + P^{(3)}(r, t) $$

$$ = \varepsilon_0 \left[ \chi^{(1)}(r, t) E(r, t) + \chi^{(2)}(r, t) E^2(r, t) + \chi^{(3)}(r, t) E^3(t) + \cdots \right], \quad (3.17) $$

where $P^{(1)}(r, t)$ describes linear optics. $P^{(2)}(r, t)$ and $P^{(3)}(r, t)$ are the first two terms describing the induced nonlinear optical polarization. $\chi^{(i)}(i = 1, 2, 3)$ are the $i$-th order susceptibility tensors of rank $i+1$. The second-order susceptibility $\chi^{(2)}$ is about twelve orders of magnitude smaller than $\chi^{(1)}$ \cite{23}.

For the purpose of this work, only the second-order polarization is of interest. Eq. \ref{eq:3.17} is then reduced to

$$ P^{(2)}(r, t) = \varepsilon_0 \chi^{(2)}(r, t) E^2(r, t). \quad (3.18) $$

In the frequency domain, the corresponding expression for the second-order polarization can be written as

$$ P^{(2)}(\omega, k) = \varepsilon_0 \chi^{(2)}(\pm \omega_1 \pm \omega_2, \pm k_1 \pm k_2) E_1(\omega_1, k_1) E_2(\omega_2, k_2), \quad (3.19) $$

where $k_i$ and $\omega_i$ are the wave vectors and angular frequencies of the $i$-th monochromatic electric field $E_i(\omega_i, k_i)$. In this thesis, we are only interested in the contribution of $P^{(2)}(\omega, k)$ that oscillates at the frequency $\omega = \omega_1 + \omega_2$, which for the special case of $\omega_1 = \omega_2$, is the source for second harmonic generation (SHG).

The energy diagram of an SHG process is shown in fig. \ref{fig:3.2}. A pair of fundamental red photons with frequency $\omega$ is annihilated while a single blue photon with frequency $2\omega$ is simultaneously created. This process is instantaneous and parametric, where energy is conserved in the entire process.
3.3.1 Description of the SHG signal

By adapting the theoretical description of a two-photon induced fluorescence signal by Xu et al. [24], the number of SHG photons detected per unit time can be presented as

$$S_{SHG}(t) \propto \int_V dV |P^{(2)}(r, t)|^4,$$

(3.20)

where $V$ is the illuminated sample volume. Using eq. (3.18) and assuming a homogenous non-linear medium with $\chi^{(2)}(r)=$constant, we obtain

$$S_{SHG}(t) \propto \int_V dV I_0^2(r, t),$$

(3.21)

where $I_0(r, t) \propto |E_0(r, t)|^2$. One can separate time and space dependence of the incident intensity, and then obtains

$$I_0(r, t) \propto PSF(r) I_0(t),$$

(3.22)

where $PSF(r)$ describes the normalized intensity point-spread function for a focusing lens, which describes intensity everywhere in the space near the focus. $I_0(t)$ describes the time-dependent intensity of the incident light. In practice, only the time-averaged SHG photon flux $< S_{SHG}(t) >$ is experimentally measurable. Substituting eq. (3.22) into eq. (3.21) results in

$$< S_{SHG}(t) > \propto < I_0^2(t) > \int_V dV PSF^2(r).$$

(3.23)

3.3.1.1 Temporal dependence

For pulsed excitation with a mode-locked laser producing pulses with a duration $\tau_p$ and a repetition rate $f$, $< I_0^2(t) >$ in eq. (3.23) can be obtained from the second-order temporal coherence of
the excitation source,

\[ g = \frac{< I_0^2(t) >}{< I_0(t) >^2} = \frac{g_p}{f\tau_p}, \]  

(3.24)

where \( g_p \) is an unitless factor that depends on the temporal laser pulse shape. For a \( \text{sech}^2 \) pulse, \( g_p = 0.588 \) \[24\]. Combining eq. 3.23 and eq. 3.24, we obtain the temporal dependence of the SHG signal

\[ < S_{\text{SHG}}(t) > \propto \frac{< I_0(t) >^2 g_p f \tau_p}{\int V \text{dV} \text{PSF}^2(r)}. \]  

(3.25)

Since for a given two-photon excitation focus volume \( < I_0(t) > \) is directly proportional to the time-averaged excitation power \( < P_0(t) > \) \[24\], eq. 3.25 can then be expressed as a function of experimental parameters only:

\[ < S_{\text{SHG}}(t) > \propto \frac{< P_0(t) >^2}{f \tau_p}. \]  

(3.26)

Eq. 3.26 clearly demonstrates the quadratic dependence of the SHG signal on the average excitation power. Furthermore, when the average power and repetition rate of the excitation pulse train are kept constant, the SHG signal is inversely proportional to the pulse duration.

3.3.1.2 Spatial dependence

To describe the two-photon excitation volume for a tightly focused laser beam, we consider an uniform illumination of the back aperture of the focusing objective lens with a collimated Gaussian beam. The approximation of uniform illumination holds as long as the 1/e beam diameter of the Gaussian beam is no less than the back aperture diameter of the objective lens. The two-photon excitation volume is then given by \( \text{PSF}^2(r) \), which can be calculated using the full vectorial description of the electric field within the diffraction-limited focus volume \[25\]. A good approximation is provided by a three-dimensional Gaussian volume \[1\]

\[ (\text{PSF}(x, y, z))^2 \propto e^{-\left(\frac{x^2}{w_{xy}^2} + \frac{y^2}{w_{xy}^2} + \frac{z^2}{w_z^2}\right)}, \]  

(3.27)

where \( w_{xy} \) and \( w_z \) are the lateral and axial 1/e radii of \( \text{PSF}^2(x, y, z) \), respectively. Expressions for relating the Gaussian parameters \( w_{xy} \) and \( w_z \) with the dimensions of the diffraction-limited focus volume obtained with an objective of numerical aperture NA have been estimated by Zipfel et al. \[1\]

\[ w_{xy} = \begin{cases} 
0.320\lambda \sqrt{2 \text{NA}}, & \text{NA} \leq 0.7 \\
0.325\lambda \sqrt{2 \text{NA}^{0.97}}, & \text{NA} > 0.7 
\end{cases}, \]  

(3.28)

\[ w_z = \frac{0.532\lambda}{\sqrt{2}} \left[ \frac{1}{n_{med} - \sqrt{n_{med}^2 - \text{NA}^2}} \right], \]  

(3.29)
where $n_{med}$ and $\lambda$ are the refractive index of the immersion medium and the excitation laser wavelength, respectively.

In our experiments, the FWHM of the lateral and axial SHG intensity profiles will be analyzed, which are more common measures of spatial resolution in nonlinear optical microscopy. The corresponding FWHM$_{xy}$ and FWHM$_z$ are obtained by multiplying eqs. 3.28 and 3.29 respectively, with the factor $2 \sqrt{\ln 2}$. The case where the back-aperture is not fully filled with the collimated Gaussian beam has been discussed by Helmchen et al. [26].

### 3.3.2 Simulation of the SHG spectrum

In contrast to the simple monochromatic waves considered in eq. 3.19 here we take the general frequency-dependence of the pulse electric field (see eq. 3.5) into account. For simplicity, we assume an instantaneous SHG response, such as that of a KDP crystal as an example, where $\chi^{(2)}$ is frequency independent [27]. The second-order polarization is then expressed as a convolution integral:

$$P^{(2)}(2\omega) \propto \int_{-\infty}^{\infty} d\omega' E(\omega') E(\omega - \omega'),$$

(3.30)

where all combinations of frequency components of the fundamental pulse contribute to sum-frequencies of the induced polarization. In the experiments, the SHG power spectrum is measured, which can be written as:

$$I_{SHG}(2\omega) \propto |H(2\omega)|^2 |P^{(2)}(2\omega)|^2.$$  

(3.31)

$H(2\omega) = R(2\omega)e^{-i\phi(2\omega)}$ represents the complex optical transfer function of the optical system that consists of both the SHG collection and detection elements. Consequently, $|R(2\omega)|^2$ is the spectral intensity response of the spectral filters and the detector at the SHG frequencies.

### 3.3.3 The SHG interferometric autocorrelation function

The SHG interferometric autocorrelation (SHG IAC) is one of the most common and robust techniques, which are used to characterize an ultrashort pulse. In a Michelson interferometer setup, the incoming pulse is split in two replicas with a beamsplitter. A path length difference is introduced between both replicas before recombined by the same beamsplitter, which is resulting in a time delay $\tau$. The combined collinear pulses are focused into a nonresonant nonlinear optical medium with $\chi^{(2)} \neq 0$. The induced second-order polarization can then be written as [28]

$$P^{(2)}(\tau, t) \propto \int_{-\infty}^{\infty} dt' R(t')E^2(\tau, t, t'),$$

(3.32)

where $R(t')$ is the temporal response function of the nonresonant nonlinear medium with an instantaneous Dirac function response $\delta(t')$, such as

$$R(t') = A_{NR}\delta(t').$$

(3.33)
$A_{NR}$ is a constant value that is proportional to the strength of nonresonant response. The combined electric field is given by:

$$E(\tau, t, t') = E(t - t') + E(t - t' + \tau),$$  \hspace{1cm} (3.34)

where the temporal dependence of the electric field can be obtained by Fourier transformation

$$E(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \sqrt{I(\omega)} e^{-i\varphi(\omega, GDD, TOD)} e^{-i\omega t} d\omega.$$  \hspace{1cm} (3.35)

Here, $I(\omega)$ represents the pulse intensity spectrum, and $\varphi(\omega, GDD, TOD)$ is the spectral phase of the incident pulse for a given GDD and TOD. Considering the spectral modulation induced by the transmission of optical filters $T_F(2\omega)$ and the spectral sensitivity of the SHG collection system $T_{Det}(2\omega)$, we introduce the optical transfer function $|H(2\omega)| = \sqrt{T_F(2\omega)T_{Det}(2\omega)}$ in the frequency-domain. The detected SHG IAC intensity as a function of the time delay $\tau$ between two pulses can then be written as

$$I_{SHGIAC}(\tau) \propto \int_{-\infty}^{\infty} |F^{-1}[F^{(2)}(t, t)]|H(2\omega)|^2 dt.$$  \hspace{1cm} (3.36)

In an actual SHG IAC trace experiment, one commonly analyzes the SHG IAC intensity when normalized to its value at $\tau = \infty$, such that

$$I_{SHGIAC}^{\exp}(\tau) = \frac{I_{SHGIAC}(\tau)}{I_{SHGIAC}(\tau = \infty)}.$$  \hspace{1cm} (3.37)

From this equation, one can show that for a pure second-order nonlinear process, the ratio between maximum intensity at $\tau = 0$ and constant intensity at $\tau = \infty$ has to be $I_{SHGIAC}(\tau = 0)/I_{SHGIAC}(\tau = \infty) = 8$ \hspace{1cm} [28]. From the above derivation of eqs. 3.36 and 3.37 follows that an SHG IAC trace measured in nonresonant nonlinear optical medium not only depends on the intensity spectrum $I(\omega)$ and on the chirp parameters, GDD and TOD, of the incident pulses at the sample, but also depends on the spectral transfer function of the SHG collection and detection optical systems.

The SHG intensity autocorrelation (AC) function is also commonly used to harvest quantitative information about the temporal structure of an ultrashort pulse, which is defined as:

$$I_{SHGAC}(\tau) \propto \int_{-\infty}^{\infty} I(t)I(t - \tau)dt,$$  \hspace{1cm} (3.38)

where $I(t) \propto |E(t)|^2$. The SHG AC function can be extracted from an SHG IAC experiment by Fourier filtering:

$$I_{SHGAC}^{\exp}(\tau) = \frac{1}{2} \left\{ F^{-1}[F^{\exp}[I_{SHGIAC}(\tau)] \cdot f(\omega)] - 1 \right\},$$  \hspace{1cm} (3.39)

where the filter function is defined as

$$f(\omega) = \begin{cases} 1, & |\omega| \leq \frac{\omega_0}{2} \\ 0, & |\omega| > \frac{\omega_0}{2} \end{cases},$$  \hspace{1cm} (3.40)
In eq. (3.39), all frequency components at around \( \pm \omega_0 \) and \( \pm 2\omega_0 \) (\( \omega_0 \) is the carrier frequency of the incident optical pulses) in the interferometric autocorrelation function \( I_{\text{SHGAC}}^{\text{exp}}(\tau) \) are rejected. If an analytical pulse shape for a Fourier-limited sech^2 pulse (see eq. (3.8)) is assumed, the corresponding analytical expression for the intensity autocorrelation trace can be written as [28]:

\[
I_{\text{SHGAC}}(\tau) = \frac{3 \cdot \left\{ \frac{1.763\tau_p}{\tau_p} \cosh\left(\frac{1.763\tau}{\tau_p}\right) - \sinh\left(\frac{1.763\tau}{\tau_p}\right) \right\}}{\sinh^3\left(\frac{1.763\tau}{\tau_p}\right)}. \tag{3.41}
\]

### 3.3.4 SHG polarization dependence for a dipole scatterer

For a single dipole scatterer, for example a gold nanorod, the highest probability of linear optical scattering occurs when the transition moment is oriented parallel to the linear polarization of the incident electric field. The linear scattered light intensity exhibits the following dependence on the angle \( \alpha \) between the incident linear polarization of the excitation field and the orientation of the dipole moment \( \alpha_0 \) [29]

\[
I_{\text{linear}}(\alpha) \propto \cos^2(\alpha - \alpha_0). \tag{3.42}
\]

For second-order nonlinear dipole scattering, the corresponding dependence of the SHG intensity measured without the use of any analyzer is then given by [30]

\[
I_{\text{SHG}}(\alpha) \propto \cos^4(\alpha - \alpha_0). \tag{3.43}
\]

Consequently, the measured SHG intensity polarization distribution is narrower than the linear scattering polarization distribution. This characteristic allows more sensitive measurements of the dipole scatterer orientation when SHG experiments are performed.

### 3.4 Optical properties of gold nanoparticles

Metallic nanoparticles (MNPs) have fascinated people for many centuries because of their special optical properties. The milestone of modern nanotechnology is a lecture given by Faraday to the Royal Society in London in 1857 [31], where he first awared that there are small MNPs in gold solutions. In 1908, Mie did the first theoretical studies on the optical behavior of MNPs [32]. Nowadays, the interaction of light with MNPs is a subject of extensive experimental and theoretical research, which is due to the optical resonance phenomenon of the so called localized surface plasmon resonance (LSPR) [33] [34] [6].

In this section, first, the Drude-Sommerfield theory of bulk gold is introduced. Second, the descriptions of LSPR modes in a gold nanoparticle by using Mie theory and the quasi-static approximation are demonstrated. In order to describe the SHG response of LSPR modes, the
driven damped harmonic oscillator model is introduced, and the plasmon resonance enhanced SHG IAC function is simulated.

### 3.4.1 Drude-Sommerfield theory

A description of the dielectric function \( \varepsilon(\omega) \) of bulk gold is given by the Drude-Sommerfield theory, which assumes independent and quasi-free electrons with a common relaxation time. The dielectric function can be written as:

\[
\varepsilon(\omega) = \varepsilon'(\omega) + i\varepsilon''(\omega) = \varepsilon_\infty - \frac{\omega_p^2}{\omega(\omega + i\gamma_0)},
\]

where \( \gamma_0 \) and \( \varepsilon_\infty \) are the electron relaxation rate and the dielectric offset that accounts for the accumulated contributions of the interband transition to the dielectric function not considered in the present model [37]. The plasma frequency is represented by \( \omega_p = \sqrt{n_e e^2/\varepsilon_0 m^*_e} \), with \( e \), \( n_e \), and \( m^*_e \) being electron charge, electron density, and effective mass of the electron, respectively.

Figs. 3.3 (a) and (b) show the real \( \varepsilon'(\omega) \) and imaginary \( \varepsilon''(\omega) \) parts of the dielectric function of bulk gold, respectively, which were obtained by refraction and transmission measurements on vacuum-evaporated thin gold films by Johnson and Christy in 1972 [38]. The best fit of the experimental data within the photon energy range from 1.4 to 1.75 eV to the Drude-Sommerfield theory (eq. 3.44) results in \( \hbar \omega_p = 9.0 \text{ eV} \), \( \gamma_0^{-1} = 10 \text{ fs} \), and \( \varepsilon_\infty = 9.8 \) [37]. While for photon energies below 1.8 eV, the fit matches well to the experimental data when interband contributions below 1.8 eV are taken into account by \( \varepsilon_\infty \), the quasi free electron model breaks down for higher photon energies. The imaginary part strongly deviates from the quasi-free electron model above 1.8 eV, which originates from interband transition from the d-band into the conduction band and from an increasing anharmonicity of the conduction band at higher photon energies.

The simple picture provided by the Drude-Sommerfield model shows that the relaxation time of quasi-free electrons in bulk gold due to collisions with other electrons, ions, defects, and phonons occurs on the time scale of about 10 fs. In addition, the direct excitation of interband transitions are negligible in the near-infrared region in bulk gold.

### 3.4.2 LSPR modes in a gold nanoparticle

It is common to express the optical properties of a single metallic nanoparticle in terms of scattering \( \sigma_{sca} \) and absorption \( \sigma_{abs} \) cross sections, which are related to the intensity losses \( \Delta I_{sca}(z) \) and \( \Delta I_{abs}(z) \), respectively, of a parallel beam of incident light propagating along z-axis according to the Beer-Lambert law [39]:

\[
\Delta I_{sca}(z) = I_0(1 - e^{-\#\sigma_{sca}z}) \tag{3.45}
\]

\[
\Delta I_{abs}(z) = I_0(1 - e^{-\#\sigma_{abs}z}). \tag{3.46}
\]
Figure 3.3: The real part (a) and imaginary part (b) of the dielectric function of bulk gold plotted as function of photon energy. The black dots and blue curves represent the experimental data reported by Johnson and Christy [38] and their best fit to eq. 3.44 within the interval [1.4, 1.75] eV [37], respectively.

Here, $n$ is the number density, and $I_0$ is the incident light intensity. Both absorption and scattering contribute to the extinction cross section given by [39]

$$\sigma_{ext} = \sigma_{sca} + \sigma_{abs}. \quad (3.47)$$

For a gold nanoparticle with dimensions comparable or smaller than the incident electric field penetration depth of about 30 nm in the visible wavelength range [39], the absorption contribution dominates the extinction cross section. With increasing size of the nanoparticle, the scattering contribution increases [29].

### 3.4.2.1 Mie theory

The resonance frequency of the LSPR not only depends on the dielectric functions of the metal and the surrounding medium, but also is largely affected by the size and shape of the nanoparticle. The Mie theory provides a full description for the interaction of electromagnetic radiation with an uncharged spherical MNP in a homogeneous medium by solving Maxwell’s equations [32]. Analytical expressions for the scattering and extinction cross sections are then represented as [40]

$$\sigma_{sca} = \frac{2\pi}{k^2} \sum_{l=1}^{\infty} (2l + 1)(|a_l|^2 + |b_l|^2) \quad (3.48)$$

and

$$\sigma_{ext} = \frac{2\pi}{k^2} \sum_{l=1}^{\infty} (2l + 1)Re(a_l + b_l), \quad (3.49)$$
respectively. \(a_l\) and \(b_l\) are the Mie coefficients, (see ref. [40] for analytical expressions), which are functions of (1) the ratio between the refractive index of the MNP and the refractive index of the surrounding medium, (2) the wave vector \(k = \frac{2\pi}{\lambda}\), and (3) the radius of the nanoparticle (see eq. 3.67). The number \(l\) represents the order of the multipole extension of the fields. For \(l = 1\), this represents a dipole mode. Fig. 6.4 shows an example of LSPR in the scattering cross section spectrum for a single 50-nm gold nanosphere embedded in a homogeneous medium with refractive index \(n = 1.518\) that has been calculated using Mie theory.

### 3.4.2.2 The quasi-static approximation

When a nanoparticle is much smaller than the excitation wavelength, the electromagnetic field imposing on MNP can be viewed as both spatially and temporally constant, and only the dipole mode \((l = 1\) in eqs. 3.49 and 3.48) needs to be considered. In this quasi-static (Rayleigh) approximation, phase retardation effects are neglected. Considering an ellipsoidal shape of nanoparticle with three principal semi-axes \((a, b, c)\), this simple picture leads to an electric polarizability \(\alpha_i(\omega)\) of such an ellipsoid along the principal axis \(i\) \((i = a, b, c)\), which is given by [39]

\[
\alpha_i(\omega) = \frac{\varepsilon_0 V}{\varepsilon_m + L_i[\varepsilon(\omega) - \varepsilon_m]},
\]

(3.50)

where \(L_i\) is the geometrical factor related to the shape of the nanoparticle. It may take any value from 0 to 1 [40]. For a nanosphere \((a = b = c)\), \(L_a = L_b = L_c = \frac{1}{3}\). The ellipsoid volume is \(V = \frac{4}{3}\pi abc\). The scattering and absorption cross sections of an ellipsoidal nanoparticle in an electric field parallel to a principal axis \(i\) are given by

\[
\sigma_{sca,i}(\omega) = \frac{k^4}{6\pi c_0^2} |\alpha_i(\omega)|^2
\]

(3.51)

and

\[
\sigma_{abs,i}(\omega) = \frac{k}{\varepsilon_0} Im[\alpha_i(\omega)],
\]

(3.52)

respectively. Consequently, the cross sections have a resonance at the frequency where the real part of the denominator in eq. 3.50 is zero.

\[
Re[\varepsilon(\omega)] = -\varepsilon_m \frac{1 - L_i}{L_i}.
\]

(3.53)

For spherical nanoparticles, the resonance condition is given by \(Re[\varepsilon(\omega)] = -2\varepsilon_m\). Considering the special case for a prolate nanoparticle \((a > b = c)\), which represents a good approximation for a gold nanorod, the geometry factor along the a-axis \(L_a\) decreases with increasing aspect ratio \(a/b\) of the nanorod. Consequently, the resonance condition in eq. 3.53 is satisfied at more negative values than \(-2\varepsilon_m\) at frequencies that are red shifting with increasing aspect ratio of that nanorod (see fig. 3.3 (a)).
In the case of spherical nanoparticle \((a=b=c)\) in the quasi-static approximation, phase retardation and effects of higher multipoles are neglected, and the Mie eqs. 3.48 and 3.49 are drastically simplified [40]:

\[

c_{\text{sca}}(\omega) = \frac{k^4}{6\pi\varepsilon_0} |\alpha|^2 = \frac{3}{2\pi} \left( \frac{\omega}{c} \right)^4 V^2 \left( \frac{\varepsilon'(\omega) - \varepsilon_m}{\varepsilon'(\omega) + 2\varepsilon_m} \right)^2 + \left( \frac{\varepsilon''(\omega)}{\varepsilon'(\omega) + 2\varepsilon_m} \right)^2
\]

(3.54)

\[

c_{\text{abs}}(\omega) = k\varepsilon_0 \text{Im}[\alpha] = 9\frac{\omega}{c}^3 \varepsilon_m^{3/2} V \frac{\varepsilon''(\omega)}{\left[ \varepsilon'(\omega) + 2\varepsilon_m \right]^2 + \left[ \varepsilon''(\omega) \right]^2}.
\]

(3.55)

Besides the dependence of the LSPR frequency of a MNP on its size, shape, and dielectric constant of the surrounding medium (see eq. 3.53), the resonance peak intensity of the scattering and the absorption cross sections are proportional to \(V^2\) and \(V\), respectively (see eqs. 3.54 and 3.55), which indicates its strong dependence on the particle size.

There are also limits of the quasi-static approximation [37]: First, it is not clear whether the values for the bulk material properties used for the calculations are indeed valid for particles with nanometer dimensions. Second, it is not clear whether the assumptions in the theoretical models, for example sharp boundaries, no many-body effects, etc. are reasonable. It is worthy to note that Mie theory only provides an analytical solution for spherical particles in a homogeneous medium [32]. For calculating the optical response of nanoparticles with more complicated shapes, numerical treatments are needed [41] [42] [43].

### 3.4.3 The driven damped harmonic oscillator model

We consider a gold nanoparticle with the a size comparable to the penetration depth of excitation field (about 30 nm in the visible wavelength range [39]). When the particle is irradiated by the electric field, a collective displacement of conduction electrons with respect to the fixed positive charges of lattice ions results in a built-up of surface charges on the nanoparticle. Due to attraction of opposite charges on opposite sides, the restoring force leads to density oscillations of the conduction electrons that are driven by the external force \(F_{\text{ext}}(t) = qE_{\text{ext}}(t)\). The oscillating surface charges can be considered as a dipole oscillating with the damped resonance eigenfrequency \(\Omega\), which is the source of the radiation field. To describe the LSPR of the nanoparticle, we consider a plasmon particle with charge \(q\) and mass \(m\), where the periodic displacement \(x(t)\) is described by the equation of motion for a driven damped harmonic oscillator [44]

\[
\ddot{x}(t) + 2\gamma \dot{x}(t) + \Omega^2 x(t) = \frac{q}{m} E_{\text{ext}}(t) = \frac{F_{\text{ext}}(t)}{m},
\]

(3.56)

where the damped eigenfrequency is defined as \(\Omega = \sqrt{\omega_{\text{res}}^2 - \gamma^2}\). \(\gamma\) and \(\omega_{\text{res}} (\lambda_{\text{res}} = \frac{2\pi c}{\omega_{\text{res}}})\) are the total damping rate and eigenfrequency (eigenwavelength) of the harmonic oscillator for \(F_{\text{ext}} = 0\), respectively.
3.4.3.1 Stationary solution

For a periodic external driving force $F_{ext}(t) = F_0 e^{i\omega t}$, where $F_0$ = constant, the solution of eq. 3.56 is given by

$$x_0(\omega) = \frac{F_0}{m} \frac{1}{[(\Omega^2 - \omega^2) + i2\gamma\omega]} = |x_0(\omega)| e^{i\phi(\omega)}, \quad (3.57)$$

where the oscillation amplitude is

$$|x_0(\omega)| = \frac{F_0}{m} \frac{1}{\sqrt{(\Omega^2 - \omega^2)^2 + 4\gamma^2\omega^2}}. \quad (3.58)$$

From eq. 3.57 follows that the phase between the driving force and the oscillation amplitude is given by

$$\psi(\omega) = \tan^{-1} \left( \frac{-2\gamma\omega}{\Omega^2 - \omega^2} \right). \quad (3.59)$$

The frequency dependent amplitude of the electric field radiated by a LSPR dipole is then given by

$$|\tilde{E}(\omega)| \propto |\tilde{x}(\omega)| = \frac{C_\omega}{m[(\Omega^2 - \omega^2) + i2\gamma\omega]}, \quad (3.60)$$

where $C_\omega = \mathcal{F}^{-1}[F_{ext}(t)]$. The plasmon intensity spectrum $|\tilde{E}(\omega)|^2$ results in a well-known Lorentzian line shape. When $\omega = \Omega$, the intensity has a maximum value. For low damping ($\gamma \ll \omega_{res}$), the FWHM of the Lorentzian curve is given by

$$\Delta\omega = 2\gamma. \quad (3.61)$$

By Fourier transforming $\tilde{x}(\omega)$, the corresponding expression for the real part of the plasmon field in the time-domain can be written as

$$\text{Re}[E(t)] \propto \cos(\Omega t)e^{-\gamma t}. \quad (3.62)$$

The dephasing time $T_2$ denotes the 1/e decrease of the oscillation amplitude, whereas the decay time $T_1$ denotes the 1/e decrease of the oscillation energy. These two time constants are related to each other by

$$T_2 = 2T_1 = \frac{1}{\gamma}. \quad (3.63)$$

For illustration of the relationship between eq. 3.60 and eq. 3.62, a simulated example for a single Lorentzian resonance with $\hbar\omega_{res}=1550$ meV and $T_2=10$ fs is plotted in figs. 3.4 (a) and (b), respectively.
Figure 3.4: (a) A Lorentzian line shape describing LSPR plasmon electric field with $\hbar \omega_{\text{res}} = 1550$ meV and $T_2 = 10$ fs in the frequency-domain. (b) The corresponding real part of the plasmon induced electric field with $T_2 = 10$ fs in the time-domain.

Beyond the single nanoparticle picture discussed above, inhomogeneous broadening of many different oscillating dipoles needs to be taken into account when an ensemble of different nanoparticles is present. Here, the destructive interference of the oscillating dipoles results in a faster decay when compared to the dephasing time $T_2$ of an individual dipole. Consequently, the ensemble dephasing time $T'$ can be written as

$$\frac{1}{T'} = \frac{1}{T_2} + \frac{1}{T'},$$

(3.64)

where $T'$ is the dephasing time introduced by the inhomogeneous broadening effect.

3.4.3.2 Non-stationary solution

Because the plasmon dephasing times of the particle are comparable to the pulse duration of our few-cycle laser pulses, the stationary solution of eq. [3.56] is not a suitable model to simulate a driven damped particle plasmon oscillation in our time-resolved experiments. One has to find a non-stationary solution of the equation of motion. By assuming an external driving force for a single Dirac $\delta(t - t')$ function ’stroke’ acting at $t = t'$, $F_{\text{ext}} = z\delta(t - t')$ and $\delta(t - t') = 0$ for $t \neq t'$ and $\int_{-\infty}^{\infty} \delta(t - t') dt = 1$, the non-stationary solution of eq. [3.56] driven by this ’stroke force’ can be written as [44]

$$x(t) = \frac{Z}{m\Omega} e^{-\gamma (t-t')} \sin \Omega (t-t') \quad \text{for } t > 0.$$  

(3.65)

An arbitrary time-dependent driving force $F_{\text{ext}}(t)$ can be considered as a time sequence of infinitesimal small ’stroke forces’ with an area $F_{\text{ext}}(t') dt'$. The general non-stationary solution of eq. [3.56] can then be written as the integral over all the solutions for the individual ’stroke forces’ [44]

$$x(t) = \frac{1}{m\Omega} \int_{-\infty}^{t} dt' F_{\text{ext}}(t') e^{-\gamma (t-t')} \sin \Omega (t-t').$$  

(3.66)
Eq. 3.66 describes the coherent motion of electrons in a metal nanoparticle under the influence of an ultrashort pulse, which will be used to theoretically describe the plasmon resonance enhanced SHG response in the time-domain (see section 3.4.5).

### 3.4.4 Plasmon dephasing mechanisms

As reviewed by Sönichsen et al. [29], the main mechanisms involved in plasmon dephasing processes in metallic nanoparticles are summarized as follows:

1. **Radiative damping**
   The radiative damping occurs via emission of photons, which can be observed in the dark field as scattered light. According to the Abraham-Lorentz equations of motion, which are extensions of the Drude-Sommerfeld theory, the radiative decay rate $\gamma_{\text{rad}}$ in a nanoparticle scales with its volume $V$ [45] [29].
   
   $$\gamma_{\text{rad}} \propto V.$$  
   (3.67)

2. **Nonradiative interband damping**
   For the interband excitation, the electrons are excited from the energetically deeper d-band into the conduction band, which require a threshold energy of about 1.8 eV in gold (see fig. 3.3 (b)). For the photon energies below 1.8 eV, the interband damping rate $\gamma_{\text{inter}}$ for plasmon decay can be neglected.

3. **Nonradiative intraband damping**
   For the intraband excitation, the electrons are excited within the conduction band. From the Drude-Sommerfeld theory for metals, one can deduce that the intraband damping rate $\gamma_{\text{intra}}^{-1}$ is constant over the near-infrared wavelength range with $\gamma_{\text{intra}}^{-1} \approx 18 \text{ fs}$ [29].

   The total damping rate $\gamma_{\text{total}}$, which can be written as the sum of these three mechanisms
   
   $$\gamma_{\text{total}} = \gamma_{\text{rad}} + \gamma_{\text{inter}} + \gamma_{\text{intra}},$$
   (3.68)

   exhibits a lower boundary given by $\gamma_{\text{intra}}$, and the contribution of the radiation damping increases with the increasing of size of the nanoparticle.

### 3.4.5 Simulation of the plasmon resonance enhanced SHG IAC function

By modeling the LSPR of a metallic nanoparticle as a driven damped harmonic oscillator, we can express the induced second-order polarization as a function of time delay $\tau$ between the two pulses in a typical SHG IAC trace measurement as [46]

$$P^{(2)}(\tau, t) \propto [x^{(1)}(\tau, t)]^2,$$

(3.69)
where \( x^{(1)}(\tau, t) \) is the first-order displacement of the driven damped harmonic oscillator. By using the non-stationary solution presented in eq. \( 3.66 \), we obtain

\[
x^{(1)}(\tau, t) \propto \int_{-\infty}^{t} E(\tau, t') R(t - t') \, dt'
\]  

(3.70)

with the temporal response function for a nonlinear medium with a single Lorentzian resonance given by

\[
R(t - t') = \frac{1}{\Omega} e^{-(t-t')/T_2} \sin[\Omega(t - t')]
\]  

(3.71)

and with the combined electric field given by

\[
E(\tau, t') = E(t') + E(t' - \tau).
\]  

(3.72)

By Fourier transformation, the time-dependent electric field \( E(t') \) can be obtained from the intensity pulse spectrum for given GDD and TOD values (see eq. \( 3.35 \)). The simulation of the experimental SHG IAC intensity is performed in accordance with eqs. \( 3.36 \) and \( 3.37 \), where the optical transfer function for the SHG collection and detection optical systems \( |H(2\omega)| \) is taken into account.

In addition to the optical pulse properties at the sample (pulse spectrum, GDD, and TOD) and to the spectral SHG optical transfer function \( |H(2\omega)| \), the plasmon resonance enhanced SHG IAC function also depends on resonance properties of the nonlinear scatterer. Consequently, for a \( \chi^{(2)} \)-active medium characterized by a single Lorentzian resonance, one can retrieve its dephasing time \( T_2 \) and resonance wavelength \( \lambda_{res} \) by fitting a measured SHG IAC trace with a simulated SHG IAC trace when the optical properties of incident pulses and spectral transfer function for the experimental setup are known.

### 3.5 Linear optical properties of a single nanohole in a gold film

Besides the discovery of the extraordinary light transmission \([47]\), the linear optical properties of a nanohole in a metal film have been experimentally and theoretically demonstrated to show a strong size- and shape-dependence. Distinguished LSPR dipole characteristics were observed for an isolated nanohole, which exhibits a size dependent resonance shift of the transmission and a pronounced polarization effect, similar to those observed for an isolated nanoparticle \([48–51]\).

The similar optical properties of the nanohole and the nanoparticle are qualitatively related to each other via Babinet’s principle, which relates the fields scattered by two complementary plane structures made of infinitely thin and perfectly conducting sheets of arbitrary shape, provided that both structures are illuminated by complementary electromagnetic fields \([12]\). For illustration, in fig. \( 3.5 \)(a) we consider a single rectangular gold nanoparticle, as will be studied.
in chapter 6. The complementary structure shown in fig. 3.5(b) then represents a rectangular nanocavity of the same dimensions in a gold film, as will be discussed in chapter 7. For an incident electromagnetic field, \( E_0 \) and \( B_0 \), that is scattered by the nanoparticle, the complementary electromagnetic field, \( E_c^0 \) and \( B_c^0 \), that is scattered by the complementary nanocavity is then defined as

\[
E_c^0 = -cB_0 \\
B_c^0 = \frac{1}{c}E_0,
\]

(3.73)

which corresponds to a 90° rotation along the propagation axis (see fig. 3.5).

For the electric field \( E_0 \) incident on the rectangular nanoparticle, which propagates perpendicular to the x-y sample plane and is linearly polarized parallel to the long axis of the nanoparticle, an induced surface charge distribution with electric field \( E_{ind}(\omega) = -\alpha(\omega)E_0(\omega) \) (see fig. 3.5(a)) creates an electric dipole parallel to the x-axis. This dipole describes the long axis plasmon resonance in a rectangular metallic nanoparticle. For the complementary structure, the incident electric field and magnetic field interchange according to eq. 3.73, and the surface charge in the rectangular nanoparticle (see fig. 3.5(a)), can be transferred to the magnetic flux in the complementary nanocavity, which is parallel to the x-axis. Consequently, an electric dipole parallel to the short axis of the rectangular nanocavity is induced with \( E_{ind}^c(\omega) = -\alpha_c^c(\omega)E_0^c(\omega) \) (see fig. 3.5(b)). In summary, Babinet’s principle implies that the spectral response of the structure for a given incident electric field polarization corresponds to that of its complement for the orthogonal electric field polarization. Despite the deviations from the assumptions of infinitely thin and perfectly conducting sheets, the conformity of Babinet’s principle was qualitatively verified for plasmonic nanostructures and metamaterials with intrinsic resonances in the THz \[13\] \[52\] \[53\] and mid-infrared \[14\] \[54\] \[55\] frequency ranges.

The LSPR characteristics of elongated nanoholes in thin metal films with a resonance wavelength in the visible and near-infrared range have also been demonstrated to follow the opposite polarization and shape dependence of the optical response when compared to those of a complementary elongated metallic nanoparticle \[50\], which is in qualitative agreement with Babinet’s principle. By using the quasi-static approximation for describing the optical properties of an ellipsoidal nanocavity embedded in a metal film, the corresponding polarizability along the i-th semi-axis of the ellipsoid is given by \[40\]

\[
\alpha_i^e(\omega) = \varepsilon_0 V \frac{\varepsilon_m - \varepsilon(\omega)}{\varepsilon(\omega) + L_i[\varepsilon_m - \varepsilon(\omega)]} (i = a, b, c).
\]

(3.74)

This expression is equivalent to eq. 3.50 describing the polarizability of an ellipsoidal nanoparticle when \( \varepsilon_m \) and \( \varepsilon(\omega) \) are interchanged. For the complementary elongated ellipsoidal nanocavity, the resonance condition is defined when the real part of the denominator in eq. 3.74 is zero,
such as

\[ Re[\varepsilon(\omega)] = -\varepsilon_m \frac{L_i}{1 - L_i}. \]  

(3.75)

For a spherical nanocavity, the resonance is given by \( Re[\varepsilon(\omega)] = -\frac{\varepsilon_m}{2} \). Unlike the elongated nanoparticle, the resonance of an elongated ellipsoidal nanocavity is induced in the direction of its short axis when \( Re[\varepsilon(\omega)] < -\frac{\varepsilon_m}{2} \), and consequently this LSPR is also red-shifting with increasing aspect ratio of the elongated nanohole [50].

Figure 3.5: (a) Rectangular metallic nanoparticle with the distribution of surface charge when excited with linearly polarized electromagnetic field, \( E_0 \) and \( B_0 \), propagating along \( k_z \). When the electric field \( E_0 \) is parallel to the x-axis, the LSPR induced electric dipole field \( E_{\text{ind}} \) is also oriented along the x-axis. (b) The complementary structure of (a), which is a rectangular nanohole in metal film, with the distribution of the surface charge excited with a complementary electromagnetic field, \( E^c_0 \) and \( B^c_0 \). Here, the magnetic field \( B^c_0 \) is parallel to the x-axis, and the induced electric dipole field \( E^c_{\text{ind}} \) is oriented along the y-axis. A frequency below resonance frequency is assumed.

Although the above pictures of both Babinet’s principle and the quasi-static approximation for an elongated ellipsoidal nanocavity in a metal film qualitatively describe the main linear optical properties of plasmon resonances in nanoholes, there exist important differences when compared to those of the complementary nanoparticles [50]: First, the dipolar localized surface plasmon excitation in the nanocavity can decay non-radiatively to surface plasmon polaritons (SPPs) in the surrounding metal film. This additional contribution to the LSPR damping rate thus results in a spectral bandwidth and center wavelength of the resonance that are broader and more red-shifted, respectively, with respect to those of the complementary nanoparticle. In addition, since the nanocavity cannot be polarized in the direction perpendicular to the metal film, the resonance condition (eq. 3.75) is already fulfilled for \( Re[\varepsilon(\omega)] < -\varepsilon_m \frac{L_i}{1 - L_i} \), which accounts for the strong red-shift of the LSPR peak for an elongated nanocavity.

In analogy to the LSPR enhanced second-order polarization for a single nanoparticle, where the resonance was modeled as driven damped harmonic oscillator (see section 3.4.3), the hypothesis of this thesis is to observe a similar LSPR enhancement of SHG from a single nanocavity. Provided that the additional damping caused by the coupling of the LSPR of the nanocavity
to the SPP of the surrounding metal is not beyond the temporal resolution of our SHG IAC ex-
periment, we expect to directly observe the size- and shape-dependence of the plasmon dephas-
ing time in the nanocavity. Furthermore, the polarization dependence of the plasmon resonance
enhanced SHG is expected to be rotated by 90° when compared to that of its complementary
nanoparticle, according to Babinet’s principle.
4 Experimental methods

In this chapter, the optical setup of the few-cycle NLO microscope system and the system control software are described. The data analysis methods, which are common to all the experiments are also summarized here. Details of specific sample preparation procedures, experimental conditions, and simulation tools are listed in the methods section at the beginning of each result chapter.

4.1 Optical setup of the few-cycle NLO microscope system

The experimental setup that allows NLO imaging and spectroscopy in both time and frequency domains, linear dark field scattering imaging and spectroscopy, linear transmission spectroscopy of one and the same sub-micron object is shown in fig. 4.1. The overall system consists of six individual units, which are considered separately: 1. few-cycle laser source (Laser), 2. interferometric autocorrelator (IA), 3. dispersion management unit (DMU), 4. beam management unit (BMU), 5. microscope (microscope), 6. dark-field (DF) and transmission microspectroscopy.

4.1.1 Few-cycle laser source

As a laser source, a commercial few-cycle pulsed Ti:Sapphire oscillator (Fentolasers Rainbow UHP) operating at 76 MHz repetition rate, which is pumped by a 4.4 W cw laser operating at 532 nm (Coherent Verdi G7) is used. The average power of the oscillator output is 500 mW. The output pulse has a duration of 6.4 fs (sech^2) and spectral bandwidths of FWHM = 173 nm and FWTM = 307 nm, centered at 820 nm, as shown in fig. 4.2. The procedure to extract the pulse duration is described in section 4.3.1. The residual dispersion values GDD = 0 fs^2 and TOD = 120 fs^3 are obtained by fitting the experimental SHG IAC trace with the simulated SHG IAC trace based on eqs. 3.36 and 3.37. Here, the E(t) used in the simulations is obtained by the Fourier transform of the square root of the measured pulse spectrum where the polynomial phase is introduced (see eqs. 3.10 and 3.35). The effect of higher order dispersion can be neglected. The pulse has a time-bandwidth product (TBP) of 0.49, which is close to...
the Fourier-limited value for a \( sech^2 \) pulse of \( c_B = 0.315 \) [16]. The linearly polarized pulse is parallel to the optical table plane.

### 4.1.2 Interferometric autocorrelator unit

A dispersion-balanced interferometric autocorrelator (IA) based on a typical Michelson interferometer was built to characterize the few-cycle laser pulses. The incoming laser pulse, which is a 10% fraction of the oscillator output pulse reflected by the beam splitter (BS1, Femtolasers OA078) is split into two replica pulses, using a beamsplitter (BS2, Femtolasers FO002), which has a constant splitting ratio over a large spectral bandwidth. One of the replica pulses experiences a variable delay with respect to the other pulse by moving a pair of mirrors mounted on a piezoelectric actuator (Physik Instrumente P-601.4SL), which has a traveling range of up to 400 \( \mu m \) with a position accuracy of 0.4 nm. All mirrors used are broadband low-GDD mirrors (M1, M2, M3, M4, Femtolasers FO009). After recombination at the beamsplitter (BS2), both pulses propagate collinearly. In order to characterize the oscillator output pulse, a flippable off-axis parabolic focusing mirror (FM1, Femtolasers OA027, \( f = 50 \) mm) is implemented to focus the
Figure 4.2: The characterization of the oscillator output pulse. (a) Measured oscillator pulse spectrum exhibiting FWHM = 173 nm, FWTM = 307 nm, and centered at 820 nm. (b) The measured (black dot) and the simulated (red line) SHG IAC traces of the pulse, which is best fit to a duration of 6.4 fs (sech^2) and residual values of GDD = 0 fs^2 and TOD = 120 fs^3.

combined pulses into a 20 µm thick beta barium borate crystal (BBO, Newlight BTC 2512-2 Type I). The SHG emission is then collimated and spectrally isolated from fundamental light with a filter (F, Semrock KFF01-405/150) and detected with a photomultiplier module (PMT) (D, Hamamatsu H7732). For delivery into the microscope, the collinear pair of pulses are next sent into the dispersion management unit.

### 4.1.3 Dispersion management unit

The dispersion management unit (DMU) is implemented for accurate and continuous dispersion management mainly for the dispersion induced by the high N.A. objective and the dichroic beamsplitter in the microscope. The DMU consists of only passive optical components, such as pairs of matched dispersive mirror compressors (DMC, Femtolasers GSM209) for coarse adjustment and a pair of thin fused silica wedges (W, Femtolasers OA924) for fine adjustment. The DMC simultaneously pre-compensates GDD and TOD within the wavelength range from 630 nm to 1000 nm. For each reflection bounce (-45 ± 10) fs^2 of GDD and -25 fs^3 of TOD at 800 nm are introduced [22]. The reflection loss per bounce amounts to 0.4%. Merely the number of reflection bounces off the dispersive mirrors needs to be adjusted for an optimal dispersion pre-compensation. In order to provide negative dispersion up to -6000 fs^2, two DMCs have been implemented in series. Fine tuning of GDD within the range from 15 fs^2 to 120 fs^2 is achieved by adjusting the amount of wedge material insertion into the optical path.
4.1.4 Beam management unit

The beam management unit (BMU) enables both beam size expansion and polarization control. To minimize the dispersion, an all-reflective beam expander consisting of two focusing mirrors (FM2 and FM3, Femtolasers OA056 f = 150 mm and OA823 f = 300 mm, respectively) are implemented. The beams are expanded and collimated, in order to fill the back aperture of the microscope objective. An ultra-broadband achromatic half waveplate (HWP1, Femtolasers Femtolasers OA232), which is optimized for minimum additional GDD over the entire pulse spectral width, is used to control the orientation of the linear polarized pulse at the position of the sample.

4.1.5 Microscope

The collinear and collimated beams are steered into the microscope unit, which uses a frame of a standard inverted microscope (Olympus IX71). The pulses are reflected by a custom-made dichroic beamsplitter (BS3, Femtolasers OA073), which was designed and manufactured to exhibit high reflectance and low GDD in the wavelength range from 600 to 1000 nm and high transmittance in the wavelength range from 300 nm to 580 nm, as shown in fig. 4.3. The pulses are focused into the sample using a microscope objective (Obj). Various high N.A. objectives have been used throughout this Ph.D. project, which will be described in detail in the relevant result chapters. If not specified otherwise, an Olympus UPLSAPO IR 60× 1.2W objective is used.

![Figure 4.3: Simulated spectral properties of the custom-made dichroic beamsplitter (BS3) for NLO microscopy. (a) The GDD spectrum exhibits low values over the entire pulse spectral bandwidth range from 600 to 1000 nm. (b) The reflectance spectrum simulated under 45° incidence for un-polarized and s-polarized light. Simulations were provided by Dr. G. Tempea from Femtolasers Produktion GmbH.](image-url)
The scattered light that is generated at the focus in the sample is collected either in the forward- or the epi-direction using a lens (\textbf{Lens}) or the identical objective used for excitation (\textbf{Obj}), respectively. In the forward collection geometry, the scattered light is spectrally isolated from the fundamental laser pulses by the filter (\textbf{F}), and then focused by the lens (\textbf{L4}) into the detector (\textbf{D}) for spectrally integrated detection, or focused by the lens (\textbf{L3}) into the spectrometer for spectrally resolved measurements. In the epi-collection geometry, the scattered light is transmitted through the dichroic beam splitter (\textbf{BS3}), and either focused by the tube lens (\textbf{L4}) into the detector (\textbf{D}) for spectrally integrated detection, or going through the telescope (\textbf{T2}) and then focused by lens (\textbf{L3}) into the entrance slit of the spectrometer (\textbf{Spe}) for spectrally resolved measurements. The aperture (\textbf{AP}, 0.1 mm diameter) placed inside the telescope (\textbf{T2}) is used for suppression of unwanted scattered light from neighboring objects in DF spectroscopy measurements.

For the spectrally resolved detection, the collected light is focused by a plano-convex lens (\textbf{L3}, Newport KPX082 $f = 50.2$ mm) into the entrance slit of a Czerny-Turner spectrometer (\textbf{Spe}, Acton Research SpectraPro-150) equipped with a back illuminated and liquid nitrogen cooled CCD camera (Princeton Instruments SPEC-10 system). For the spectrally integrated detection, the collected light is focused onto the active area of either a PMT or an avalanche photodiode (\textbf{APD}, PerkinElmer SPCM-AQR-15). The current signal from the PMT (Hamamatsu H7732) is pre-amplified by an amplifier (Stanford Research SR570) and consequently acquired by a data acquisition card (National Instruments PCI-6110). For APD detection, single photon detection events are counted either by using a National Instruments NI-6001 or PCI-6110 card.

Sample positioning and imaging are achieved by raster scanning the sample mounted on a closed-loop xyz-piezo-driven scanner (Physik Instrumente P-517.3CL), which has an operating displacement of 100 $\mu$m in the x- and y-directions, and 20 $\mu$m in the z-direction. Here, the x- and y-axis are defined by the sample plane, which is perpendicular to the optical axis (z-axis). The orientation angle $\alpha$ is defined between the x-axis and the linearly polarized electric field vector of the excitation pulses, see the insert of fig. 4.1.

In order to characterize the laser pulses at different positions along the optical path, the pulse spectrum and average power are monitored. When measuring the laser pulse spectrum, a small part of the laser pulse is collected by a cosine corrector (Thorlabs CCSA2) coupled to a multi-mode fiber (\textbf{MMF}, Edmund optics core diameter = 100 $\mu$m, N.A.= 0.12), which connects to a CCD spectrometer (ASEQ instrument). For measuring the power, two different power meter sensors are used: a thermal power sensor (Thorlabs, S302) and a silicon photodiode (Thorlabs, S120C). The average power measured with the silicon photodiode sensor set to a wavelength of 785 nm was calibrated with the wavelength independent thermal power sensor by simply dividing the former values by 4.8.
4.1.6 Dark field and transmission microspectroscopy

In order to allow the linear characterization of one and the same metallic nanoparticle that was studied by NLO spectroscopy, dark field (DF) scattering and transmission microspectroscopy are implemented in the same microscope setup. For white light illumination, the output of a 5.4 W halogen lamp (Lamp) was coupled into a multi-mode fibre (MMF, Thorlabs N.A. = 0.36, core diameter = 400 µm) by using a condenser lens (L2, f = 40 mm). An achromatic lens (L1, Edmund optics f = 17.5 mm) was used to couple out and collimate the white light from the fiber. A Glan-Taylor polarizer (P, CASIX PGL5010) and a broadband achromatic half-wave plate (HWP, Foctech 1312) were used to linearly polarize the white light and control its orientation, respectively. Afterwards, the white light beam size is expanded five times, by using a telescope (T1), which consists of two achromatic lenses (Thorlabs f = 30 mm and Linos f = 150 mm) in order to match the back aperture of the DF condenser. A flippable mirror (FLM1, Linos G340523) is used to steer the collimated white light beam along the optical axis of the microscope from the above into the home-built DF condenser (Lens), which is replacing the forward-collection objective.

The home-built DF condenser consists of a commercial high N.A. condenser (Leica N.A. = 1.4 oil) that has been modified with a circular field stop of diameter d, blocking the central part of the collimated white light beam. As shown in fig. 4.4 only the residual ring of white light that has not been blocked is focused onto the scattering object. The same objective (Obj), which is used for focusing the laser beam, is also used here for collecting the scattered light.

Figure 4.4: Schematic illustration of the dark field (DF) illumination (blue) and the collection microscope objective optical pathways (green) in the home built DF condenser and microscope objective, respectively.
from nanoparticles. In order to achieve a high DF scattering image contrast, the size of the incoming white light beam, the size of the field stop, and the N.A. of the collection objective have to be taken into account. For a given clear aperture D, numerical aperture of the excitation condenser $N.A_e$, the numerical aperture of the collection objective $N.A_c$, and the size of field stop d is deduced from eq. 4.1

$$d = D \frac{\sqrt{n^2 - N.A_e^2}}{\sqrt{n^2 - N.A_c^2}},$$  (4.1)

where $N.A_e = n \sin \alpha_e$ and $N.A_c = n \sin \alpha_c$ are the numerical aperture of the condenser and the collection objective, respectively. $n = 1.518$ is the refractive index of the used immersion oil. As defined in fig. 4.4 $\alpha_e$ is the half-angle of the maximum cone of light that excites the object. $\alpha_c$ is the half-angle of the maximum cone of light that enters the collection objective. For the incoming beam size of $D = 28$ mm and $N.A_e = 1.4$ for the oil condenser used, from eq. 4.1 follows that the diameter of the optimized field stop to block the center part of excitation light when using a $N.A_c = 1.2$ collection objective (Olympus UPLSAPO IR 60×1.2 W) is $d = 17$ mm.

After collection by the objective, the DF scattered light is imaged into the entrance slit of the spectrometer as described above in section 4.1.5. For the DF scattering spectrum measurement, the spectral filters (F) have been removed and the aperture (AP) was placed at the common focus of the telescope (T2) in order to reject the DF scattering light from nanoparticles that are not located on the optical axis z. For spectrally integrated DF scattering measurements, using a PMT detector, different spectral regions have been spectrally isolated by using different filters before the detector (D).

For transmission microspectroscopy, the DF condenser was replaced by an objective (Zeiss, AchromPlan 40× N.A. 0.8 W). No immersion medium was used.

4.2 System control software

There are three software programs needed for control and data acquisition of the different experiments:

1. The commercial software program named WinSpec32 (Roper Scientific) [56], which controls the spectrometer and acquisition parameters of the LN$_2$ cooled CCD camera, is used to acquire the SHG spectra, fluorescence spectra, DF scattering and transmission spectra. The software provides two data acquisition modes: the imaging mode where the diffraction grating is moved to zero-order diffraction, and the spectroscopy mode where the grating is set to the desired center wavelength.
2. For the image acquisition, which requires the control of the sample position by the xyz piezo scanner and the synchronized readout of the PMT, the APD, and the CCD camera, a home-written software program named ‘Monitor’ in C/C++ by a former group member, Dr. Alexander Kovalev, was used.

3. A new software program for recording SHG IAC trace measurements was written within the course of this Ph.D. project. The core part of this software controls the positioning and scanning of the piezo translation stage delay line of the IA and synchronizes it with the data acquisition using the PMT or APD detectors. The flow chart of this software program is shown in fig. 4.5.

In the following, the home-written software program for recording SHG IAC traces is described in more detail: Based on the Visual studio 2008 development environment, this software program has mainly four functions: piezo translation of the delay line control, data acquisition, data displaying, and saving. The MFC library provided by Microsoft is served as the framework for the software. An advantage of the used C/C++ language is that it can be easily implemented to call compiled controlling interface functions in a third-party dynamic link library (dll). The nidaq32.dll for PCI-6110 and E816_Dll.dll for the E-816 controller are called in order to define new functions. As shown in fig. 4.5, the multi-thread mechanism is employed to control four different threads, responsible for managing various tasks simultaneously. According to experimental requirements, three different modes are programmed:

1. **Start alignment scan**

   Threads 2 and 3 are used for continuous data acquisition without piezo movement. This mode is used for alignment of the signal collection and detection systems.

2. **Start online scan**
All four threads are used. The piezo translation stage is continuously moving in thread 1 without reading the actual piezo position. In the meantime, the data acquisition card continuously acquires data from the detector in thread 2. There is no synchronization between these two threads. Thread 3 is responsible for online displaying the recorded SHG IAC trace, which can be saved in thread 4. This ‘Start online scan’ mode is used for the quick evaluation of SHG IAC traces.

3. **Start calibrated scan**

Here, threads 1 and 2 are synchronized. When data acquisition starts, the piezo translation stage moves one step with a user-specified step size. After the piezo arrives at the set position, this position is read out by the in-built positioning sensor. Then the PCI-6110 card acquires the recorded detector signal amplitude at this piezo position. The data pair of signal amplitude and piezo position is stored into the memory of the computer. After this acquisition, the piezo translation stage starts moving another step, and a new cycle starts. This procedure will stop until the piezo arrives at the user-defined end position of the piezo translation stage. In the meantime, threads 3 and 4 are working for displaying and saving data. The acquisition time for a SHG IAC trace scan with typically 1000 delay steps and an exposure time of 20 ms per step, amounts to approximately 30 s.

The software user interface allows the input of the start position, the end position, the step size for piezo control, the choice of PMT or APD readout, and the exposure time. This software also provides the ASCII format file export. The ASCII file includes three columns for each SHG IAC trace: number of data points, the piezo position in µm, the detector signal in counts and volts for APD and PMT detection, respectively. A configuration file (.ini), which is a simple text file that lists selected control and acquisition parameters, is also saved for each SHG IAC trace measurement. The additional comments and information for the scan can also be recorded in this file. This file can be read by the software function ‘load setting files’, and software configurations are automatically set.

### 4.3 Data analysis

This section describes the experimental data analysis procedures. Unless otherwise indicated, data analysis are implemented in MATLAB R2012 (MathWorks).

#### 4.3.1 Analysis of SHG IAC trace measurements

1. **Raw data processing and normalization**

First, the recorded data pairs of piezo position and signal in the SHG IAC trace are sorted according to increasing piezo position and made equidistant. Second, the SHG IAC trace
is subtracted with the dark counts, which was measured independently by blocking the excitation beam. Third, the trace is normalized by the SHG signal, which was recorded when the two pulses are no longer overlapping in time according to eq. [3.37]

2. **Fourier transformation into the frequency domain**

   After the piezo position values are converted into time delay values, the SHG IAC trace is Fourier transformed into the frequency domain, and three different frequency components that correspond to the different contributions to the SHG IAC trace at $\pm 2\omega$, $\pm \omega$, and the DC component are numerically separated.

3. **Extraction of the intensity autocorrelation function**

   By applying a digital bandpass filter for the DC component (eq. [3.40]) and performing an inverse Fourier transformation, the intensity autocorrelation function in the time-domain is extracted according to eq. [3.39]

4. **Extraction of the pulse duration**

   The pulse duration is extracted by fitting the experimental intensity autocorrelation function to the corresponding analytical model for a $sech^2$ (see eq. [3.41]). The fitting procedure is implemented by the in-built lsqcurvefit MATLAB function.

5. **Extraction of the residual pulse chirp parameters**

   The residual GDD and TOD values are extracted by comparing the simulated SHG IAC traces, eqs. [3.36] and [3.37], with the experimental SHG IAC trace.

### 4.3.2 Analysis of the excitation pulse spectrum

1. **Correction for dark counts**

   Even when the the CCD chip is not illuminated, the thermal noise, which is frequency independent leads to a an offset signal. This offset has to be subtracted since it does not contain any information concerning the measured pulse spectrum.

2. **Cosmic ray removal**

   Some spikes, which are caused by cosmic rays, might show up in the recorded spectra at random spectral positions and times. The median of the neighboring values in the spectrum is used to replace the values detected as cosmic rays.

3. **Correction for the system’s spectral sensitivity response**
The processed excitation pulse spectrum needs to be calibrated for the total spectral response of the cosine adapter, the multi-mode fiber, and the CCD spectrometer. The total spectral response is obtained by measuring the transmission spectrum of the combined components by using a calibrated light source (Ocean Optics HL-200-CAL). The corrected excitation pulse spectrum is then obtained by normalizing the measured pulse spectrum with the total transmission spectrum of the system.

4.3.3 Analysis of SHG, TPF, and DF scattering spectra

1. Correction for dark counts
   See step 1 in section 4.3.2.

2. Cosmic ray removal
   See step 2 in section 4.3.2.

3. Extraction of the DF scattering spectrum
   The DF scattering spectrum from an individual metallic nanoparticle is obtained by subtracting the background contribution and then normalizing it by the lamp spectrum. The background contribution originates from residual white light excitation. Here, the background spectrum is independently measured with the identical pixels on the CCD detector from a nearby sample area without nanoparticles present. The lamp spectrum is measured without the field stop in the condenser in an area without nanoparticles present. In order to retrieve the plasmon resonance information of the metallic nanoparticle, the wavelength axis of the DF scattering spectrum $S(\lambda)$ needs to be changed into frequency using the transform function $S(\omega) = S(\lambda)\lambda^2/2\pi c$. Then, the spectrum is fitted to a Lorentzian function, which is the square of the scattering electric field amplitude $|\tilde{E}(\omega)|$ in eq. 3.60 to determine the FWHM linewidth $\Delta \omega$ and the resonance frequency $\Omega$.

4. Extraction of SHG and TPF spectrum
   The SHG and the two-photon induced fluorescence (TPF) spectra from an individual nanoparticle are obtained by first subtracting a background contribution, which originates from weak SHG at the interface between the coverslip glass and the immersion oil or from autofluorescence of the sample. Here the background spectrum is independently measured with the identical pixels on the CCD detector from a nearby sample area without nanoparticles present. For separating the SHG and TPF spectral contributions, which are simultaneously generated in a nanoparticle and spectrally overlapped, the pure TPF reference spectrum is independently obtained from a specific nanoparticle that does not
exhibit SHG, but only TPF. This pure TPF spectrum is then used for weighted subtraction from the background corrected spectrum of the nanoparticle, where TPF intensity is scaled to the intensity at the frequencies where only TPF components exist. For the extracted SHG spectrum, the center wavelength is determined by its center of mass. Finally, the extracted SHG spectrum is normalized with the total spectral sensitivity response of the detection system, which mainly includes the spectral response of filters, the grating, and the camera CCD chip used, which are obtained from the manufacturer’s specification.

4.3.4 Polar plot analysis of SHG, TPF, DF scattering, and transmission signals

1. Correction for dark counts
   For polarization resolved SHG, TPF, DF scattering, and transmission measurements, the dark counts of the APD and the PMT detectors, which are recorded independently by blocking the excitation beam, are subtracted.

2. Correction for background contributions
   For the DF scattering and SHG measurements, here the corresponding background contributions are measured and subtracted for each polarization excitation, as introduced in step 3 and step 4 in section 4.3.3, respectively.

3. Correction for system’s polarization response
   For polarization-resolved SHG and TPF experiments, corrections for the depolarization of the linearly polarized excitation pulses by the different optical elements in the optical pathway, such as the dichroic beamsplitter (BS3) and the high N.A. microscope objective (Obj), are measured for each input polarization angle of the linearly polarized excitation beam. Here, the intensity of the isotropic TPF from an aqueous solution of Rhodamin 6G was measured. The corrected SHG polar plot is then obtained by normalizing the background corrected SHG intensity with the TPF intensity of Rhodamin 6G for each polarization angle.

   For the DF scattering experiment, the polarization dependence of the optical components inside the white light beam and detection pathway was measured in a sample area without nanoparticles present and when the field stop was removed. The DF scattering polar plot is then obtained by normalizing the background corrected DF scattering intensity with the white light intensity for each polarization angle.

   For the transmission experiment, the polarization dependence of the optical components inside the white light beam and detection pathway was measured in a blank coverslip sample. The transmission polar plot is then obtained by normalizing the recorded transmitted
white light intensity through the sample with that transmitted through a blank coverslip sample for each polarization angle.

4. **Calibrating the polar angle to the sample coordinate system**

Two curves are needed to calibrate the angle in the recorded polar plots to the sample coordinate system.

For the calibration of the DF scattering and transmission polar plots, an analyzer oriented parallel to the x-axis was placed in the sample plane. The white light beam intensity transmitted through the analyzer as a function of the polarization angle, which was adjusted by a half waveplate (HWP2), was measured by a power meter (Thorlabs, S120C). The polarization angle, which corresponds to maximum intensity, is defined as the 0° in the x-y sample coordinate system.

For the calibration of the SHG polar plots, the same analyzer oriented parallel to the x-axis was placed in the sample plane. Here, the laser beam intensity transmitted through the analyzer as a function of the polarization angle, which was adjusted by a half waveplate (HWP1) was measured by the same power meter. The polarization angle, which corresponds to maximum intensity, is defined as the 0° in the x-y sample coordinate system.
5 Diffraction-limited focusing of few-cycle laser pulses

Many applications of NLO microscopy benefit from the availability of few-cycle laser pulses at the focus of a high N.A. objective. Apart from enhancing the signal generation efficiency in NLO microscopy, diffraction-limited focusing of few-cycle pulses might pave the way for fundamental studies of ultrafast phenomena with a sub-micron spatial resolution. As theoretically described in chapter 3, the propagation of an ultrashort pulse in optical materials, particularly in the glass of a high N.A. microscope objective, results in spatial and temporal distortions of the pulse electric field, which can severely affect its quality in the focus. In this chapter, we demonstrate the experimental achievement of in-focus diffraction-limited few-cycle pulses by using high N.A. objectives and purely passive GDD and TOD dispersion management. We also experimentally characterize the spatial properties of the focus and the properties of in-focus pulses in both frequency and time domains. In particular, the dependence of SHG intensity on the in-focus pulse duration of the few-cycle pulse and the back-aperture of the focusing high N.A. microscope objectives are investigated. Finally, nonlinear optical image contrast enhancement and microspectroscopy in both the frequency- and time-domains by using in-focus few-cycle pulses are demonstrated for the SHG of single collagen fibrils.

5.1 Materials and methods

5.1.1 NLO microscope configurations

Because different experiments are discussed in this chapter, their different configurations of the NLO microscope used for the detection geometry, filters, and detectors are listed in table 5.1.

5.1.2 Preparation of collagen fibril samples

The steps to prepare a sample of self-assembled collagen fibrils on a glass coverslip are listed below:
Table 5.1: The NLO microscope configurations for the detection geometry, filters, and detectors used for the different experiments discussed in this chapter.

<table>
<thead>
<tr>
<th>section</th>
<th>experiment</th>
<th>detection geometry</th>
<th>filters</th>
<th>detector</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.2</td>
<td>SHG imaging of a gold nanoparticle</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>5.2</td>
<td>TPF z-profile measurement</td>
<td>Epi</td>
<td>band-pass filter (Chroma, HQ 585 nm / 80 nm)</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>5.3.1</td>
<td>SHG spectrum of KDP crystal</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>5.3.1</td>
<td>SHG intensity power dependence of KDP crystal</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>PMT</td>
</tr>
<tr>
<td>5.3.2</td>
<td>SHG IAC trace measurements</td>
<td>Forward</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>PMT</td>
</tr>
<tr>
<td>5.4.1</td>
<td>SHG imaging of collagen fibrils</td>
<td>Forward</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>5.4.2.2</td>
<td>SHG spectra of collagen fibrils</td>
<td>Forward, Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>5.4.2.3</td>
<td>SHG IAC trace measurements on collagen fibrils</td>
<td>Forward, Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
</tbody>
</table>

1. Dilute 667 µl collagen stock solution (Invitrogen, A1048301, 3 mg/ml, type I collagen, rat tail) in 1 ml millipore H$_2$O and 220 µl Tris / HCl 100 mM buffer.

2. Adjust the pH value of the diluted solution to neutral pH = 7 by using NaOH and HCl.

3. Let the collagen fibrils grow in the solution at room temperature for 24 hours.

4. Drop 10 µl solution on a coverslip (Carl Roth GmbH, 24 × 32 mm$^2$, #1) and leave it on the coverslip for 10 minutes.

5. Rinse the glass coverslip with PBS buffer (PBS: 16.1 mM $Na_2HPO_4$, 3.9 mM $NaH_2PO_4$, and 1.25 mM NaCl) three times and then with millipore water three times in order to clean its surface from salt crystals.

6. Let the sample dry at room temperature for 1 h.

7. Drop 150 µl millipore water on the sample area and make a sandwich of the sample coverslip with another glass coverslip by using a spacer (double-sided tesa film mask, thickness 80 µm), so that the collagen fibrils can be measured in aqueous environment between two optical windows.
5.1.3 AFM imaging of collagen fibrils

Before the NLO microscopy measurements, the type I collagen fibrils are characterized by atomic force microscopy (AFM). Measurements are carried out using the AC mode on an AFM microscope (WITec alpha300 RA). For the experiments, the sample resulting from step 6 in section 5.1.2 is used. For the size detection, the topography and phase images of collagen fibrils with an integration time of 0.625 ms / pixel are recorded.

5.2 NLO characterization of the diffraction-limited focus dimensions

In order to achieve a diffraction-limited focus, the collimated laser beam has to fill the back aperture of the high N.A. microscope objective. The diameter of the clear apertures of the used Olympus UPLSAPO 60× N.A. 1.2W IR and Zeiss AchroPlan 40× 0.8W microscope objectives are 8.2 mm and 10.4 mm, respectively.

The beam diameter before entering into these objectives is determined to be (11.0 ± 0.3) mm by using the knife-edge technique, as defined by the full width at 1/e of the maximum of the laser beam intensity profile.

The SHG signal of a single spherical gold nanoparticle with a diameter of 125 nm (Nanopartz A11-125) placed in immersion oil (Olympus, Type-F, \( n = 1.518 \)) on the coverslip (Carl Roth GmbH, 24 mm × 32 mm, #1) is used to characterize the in-focus lateral dimensions. Fig. 5.1 shows an SHG image of this nanoparticle in the x-y plane when the Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective is used. The lateral SHG intensity profile across the nanoparticle has a FWHM = (310 ± 10) nm. This corresponds to a two-photon excitation volume with a lateral 1/e radius of \( w_{xy} (186 ± 6) \) nm, which is larger than the theoretical value of 160 nm predicated by eq. 3.28 for an NA = 1.2 and \( \lambda = 820 \) nm. This indicates that a diffraction-limited focus of a few-cycle laser pulse was achieved for an effective NA slightly smaller than 1.2, which is the consequence of the fact that the back-aperture of the objective is not homogeneously filled by the collimated Gaussian beam [26].

For the characterization of the experimentally achieved spatial resolution along the z-axis, the two-photon induced fluorescence (TPF) intensity of an aqueous solution of Rhodamine 6G (Lambdachrome, 5900) on a glass coverslip (Carl Roth GmbH, 24 mm × 32 mm, #1) is measured when the few-cycle pulses are focused along the z-axis direction through the glass-solution interface (\( z = 0 \)) with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective. The corresponding z-profile is shown in fig. 5.2 (a). The derivative of this intensity profile, shown in fig. 5.2 (b), has a FWHM = (1.3 ± 0.1) \( \mu m \). This corresponds to a two-photon excitation volume with a longitudinal 1/e radius of \( w_z (0.78 ± 0.06) \) \( \mu m \), which is larger than
Figure 5.1: An SHG image in the x-y plane of a single 125 nm spherical gold nanoparticle with a measured lateral SHG intensity profile of FWHM = (310 ± 10) nm, which indicates the diffraction-limited focusing of the few-cycle pulses with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective.

Figure 5.2: (a) z-profile of the measured TPF intensity when focusing the few-cycle pulses through the glass-dye solution interface (z = 0) with the Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective. (b) Derivative of the profile shown in (a) with a measured FWHM = (1.3 ± 0.1) μm.

the theoretical value of 0.52 μm predicated by eq. 3.29 for an NA = 1.2 and λ = 820 nm. This is also the consequence of the fact that the back-aperture of the objective is not homogeneously filled by the collimated Gaussian beam.26
5.3 SHG characterization of in-focus pulse properties

5.3.1 The measured SHG spectrum in KDP

First, the SHG intensity generated in a thick KDP crystal (type-I) was measured as a function of average excitation laser power at the sample. Here, the Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective and the best dispersion compensation was used. As shown in the log-log plot in fig. 5.3 (a), the slope of the linear fit (red curve) to this experimental data (black squares) amounts to $(1.93 \pm 0.08) \text{ mV} / \text{mW}$, which confirms that the SHG intensity has a quadratic dependence on the average excitation laser power in accordance with eq. 3.26. Next, the SHG spectrum, black curve shown in fig. 5.3 (b), was obtained when focused into the KDP crystal with an average excitation laser power of $900 \mu\text{W}$ at the sample and a pulse duration of 7.3 fs. For comparison, the simulated SHG spectrum (blue curve), which is obtained from eq. 3.31 using the in-focus laser pulse spectrum and the residual dispersion values of GDD $= 0 \text{ fs}^2$ and TOD $= 170 \text{ fs}^3$ (see fig. 5.5 (b) in section 5.3.2.1), is also shown. This is in good agreement with the experimental SHG spectrum. The mismatch between the experimental spectrum and the corresponding simulation of an SHG spectrum for excitation with a Fourier-transform limited pulse (red curve: GDD $= 0 \text{ fs}^2$ and TOD $= 0 \text{ fs}^3$) reveals that the residual third-order dispersion in our experiment has a significant narrowing effect on the in-focus SHG spectrum.

Figure 5.3: (a) Log-log plot of SHG intensity versus the average excitation laser power when 7.3 fs pulses are focused into a thick KDP crystal with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective and the best dispersion compensation. The linear fit to the experimental data (squares) has a slope of $(1.93 \pm 0.08) \text{ mV} / \text{mW}$. (b) Corresponding SHG spectrum (black curve) recorded with an average excitation power of $900 \mu\text{W}$. Simulated spectra for residual dispersion values of GDD $= 0 \text{ fs}^2$ and TOD $= 170 \text{ fs}^3$ (blue curve) and for GDD $= 0 \text{ fs}^2$ and TOD $= 0 \text{ fs}^3$ (red curve) according to eq. 3.31.
5.3.2 SHG interferometric autocorrelation trace measurements

5.3.2.1 In-focus pulse duration dependence on the N.A. of the focusing objective

A conventional high N.A. microscope objective is an assembly of glass lenses with a total thickness of several centimeters. Therefore, it introduces a large amount of material dispersion, which easily distorts a few-cycle pulse in its focus. Hence, the pre-compensation of the dispersion introduced by the high N.A. objective is critical to obtain tightly focused Fourier-limited few-cycle pulses.

In this section, we will experimentally demonstrate pre-compensation by using purely passive GDD and TOD dispersion management. SHG interferometric autocorrelation (SHG IAC) traces are recorded to characterize the few-cycle pulses when focused into frequency-doubling KDP or BBO crystals. Fig. 5.4 shows an example for an experimental SHG IAC trace (black dots) when the few-cycle pulses are focused with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective with incomplete pre-compensation. One observes that the central peak portion of the SHG IAC trace is seated on a hung bump baseline, which indicates that the pulse energy is distributed over a much broader temporal range than the original pulse. The SHG IAC trace simulated according to eqs. 3.36 and 3.37 (red curve) using the in-focus pulse spectrum and residual dispersion values of GDD = 90 $\text{fs}^2$ and TOD = 185 $\text{fs}^3$, also shown in fig. 5.4, fits the experimental SHG IAC trace nicely. This amount of GDD dispersion corresponds to the maximum of experimentally induced dispersion that can be pre-compensated by the full insertion of the pair of glass wedges ($W$) into the optical beam path (see fig. 4.1). Hence, fine-tuning of GDD up to a limit of 90 $\text{fs}^2$ is achieved by the wedges, whereas for more dispersion pre-compensation, the number of bounces on the DMC needs to be changed. Using eqs. 3.39 to 3.41, the pulse duration is determined to be 36.8 fs ($\text{sech}^2$), which is approximately five times longer than the oscillator output laser pulse.

It is also worthy noticing that the spectral modulation and dispersion introduced by any optical component in the optical path to the microscope objective, such as dichroic filters, mirrors, beamsplitters, and the half-waveplate, are also critical to achieve in-focus few-cycle pulses near their Fourier limit. Special care was taken to use low-GDD optics that support the entire spectral bandwidth of the oscillator output pulse. Especially, a customized dichroic beam splitter (BS3) was implemented that exhibits low-GDD values from 600 to 1000 nm (see fig. 4.3 (a)). The few-cycle NLO microscope system equipped with customized optics, as described in chapter 4, enables the delivery of near-bandwidth limited 7-fs pulses at the foci of common microscope objectives with the N.A. ranging from 0.5 to 1.2. Routinely, SHG IAC traces with clean temporal profiles are obtained by adjusting the appropriate number of bounces of the pulses on the DMCs and by fine-tuning the insertion of the thin wedges into the laser beam. This is shown in fig. 5.5 (a) and (b) where SHG IAC traces (black dots) measured with the lowest N.A. objec-
Figure 5.4: Example of measured (black dots) and simulated (red line) SHG IAC traces of in-focus pulses with a duration of 36.8 fs \((\text{sech}^2)\) that result from incomplete dispersion pre-compensation. Best agreement with the experiment is obtained for the simulation that uses the in-focus pulse spectrum and residual values of GDD \(= 90\) fs\(^2\) and TOD \(= 185\) fs\(^3\).

The total values of compensated GDD, TOD, and in-focus pulse durations, obtained under conditions of best dispersion management are listed in table 5.2 for different N.A.s of commonly used objectives. Here, the specific GDD and TOD values that have to be compensated for each microscope objective have been estimated according to the number of the reflection bounces on the DMCs, the amount of wedge glass inserted, and the optical path lengths in air, immersion water, and the glass coverslip. There is an accumulated uncertainty for GDD values, which accounts for the errors specified for the optical components by the manufacturer and for the uncertainties of the dispersion values and the optical path length measurements in air, glass wedges, immersion water, and the glass coverslip. Details for the estimation of the microscope objective dispersion values can be found in appendix A.1. From the error analysis presented
in appendix A.1 we conclude that the GDD error introduced by the DMCs accounts almost completely for the relative error of approximately 20% of the total compensated GDD listed in Table 5.2. Since the manufacturer does not specify any errors for TOD values of the used optical components, and the uncertainties of TOD in air, water, and glass coverslip due to the errors made in increasing the respective optical path length are negligible, no uncertainties for complete TOD values are estimated. Not more than approximately 1% of the total TOD is attributed to the glass wedges. However, the unknown error of TOD for the DMCs is expected to be much larger.

Table 5.2: Retrieved in-focus pulse durations with pre-compensated GDD and TOD values for a series of microscope objectives with increasing N.A. and residual GDD and TOD values extracted from simulations.
The input pulse durations, residual GDD and TOD values have been extracted from those SHG IAC trace simulations (see eqs. 3.36 and 3.37) that used a measured in-focus pulse spectrum and best fit the experimental SHG IAC traces. The error given for the pulse duration accounts for the standard deviation of at least five independent SHG IAC trace measurements. Besides providing estimates for GDD and TOD values of common microscope objectives, the following conclusions can be drawn from table 5.2:

1. For high-N.A. objectives with N.A. \( \geq 0.9 \), the amounts of GDD and TOD that need to be pre-compensated inside the microscope objective in order to achieve in-focus near Fourier-limited pulses is higher than for objectives with lower N.A.s. This observation simply reflects the expected increase in the number of optical components and the optical path length through the dispersive glass inside a high-N.A. microscope objective.

2. The observed increase in the in-focus pulse duration from \((6.6 \pm 0.3) \text{ fs} \ (sech^2)\) at N.A. = 0.5 to \((7.3 \pm 0.3) \text{ fs} \ (sech^2)\) at N.A. = 1.2 (see fig. 5.5) is attributed to the increased residual TOD and higher-order dispersions, which could not be pre-compensated in our setup. In contrast, the residual GDD was found to be negligible, which indicates complete GDD pre-compensation for all objectives studied.

5.3.2.2 In-focus pulse duration dependence on the back-aperture of the focusing objective

When few-cycle pulses pass through a focusing objective, their temporal distortion in the diffraction-limited focus can be caused by three different effects [57]: (1) material dispersion (GDD, TOD, and higher-order dispersion), (2) chromatic aberrations, and (3) spherical aberrations.

The effect of material dispersion and its pre-compensation have been discussed in the previous section. In this section, we will discuss the chromatic and spherical aberrations in high-N.A. microscope objectives, which can deteriorate both the focal volume and the pulse duration [58]. For the assumption that the spherical aberration is small, such that all rays are in focus in the paraxial focal region of the objective, the temporal pulse distortion is expressed by the radially varying group delay [59]

\[
GD(r) = -Ar^2 + Br^4 + Cr^2,
\]

(5.1)

where \( r \in [0, 1] \) is the radius normalized to that of the entrance pupil of the microscope objective. The first term represents the effect of chromatic aberration, which is equivalent to the radius-dependent arrival time between the pulse front and its phase front (propagation time delay–PTD effect). Here, \( A \) is given by [57]

\[
A = \frac{\lambda_o}{2c} \left( \frac{NA^2}{1 - NA^2} \right) \frac{df}{d\lambda},
\]

(5.2)
where $\lambda_0$ is the center wavelength of the laser pulse, $c$ is the velocity of light, $NA$ is the numerical aperture of the objective, and $\frac{df}{d\lambda}$ is its chromatic aberration at $\lambda_0$. For a commonly used, high-quality, aberration-corrected microscope objective with a high N.A. such as for example an UPLSAPO 100× Oil objective, the chromatic aberration at $\lambda_0 = 820$ nm is specified by the manufacturer to $\frac{df}{d\lambda} \approx 1$ \cite{60}. According to eq. 5.2 this results in $A = 4.1 \times 10^{-17}$. Consequently, the maximum group delay due to chromatic aberration can be neglected. For the Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective with similar good correction for aberrations, which is used in our experiments, the impact of chromatic aberrations is also assumed to be negligible.

The second term originates from spherical aberration. Because the spatial focus dimensions have been observed to be close to the diffraction-limited focus size expected by theory (see eq. 3.28 and the experimental result shown in fig. 5.1), the impact of spherical aberration on the temporal pulse distortion is also expected to be negligible ($B \approx 0$).

The third term is due to a delay relative to the paraxial focus plane \cite{59}. Within the accuracy of measuring the longitudinal dimension of our focus (see fig. 5.2), there is no experimental evidence for an aberration that causes focusing outside the paraxial focal plane. Therefore, we assume that the third term in eq. 5.1 also vanishes.

The effect of GD(r) on the in-focus pulse duration has been tested by experiments, where SHG IAC traces were measured as a function of the back-aperture diameter for two focusing

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig56}
\caption{Experiments for testing the radially varying GD effect of the in-focus few-cycle pulses. (a) Schematic illustration of the microscope objective (Obj) with an additional iris for adjusting the diameter of its back-aperture. (b) Retrieved pulse duration dependence on the aperture diameter for the Zeiss ACHROPLAN 40× N.A. 0.8W (black squares) and the Olympus UPlanSApo 60× N.A. 1.2W IR (blue squares).
\end{figure}
objectives (Zeiss ACHROPLAN 40× N.A. 0.8W and Olympus UPlanSapo 60× N.A. 1.2W IR), see fig. 5.6. For the Zeiss objective, the pulse duration extracted by using eqs. 3.36 to 3.41 was observed to be independent of the back-aperture diameter at a constant value of (6.7 ± 0.3) fs ($sech^2$). Similarly, the extracted pulse duration was observed to be constant at (7.2 ± 0.3) fs ($sech^2$) when varying the back-aperture diameter of the Olympus objective. Ideally, in order to directly measure the GD effect of a high-N.A. objective, interferometry experiments need to be implemented [61–63]. However, in practice, where diffraction-limited focusing with a high-N.A. objective and a beam fully filling its back aperture are used, our experimental results shown in fig. 5.6(b) provided no evidence for significant temporal distortion when compared to paraxial focusing.

In summary, by using high-quality microscope objectives that are both chromatically and spherically aberration-corrected in the near-infrared wavelength range, as used throughout our experiments, additional in-focus pulse distortions other than caused by material dispersion are not theoretically expected and also experimentally confirmed to be negligible.

### 5.4 Application for enhancement of NLO imaging contrast

#### 5.4.1 Dependence of SHG intensity on pulse duration

According to eq. 3.26, the SHG intensity is expected to be inversely proportional to the pulse duration when the average power and repetition rate of the excitation laser pulse train are kept constant. For a clear experimental test of this relationship, the SHG intensity is measured as a function of GDD when the few-cycle pulses are focused about 1 µm into a thick KDP crystal (type-I) with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective. Here, the GDD is adjusted by tuning the optical path length of the thin wedges (W). The SHG IAC trace is measured for each GDD value, and the pulse duration is extracted from the corresponding intensity autocorrelation function according to eqs. 3.39 to 3.41. As shown in fig. 5.7(a), with increasing GDD from 0 to 87 $fs^2$, the extracted pulse duration is increased from 7.1 fs to 36.8 fs, and the SHG intensity decreases by approximately one order of magnitude. In the log-log plot shown in fig. 5.7(b), the same data are used to plot the measured SHG intensity versus the extracted pulse duration (black dots). The linear fit (red curve) to the data results in a slope of -(1.05 ± 0.03) $fs^{-1}$, which agrees well with the inverse proportionality predicted by theory (see eq. 3.26). To our best knowledge, this result is the first demonstration of the inverse linear dependence of SHG intensity on pulse duration down to 7.1 fs. A previous literature report experimentally confirmed this relationship down to 20 fs only [64].
5.4.2 SHG image contrast enhancement and microspectroscopy of single collagen fibrils

5.4.2.1 Motivation

NLO microscopy offers a powerful tool for label-free tissue imaging at the sub-cellular level, as it can provide morphological and functional information without the need for exogenous markers. Collagen is the most abundant protein in the extracellular matrix (ECM) [65]. It helps to maintain the integrity of many tissues via its interactions with cell surfaces and other ECM molecules. Type-I collagen forms fibrils with diameters of hundreds of nanometers, which have a natural noncentrosymmetric, highly crystalline triple helix structure [66] [67]. Hence, the structure of collagen fibrils allows their intrinsic SHG. We demonstrate the SHG imaging contrast enhancement and microspectroscopy based on individual collagen fibrils in both the time- and the frequency-domains.

Before performing the NLO microscopy measurements, AFM imaging was performed in order to confirm that individual collagen fibrils have been self-assembled into their native structure and not denatured at the surface of the glass coverslip. Fig. 5.8(a) shows an AFM phase image of typical self-assembled collagen (type-I) fibrils, which was measured by a former group member, Johanna Konrad [68].

Fig. 5.8(b) shows the topographical height profile along the red line across the single fibril.
Figure 5.8: (a) AFM phase image of self-assembled collagen (type-I) fibrils on a glass coverslip. (b) The topographical height profile across the fibril (along the red line shown in (a)) with a measured FWHM = (320 ± 5) nm and a peak height of (78 ± 1) nm. (c) The phase profile parallel to the long axis of the fibril (along the blue line shown in (a)) reveals the characteristic D-striation of collagen (type-I) with a period length of (67 ± 2) nm.

displayed in fig. 5.8(a). The FWHM and peak height of this profile are determined to be (320 ± 5) nm and (78 ± 1) nm, respectively, which are close to and below the diffraction-limited lateral and longitudinal dimensions of the focus used in the subsequent optical experiments with the Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective. The phase profile parallel to the fibril long axis (blue line shown in fig. 5.8(a)) is shown in fig. 5.8(c). The observed modulation with a period length of (67 ± 2) nm is attributed to the characteristic D-striation of collagen (type-I) [69], which confirms that the sample consists of fibrils that have not denatured on the glass surface. Under the present NLO excitation conditions, strong SHG is expected in these collagen fibrils.

5.4.2.2 SHG image contrast enhancement

In order to demonstrate SHG image contrast enhancement by shortening the excitation laser pulse duration, SHG images of individual collagen fibrils excited with pulse durations of 18.2 fs (sech²) and 7.3 fs (sech²) and constant average power of 900 µW at the sample are recorded, as shown in fig. 5.9(a) and (b), respectively. The two SHG images show the identical region of interest. Clearly, a higher SHG image contrast is observed with the 7.3-fs pulses when
compared to excitation with 18.2-fs pulses. To quantify the contrast enhancement, the SHG intensity profiles along the lines indicated by the arrows are used. As shown in fig. 5.9 (c), for the collagen fibril located at $y = 9.3 \, \mu m$, an enhancement factor of 2.5 is observed when decreasing the pulse length from 18.2 fs to 7.3 fs, which is in very good agreement with the theoretical prediction of $18.2 / 7.3 = 2.49$ (see eq. 3.26). The FWHM of the SHG intensity profile of this fibril is $(320 \pm 10) \, nm$, which indicates that diffraction-limited SHG imaging is achieved. Next, the SHG intensities at a fixed single collagen fibril position are measured as a function of pulse duration. In analogy to the experiment presented in section 5.4.1, the pulse duration was adjusted by controlling the insertion of the thin wedges (W) and the average excitation power at the sample was kept constant at 900 $\mu W$. Fig. 5.9 (d) shows the log-log plot of forward-detected SHG signal versus pulse duration ($\nabla$). As for the KDP measurement, see fig. 5.7 (b), the good agreement between the experimental data and the simulation (red line) according to eq. 3.26 confirms that the inverse linear dependence of the SHG intensity on pulse duration also holds for type-I collagen fibrils.

5.4.2.3 SHG microspectroscopy of a single collagen fibril

The ratio of forward- to epi-detected SHG intensity is used as an important indicator for the determination of the size of collagen fibrils [70]. In this section, frequency- and time-domain SHG microspectroscopy on a single collagen fibril in both forward- and epi-detection geometries is demonstrated.

Fig. 5.10 (a) shows the frequency-domain SHG spectra recorded in both the forward- (blue curve) and epi- (green curve) detection geometries at a fixed focus position on the single col-
Figure 5.10: (a) SHG spectra of a single collagen fibril recorded in both the forward- (blue curve) and epi- (green curve) detection geometries using excitation with a pulse duration of 7.3 fs ($sech^2$) and an average power of 900 $\mu$W at the sample. The in-focus excitation pulse spectrum (black curve) is shown for reference. (b) The corresponding epi-detected (empty circles) and forward-detected (solid circles) SHG IAC traces of a single collagen fibril together with the simulated SHG IAC traces (red curve) by assuming the in-focus pulse spectrum shown in (a) and residual dispersion values of GDD = 0 $fs^2$ and TOD = 170 $fs^3$, which resembles the SHG IAC trace of KDP (see fig. 5.5(b)). (c) Measured forward-detected SHG IAC trace (black dots) of the same fibril when excited by pulses with a duration of 18.2 fs ($sech^2$) together with a simulated SHG IAC trace by assuming the in-focus pulse spectrum and residual dispersion values of GDD = 55 $fs^2$ and TOD = 230 $fs^3$.

lagen fibril that is marked by the white cross in fig. 5.9(b). The average excitation power and pulse duration at the sample are 900 $\mu$W and 7.3 fs ($sech^2$), respectively. Spectra of isotropic fluorescence centered at about 410 nm of stilbene (Lambdachrome, 4200) dissolved in methanol were recorded in both the epi- and forward-SHG detection geometries. The ratio between the forward- and epi-detected fluorescence was then used to correct the forward- and epi-detected SHG spectra of the single collagen fibril for the different detection sensitivities of the two collection geometries. The SHG spectra shown in fig. 5.10(a) were also corrected for the spectral
sensitivity response of the camera detector. The forward-detected SHG signal is observed to be \((3.1 \pm 0.2)\) times stronger than the epi-detected SHG signal, while their normalized SHG spectra show no difference in spectral features. Using the empirical relation reported by Chu et al. [70], the thickness of this collagen fibril along the \(z\) axis was determined to be \(2.81\, \text{nm} \times (3.1\, \pm\, 0.2)\, \text{nm} + 49.8 = (59\, \pm\, 1)\, \text{nm}\). This estimate is a little smaller than the measured AFM peak height for different fibrils shown in fig. [5.8](b). However, from the AFM experiments [68], we know that the thickness of our self-assembled collagen fibrils vary within the range from 50 to 130 nm. In conclusion, with our novel microscope setup, we can make use of the forward- and epi-detected SHG intensity ratio to estimate the thickness of the collagen fibril. For reference, the in-focus spectrum of the excitation laser pulse is also shown in fig. [5.10](a).

In the time-domain, fig. [5.10](b) shows the epi- (empty circles) and forward-detected (filled circles) SHG IAC traces, which are measured on a single collagen fibril, using laser excitation parameters identical to that used for the SHG image in fig. [5.9](b). Their comparison shows that there is no obvious difference between epi- and forward-detected SHG IAC traces. Both traces nicely resemble the SHG IAC trace recorded for KDP (see fig. [5.5](b)), for which the best fit with a simulated SHG IAC trace was obtained when using eqs. [3.36] and [3.37] and assuming residual dispersion values of \(\text{GDD} = 0\, f\, s^2\) and \(\text{TOD} = 170\, f\, s^3\), shown as red curve in fig. [5.10](b) for reference.

As shown in fig. [5.10](c), the forward-detected SHG IAC trace (black dots) was also measured when the pulse duration was increased to 18.2 fs, which corresponds to the same pulse duration used for recording the SHG image in fig. [5.9](a). The simulated SHG IAC trace (red curve) describes the experimental data best when using the measured in-focus pulse spectrum and residual dispersion values of \(\text{GDD} = 55\, f\, s^2\) and \(\text{TOD} = 230\, f\, s^3\).

### 5.5 Summary and conclusions

In this chapter, the performance of a novel few-cycle NLO microscope for both SHG imaging and SHG microspectroscopy in the frequency- and time-domains was characterized, and the impact of the material dispersion, chromatic and spherical aberrations of common high-N.A. microscope objectives on the focusing of few-cycle pulses was studied.

Using a 1.2-N.A. microscope objective, the diffraction-limited FWHM\(_{xy}\) and FWHM\(_z\) of the two-photon excitation focus dimensions of \((310\, \pm\, 10)\, \text{nm}\) and \((1.3\, \pm\, 0.1)\, \mu\text{m}\) were achieved.

By purely passive GDD and TOD management, and by using customized low-GDD optical components that support the entire spectral bandwidth of the 6.4-fs oscillator output pulses, near bandwidth-limited pulses with durations ranging from 6.6 fs to 7.3 fs for microscope objectives with N.A.s ranging from 0.5 to 1.2, respectively, were routinely achieved in the focus. From the analysis of SHG IAC traces, the amount of GDD and TOD of the microscope objectives
that need to be pre-compensated in order to achieve the shortest in-focus pulse duration have been estimated. For an objective with N.A. $\geq 0.9$, GDD and TOD values of up to $\sim 2300 \, fs^2$ and $\sim 1000 \, fs^3$, respectively, needed to be pre-compensated. Whereas, lower values are required for objectives with lower N.A.s. This observation reflects the expected increase in the optical path length through dispersive glass inside a microscope objective with a higher N.A.. While GDD was pre-compensated successfully for all the objectives studied, residual TOD could not be completely pre-compensated in our setup. The observed increase in the in-focus pulse durations is attributed to the observed increase in residual TOD and higher-order dispersions for objectives with increased N.A.. It has been shown that the residual TOD value extracted from an SHG IAC trace quantitatively explains the narrower spectral bandwidth observed in the corresponding SHG spectrum of the in-focus pulses when compared to their Fourier-limited bandwidth.

The impact of the chromatic and spherical aberrations introduced by the high-N.A. objective on the temporal distortion of the few-cycle pulses inside the focus have been estimated and experimentally tested. It was found that these effects are negligible for the high-quality objectives used throughout our experiments, which are aberration-corrected in the near-infrared wavelength range. In conclusion, residual TOD and higher-order dispersion represent the only limiting factors in our setup for achieving Fourier limited in-focus pulses.

The inverse linear dependence of SHG intensity on the in-focus pulse duration was, to our best knowledge, demonstrated down to 7.1 fs for the first time using an high-N.A. microscope objective. The application of shorter in-focus pulses for the enhancement of SHG image contrast was successfully demonstrated on a single collagen (type-I) fibril as a biological model system for studying protein assemblies under physiological conditions.

Beyond imaging, the capability of our few-cycle NLO microscope to perform SHG microspectroscopy in both the frequency- and time-domains was successfully demonstrated. Experiments on a single collagen fibril in its native conformation with a thickness below $\sim 100$ nm revealed indistinguishable SHG spectra irrespective of detecting its forward- or epi-scattered SHG. Likewise, SHG IAC traces of a fibril recorded in the forward- and epi-detection geometries are indistinguishable and resemble the instantaneous SHG response observed in KDP or BBO crystals. Consequently, a collagen fibril has been found to act as a purely non-resonant $\chi^{(2)}$ soft matter under the present excitation conditions. However, the absolute forward-detected SHG intensity of a single fibril was observed to be approximately three times stronger than the corresponding epi-detected signal. Based on SHG phase-matching considerations, their ratio allows for the estimation of the fibril thickness of about 60 nm, which corresponds well with the range of the thickness from 50 to 130 nm, as independently determined for various self-assembled fibrils by AFM imaging.

Our successful demonstration of few-cycle NLO microscopy with both diffraction-limited
spatial resolution and near bandwidth-limited 7-fs in-focus pulses is the prerequisite for studying ultrafast plasmon dephasing processes in a single metallic nanoparticle and nanocavity, which will be presented in the following chapters of this thesis. The high peak power that can be achieved in the focus is also desirable for potential applications in laser material processing.
6 Time-resolving ultrashort plasmon dephasing in single gold nanoparticles

6.1 Motivation

The ultrafast dephasing of the localized surface plasmon in the nanoparticle, that occurs on a time scale of only few femtoseconds, has gained a lot of attraction [46] [7] [8] [71] [29] [72–80]. The linear scattering spectroscopy is a standard method to investigate spectral bandwidth and resonance wavelength of the LSPR of individual nanoparticles and its dependence on the nanoparticle’s size, shape, composition, and local environment in the frequency-domain [72] [29] [74] [76], from which dephasing time are retrieved. Directly time-resolving the plasmon dephasing time, includes interferometric SHG spectroscopy of an ensemble of nanoparticles [7] [73]. To avoid an inhomogeneous size distribution of nanoparticles, Liau et al. [8] reported a proof of principle experiment with excitation pulses of 23 fs, which was able to resolve a dephasing time of 10 fs for a single Ag colloid of 75 nm diameter. However, a systematic time-domain SHG study of single metal nanoparticles of different sizes and shapes has not been reported yet. For this purpose, much shorter dephasing times are expected, according to the linear scattering spectroscopy, for which the time-resolution of the experiment needs to be shorter than the maximum dephasing time of 18 fs [29]. The motivation of this work is to investigate the single gold nanoparticles of different sizes and shapes using both linear DF scattering in the frequency-domain and interferometric SHG spectroscopy in in time-domain with our in-focus 7.3-fs laser excitation pulses. To our best knowledge, such a systematic investigation of linear and second-order LSPR properties on one and the same single nanoparticle is still lacking, which allows testing the applicability of a simple driven damped harmonic oscillator model [46,75] to explain both linear and SHG scatterings.

In this chapter, we present the experimental study of LSPR properties of individual nanospheres, nanorods, nanodisks, and nanorectangles of various sizes and shapes using linear and SHG properties in the frequency- and time-domains in combination with polarization-resolved experiments.
6.2 Materials and methods

6.2.1 Microscope configurations

Since various experiments are discussed in this chapter, the details of the detection geometry, filters, and detectors of different configurations of the DF scattering microscope and the NLO microscope are listed in Table 6.1.

Table 6.1: The DF scattering and NLO microscope configurations for the detection geometry, filters, and detectors used for the different experiments discussed in this chapter.

<table>
<thead>
<tr>
<th>section</th>
<th>experiments</th>
<th>detection geometry</th>
<th>filters</th>
<th>detectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.3.3</td>
<td>DF scattering spectrum measurements</td>
<td>Forward</td>
<td>no filters</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>6.4.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4.2</td>
<td>Polarization-resolved DF scattering measurements</td>
<td>Forward</td>
<td>band-pass filter (Coherent, 660 nm / 40 nm) band-pass filter (Chroma, HQ 585 nm / 80 nm) band-pass filter (Chroma, ET 890 nm / 220 nm)</td>
<td>PMT</td>
</tr>
<tr>
<td>6.3.4.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.4.3</td>
<td>SHG spectrum measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm)</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>6.6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4</td>
<td>SHG image measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>6.6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4</td>
<td>Polarization-resolved SHG measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>6.6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4</td>
<td>SHG IAC trace measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm) and short-pass filter (Omega 450 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>6.6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.3.4</td>
<td>Polarization-resolved TPF measurements</td>
<td>Epi</td>
<td>band-pass filter (Chroma, HQ 585 nm / 80 nm) and band-pass filter (Throlabs, FGB37)</td>
<td>APD</td>
</tr>
<tr>
<td>6.6.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2.2 The gold nanosphere and nanorod samples

The aqueous suspensions of gold nanospheres with a diameter of 50 nm (NanoPartz, A11-50-NPC-25), 80 nm (NanoPartz, A11-80-NPC-25), 125 nm (NanoPartz, A11-125-NPC-25) and gold nanorods with dimensions of 40 × 69 nm$^2$ (NanoPartz, A12-40-600-CTAB-25), 39 × 155 nm$^2$ (NanoPartz, A12-40-800-25), and 10 × 40 nm$^2$ (NanoPartz, A12-10-808-25) are used. It should be noted that for each nanoparticle with a certain dimension, there is a deviation from the specified shape with a standard deviation of 4% to 10%, according to the manufacturer’s specification. For the experiments, the samples were simply prepared as follows: first drop 10 µL gold nanoparticle suspension as purchased on a standard coverslip (Carl Roth GmbH, 24 × 32 mm$^2$, #1), which was previously cleaned by methanol and subsequently acetone. Then, the liquid on the coverslip was removed away by using a pipette after two minutes of incubation. Using this method, a sample with nanoparticles homogeneously located in some regions on the
coverslip can be obtained. The adhesion of the nanoparticles on the coverslip, especially for the nanospheres, is compensated by the tightly focus laser pulses, which makes NLO spectroscopy on immobilized nanoparticles difficult or sometimes even impossible. This problem can be solved by heating the sample at 200 °C for 20 minutes by using a hot plate (C-MAG HS 4, Ika). One possible explanation for this is the evaporation of water or the removal of chemicals, which are additives used to prevent nanoparticles from agglomeration in the purchased suspension. If not stated otherwise, refractive index matching immersion oil (Olympus, Type-F, n=1.518) was dropped onto the immobilized nanoparticles on the glass surface.

6.2.3 The gold nanodisk and nanorectangle array samples

In order to systematically study the dependence of plasmon dephasing in a nanoparticle on its shape and size, it is a prerequisite to know its shape and size. Electron beam lithography (EBL), which is capable of producing a gold structure with an accuracy of 10 nm is used here for sample fabrication [78]. The gold nanodisks and nanorectangles on a BK7 microscope cover glass (Carl Roth GmbH, 24 × 32 mm², #1) prepared by our collaborator from the Max-Planck-Institut für Festkörperforschung are schematically shown in fig. 6.1. The nanodisks have diameters of 20, 40, 60, 80, 100, 120, 140, and 160 nm, and the nanorectangles have L_y × L_x dimensions of 25 × 100 , 33 × 100 , 50 × 100, 100 × 100, 100 × 50, 100 × 33, and 100 × 25 nm². The height of these nanodisks and nanorectangles is 25 nm. The center to center distance between two neighboring individual nanoparticles is designed to be 2.0 µm in order to avoid coupling between nanoparticles.

Figure 6.1: Schematic layout showing the arrangement of the gold nanodisks (upper row) with diameters of 20, 40, 60, 80, 100, 120, 140, and 160 nm and of nanorectangles (lower row) with L_y × L_x dimensions of 25 × 100 , 33 × 100 , 50 × 100, 100 × 100, 100 × 50, 100 × 33, and 100 × 25 nm² as manufactured by EBL. The center to center distance between two neighboring nanoparticles is 2.0 µm. For all these nanoparticles, the height is 25 nm.
6.2.4 Extinction measurements

For the bulk characterization of linear plasmon properties of gold nanosphere and nanorod aqueous suspensions, extinction spectra were measured in a quartz cuvette (optical path length of 10 mm) using an UV-VIS spectrometer (PerkinElmer, Lambda 16). Extinction spectra averaged over more than one nanodisk and nanorectangle of the same size were separately measured by our collaborator using a Fourier-transform infrared (FTIR) spectrometer (Bruker Vertex-80).

6.2.5 Scanning electron microscope imaging

For the characterization of the size distribution of the purchased gold nanoparticles, a scanning electron microscope (SEM) (Hitachi Model S–4800) was used.

6.2.6 Extinction and scattering spectra simulations

The linear extinction and scattering spectra of individual gold nanoparticles with different shapes and sizes were simulated in MATLAB R2012a (MathWorks) using the metallic nanoparticle boundary element method (MNPBEM) toolbox, which was developed by Ulrich Hohenester and Andreas Trügler [43]. The main idea of the MNPBEM toolbox is to simulate the electromagnetic properties of a metallic nanoparticle by solving Maxwell’s equations for a dielectric environment, where both the nanoparticle and the surrounding environment with homogeneous and isotropic dielectric functions separated by abrupt interfaces are assumed. There are mainly three working procedures of the MNPBEM toolbox for the simulation: construct a nanoparticle object according to its dimensions, define the excitation field, and solve Maxwell’s equations. The dielectric function used for the gold nanoparticle was taken from literature [38]. A wavelength-independent refractive index for the surrounding medium is assumed. To define the particle boundaries, 20 vertices and faces were used for all the nanoparticles. The plane wave excitation with linear light polarization was used. In all cases, the full BEM is employed to solve the full set of Maxwell’s equations. The scattering and extinction cross sections in units of nm$^2$ are calculated.

6.3 Gold nanosphere experiments

6.3.1 Size characterization by SEM imaging

In order to determine the derivation from the spherical geometry with a diameter specified by the manufacturer, the size of different gold nanoparticles with a diameter 125 nm were investigated by SEM. From the SEM image shown in fig. 6.2, one can observe that the morphology of these nanoparticles is not perfectly spherical. If we assume that it is an ellipsoid with the long
and short semi-axis defined as a and b, respectively, the statistical analysis of a and b of the five individual nanoparticles shown in fig. 6.2 is listed in table 6.2. The mean values for a and b were determined to be \((143 \pm 2)\) nm and \((129 \pm 2)\) nm, respectively, which deviate from the spherical diameter 125 nm specified by the manufacturer. The mean of the aspect ratio \(a/b\) is \((1.10 \pm 0.11)\), which exhibits a 10% deviation from the perfect spherical shape. This result agrees well with the upper boundary of the standard deviation specified by the manufacturer. The observed inhomogeneous size and shape distributions will consequently introduce the inhomogeneous broadening in ensemble experiments. The single nanoparticle experiments are required in order to avoid inhomogeneous broadening.

![Image](image_url)

Figure 6.2: SEM image of individual nanosphere 125 particles. The scale bar is 2.00 µm. The insert image shows a high magnification of nanoparticle 3 with \(a = 73.5\) nm and \(b = 63.5\) nm.

Table 6.2: Statistical analysis for the five individual nanosphere 125 nanoparticles shown in fig. 6.2.

<table>
<thead>
<tr>
<th>No.</th>
<th>2a (nm)</th>
<th>2b (nm)</th>
<th>a/b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>143</td>
<td>123</td>
<td>1.16</td>
</tr>
<tr>
<td>2</td>
<td>136</td>
<td>134</td>
<td>1.01</td>
</tr>
<tr>
<td>3</td>
<td>147</td>
<td>127</td>
<td>1.16</td>
</tr>
<tr>
<td>4</td>
<td>142</td>
<td>129</td>
<td>1.10</td>
</tr>
<tr>
<td>5</td>
<td>150</td>
<td>133</td>
<td>1.13</td>
</tr>
<tr>
<td>mean ± std</td>
<td>143 ± 2</td>
<td>129 ± 2</td>
<td>1.10 ± 0.11</td>
</tr>
</tbody>
</table>

6.3.2 Ensemble characterization by UV-VIS spectroscopy

Normalized extinction spectra of the gold nanoparticle suspensions are shown in fig. 6.3. One can observe that the center wavelength of the broad-band extinction spectrum of nanosphere
suspension is red-shifted with the increasing of the size of the nanoparticle. Also, the FWHM of the extinction spectrum is increasing with the increasing of the size of nanoparticle. The manufacturer specified diameter, the measured center wavelength, and the FWHM of the extinction spectra of gold nanosphere suspensions are listed in the table 6.3.

Figure 6.3: Measured ensemble extinction spectra of aqueous suspensions of nanosphere 50, nanosphere 80, and nanosphere 125.

Table 6.3: The ensemble characteristics of aqueous nanosphere suspensions used in this work.

<table>
<thead>
<tr>
<th>Name</th>
<th>manufacturer specified diameter</th>
<th>ensemble extinction measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean ± std (nm)</td>
<td>center wavelength $\lambda_{\text{center}}$ (nm)</td>
</tr>
<tr>
<td>nanosphere 50</td>
<td>50 ± 7</td>
<td>531</td>
</tr>
<tr>
<td>nanosphere 80</td>
<td>75 ± 7</td>
<td>548</td>
</tr>
<tr>
<td>nanosphere 125</td>
<td>136 ± 10</td>
<td>598</td>
</tr>
</tbody>
</table>

6.3.3 Single nanosphere characterization by DF spectroscopy

Before performing NLO spectroscopy measurements, the single nanoparticles were characterized by a home-built DF microscope. Three representative DF scattering spectra measured for different individual nanospheres with a specified diameter of 50 nm, 80 nm, and 125 nm, are shown in fig. 6.4, which were obtained by using the processing procedures described in section 4.3.3. The acquisition time for each spectrum is 1.0 s. One can observe that the simulated scattering spectrum (red curve) for nanosphere 50, which is based on the Mie theory
using MNPBEM toolbox describes the experimental curve (black curve) well. The resonance wavelength of nanosphere 50, 80, and 125 is determined to be 563 nm, 578 nm, and 626 nm, respectively. The respective FWHMs are also determined to be 58 nm, 80 nm, and 160 nm. One can observe that with increasing the particle diameter, the resonance wavelength is red-shifted, and the bandwidth is increasing. Compared to the center wavelength and the FWHM as retrieved from the extinction spectrum of ensemble aqueous suspensions (see table 6.3), the resonance wavelength has a systematic red-shift and the spectral bandwidth is systematically narrower for the corresponding single nanoparticle spectrum. The reasonable explanation for the red-shift is that the immersion medium was changed from water to oil. The lack of in-homogeneous broadening in the single nanoparticle spectrum explains the narrower spectral bandwidth (see eq. 3.6). This observation confirms that single nanoparticle measurements are necessary for the study of the size and shape dependence of plasmon resonance properties.

**6.3.4 Single nanosphere characterization by SHG experiments**

In this section, first the single nanoparticle is characterized by using DF microspectroscopy. Then the SHG spectroscopy characterization is performed on the same nanoparticle in both the frequency- and time-domains. A whole experimental data set for a single nanoparticle
consists of several measurements including a DF scattering spectrum, a polarization-resolved DF scattering intensity, an SHG spectrum, polarization-resolved SHG intensity, and an SHG IAC trace measurements.

6.3.4.1 The nonresonant excitation case: 80 nm sphere

For the nanosphere 80 sample, the measured DF scattering spectrum (green curve) for a single nanoparticle is shown in fig. 6.5(a). One can observe the resonance band, which is best fitted by a single Lorentzian line (purple curve, see the square of eq. 3.60) with a resonance wavelength of \( \lambda \approx 581 \text{ nm} \) and with a FWHM of \( \Delta \omega = (85 \pm 4) \text{ nm} \). Using eq. 3.63 the corresponding dephasing time is determined to be \( T_2 = (4.2 \pm 0.2) \text{ fs} \). Comparing these values with those obtained from the spectrum of the single nanosphere 80 shown in fig. 6.4, there are no big differences. Compared to the ensemble spectrum shown in fig. 6.3, the resonance wavelength of the nanoparticle selected here is 33 nm red-shifted with respect to the center wavelength of the inhomogeneous broadened ensemble spectrum. Compared to the DF scattering experiment for a single gold nanosphere of 80 nm in oil with \( \lambda_{res} = 590 \text{ nm} \) and \( T_2 = 3.3 \text{ fs} \) reported in reference [29], the corresponding resonance wavelength and dephasing time of the nanosphere selected here is shorter and longer, respectively. This comparison suggests that the actual size of the selected nanosphere is smaller than 80 nm. In fig. 6.5(a), one can also observe that the DF scattering spectrum of this nanosphere 80 has only small spectral components overlapping with the in-focus excitation laser spectrum (red curve), which suggests that the plasmon resonance enhancement of SHG will be very weak. The measured SHG spectrum of the same nanosphere (black curve) is also shown in fig. 6.5(a). The purely nonresonant SHG spectrum of a KDP crystal (blue curve) is also shown here for reference. These two spectra are in good agreement, which also indicates that the plasmon resonance observed in the linear DF scattering spectrum does not have an obvious effect on its SHG spectrum.

Fig. 6.5(b) shows the normalized polarization-resolved DF scattering and SHG intensities recorded on the same single nanoparticle. The DF scattering polar plot is not isotropic, which indicates that a nonperfect spherical nanoparticle was measured. The SHG polar plot is also not isotropic, but is oriented as that of the linear DF scattering. There shows up a narrower intensity ‘waist’ in SHG polar plot when compared to the DF scattering polar plot, which can be explained by the fact that the SHG signal is more sensitive to the morphology of the nanoparticle.

Fig. 6.5(c) shows the measured SHG IAC trace (black squares) of this single nanosphere. It is worthy noting that the SHG IAC trace is obtained by averaging 20 individual traces of the same nanoparticle in order to increase the single-to-noise (S/N). The ratio of 8:1 between the SHG intensities measured at time delays zero and \( \pm 40 \text{ fs} \) confirms that two-photon excitation process was observed. For comparison, the simulated SHG IAC trace (blue curve) for the instantaneous KDP response to our in-focus excitation pulse of \( (7.3 \pm 0.3) \text{ fs (sech}^2) \) and residual
Figure 6.5: (a) Measured DF scattering spectrum (green curve) and the corresponding fit to Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanosphere 80 nanoparticle (black curve) in oil. The SHG spectrum of the KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized polar plots of the DF scattering intensity (red line symbols) and the SHG intensity (black line symbols) for the same individual nanoparticle. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces for the instantaneous response of KDP (blue curve) and for a plasmon resonance enhanced SHG for a nanosphere with $T_2 = 4.2$ fs and $\lambda_{res} = 581$ nm (green curve) using an in-focus pulse with a pulse duration of $(7.3 \pm 0.3)$ fs ($\text{sech}^2$) and residual dispersion values of GDD = $0$ fs$^2$ and TOD = $170$ fs$^3$. The upper envelope (red curve) for the simulated SHG IAC trace of the instantaneous response is shown. The average powers used in the SHG experiments shown in (a), (b), and (c) are 210 $\mu$W, 370 $\mu$W, and 380 $\mu$W, respectively.
dispersion values of GDD = 0 fs² and TOD = 170 fs³ is also shown in fig. 6.5(c). There are no major differences observed between SHG IAC traces of the nanosphere and of the KDP crystal, which indicates that the linear plasmon resonance centered at 580 nm is not efficiently excited by the spectral components within the bandwidth of our in-focus laser spectrum. This explanation is supported by the comparison of the simulated resonance enhanced SHG IAC trace for $T_2 = 4.2$ fs and $\lambda_{res} = 581$ nm (green curve, see section 3.4.5) with that for the nonresonant KDP reference trace, which are almost indistinguishable. A broadening of the envelope (red dash curve) of SHG IAC trace is not observed when the resonance wavelengths are outside the spectral bandwidth of our excitation laser pulses.

6.3.4.2 The near-resonant excitation case: 125 nm sphere

For the nanosphere 125 sample, the measured DF scattering spectrum (green curve) for a single nanosphere is shown in fig. 6.6(a). One can observe a resonance band, which is best fitted by a single Lorentzian line (purple curve, see the square of eq. 3.60) with a resonance wavelength of $\lambda_{res} \approx 670$ nm and with a FWHM of $\Delta \omega = (194 \pm 4)$ nm. Using eq. 3.63, the corresponding dephasing time is determined to be $(2.5 \pm 0.2)$ fs. Comparing these values with those obtained from the spectrum of the single nanosphere 125 shown in fig. 6.4, there is a red-shift of the resonance wavelength, and also the bandwidth is broader. Compared to the ensemble spectrum shown in fig. 6.3, both values for the nanoparticle selected here are larger. These comparisons suggest that the actual size of the selected nanosphere is bigger than the mean value specified by the manufacturer. One can also observe that the DF scattering spectrum of this nanosphere has only spectral overlap with the red-part of the excitation laser spectrum (red curve), which suggests that the plasmon resonance enhancement of SHG will be more efficient than in the nanosphere 80 case. The measured SHG spectrum of the same nanosphere (black curve) is shown in fig. 6.6(a). The pure nonresonant SHG spectrum of a KDP crystal (blue curve) is also shown here for reference. There are no major differences between these two SHG spectra, which indicates that the plasmon resonance observed in the linear DF scattering spectrum does not have an obvious effect on its SHG spectrum.

Fig. 6.6(b) shows the normalized polarization-resolved DF scattering and SHG intensities recorded on the same single nanoparticle. The DF scattering polar plot is not isotropic, which indicates that a non-perfect spherical nanoparticle was measured. The ratio of the maximum to minimum intensities in this polar plot is determined to be 1.4, which is close to the mean aspect ratio of $(1.1 \pm 0.1)$ obtained from the SEM image analysis (see table 6.2). The SHG polar plot is also not isotropic, but is oriented in the same manner as the linear DF scattering. The SHG polar plot has a narrow intensity waist when compared to the DF scattering polar plot, which can be explained by the fact that SHG signal is more sensitive to the morphology of the nanoparticle.

One typical SHG IAC trace (black squares) measured for a single nanosphere 125 is shown
Figure 6.6: (a) Measured DF scattering spectrum (green curve) and the corresponding fit to Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanosphere 125 nanoparticle (black curve) in oil. The SHG spectrum of the KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized polar plots of the DF scattering intensity (red symbols) and the SHG intensity for the same nanoparticle. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces (blue curve) for the instantaneous response of KDP (blue curve) and for the plasmon resonance enhanced SHG for a nanoparticle with $T_2 = 2.5$ fs and $\lambda_{res} = 670$ nm (green curve) using an in-focus pulse with a pulse duration of $(7.3 \pm 0.3)$ fs ($\text{sech}^2$) and residual dispersion values of $\text{GDD} = 0$ fs$^2$ and $\text{TOD} = 170$ fs$^3$. The upper envelope (red curve) of a simulated SHG IAC trace for an instantaneous response is shown. The average powers used in the SHG experiments shown in (a), (b), and (c) are 210 $\mu$W.
in fig. 6.6 (c), which is obtained by averaging 20 individual SHG IAC trace measurements of the same nanoparticle in order to increase the S/N. No sample damage was observed during the measurement with an in-focus laser average power of 210 µW. The ratio of 8:1 between the SHG intensities measured at time delays zero and ± 40 fs confirms that a two-photon excitation process was observed. For reference, the simulated SHG IAC trace (blue curve) for the instantaneous KDP response to our in-focus laser pulse of 7.3 fs (sech²) and residual dispersion values of GDD = 0 fs² and TOD = 170 fs³ is also shown in fig. 6.6 (c). One can observe that there is no obvious difference between the experimental SHG IAC trace of this nanoparticle and the simulated SHG IAC traces of the KDP crystal (blue curve), which indicates that the plasmon resonance centered at 670 nm observed in the linear DF scattering spectrum is not efficiently excited by the blue spectral components of the excitation laser pulse used in our experiment. This explanation is supported by the comparison of the simulated SHG IAC trace (green curve) for a plasmon resonance enhanced SHG with T₂ = 2.5 fs and λ_res = 670 nm (see section 3.4.5) with that for the nonresonant KDP reference. As for the nanosphere 80 sample, within the accuracy of our experiment, they are almost indistinguishable and a broadening of the envelope is not observed when compared to that of the KDP crystal reference (red dash curve).

As shown in fig. 6.4, with increasing the diameter of nanospheres, the resonance is red-shifted, and the bandwidth is increased. By extrapolating these trends and the literature values reported by Sönntichsen et al. [29], a nanosphere with λ_res = 800 nm would correspond to T₂ = 1.2 fs. While such nanoparticle would be a good candidate for an efficient resonance enhanced SHG, the expected dephasing time is beyond the time-resolution of our experiment. Therefore, we switched to the experiments on single nanorods, which can possess resonance wavelength inside the spectral range of our excitation laser pulses and a narrow bandwidth.

### 6.4 Gold nanorod experiments

Nanorods are of particular interest because of their strong linear scattering cross sections and narrow spectral bandwidths of the longitudinal localized surface plasmon resonances that can be tuned through our excitation laser spectral region by varying the ratio between the length and the diameter (aspect ratio, AR) of the nanorod. Therefore, the nanorod is expected to yield resonance enhanced SHG and a plasmon dephasing time longer than that of nanospheres. This section will present the experimental characterization of DF scattering and SHG experiments on one and the same nanorods.

#### 6.4.1 Ensemble characterization by UV-VIS spectroscopy

Normalized extinction spectra of various gold nanorod suspensions are shown in fig. 6.7. One can observe that the center wavelength of the broad-band extinction spectrum is red-shifted.
with increasing specified aspect ratio of the nanorod. For a given aspect ratio, the FWHM is increasing with decreasing size. The retrieved band shape parameters are listed in table 6.4. For the nanorod 808 suspension, the center wavelength of 808 nm as specified by the manufacturer does not fit exactly to our observed value of 773 nm, which might be caused by the aggregation of nanorods in the investigated suspension.

![Extinction spectra](image)

**Figure 6.7:** Measured ensemble extinction spectra of aqueous suspensions of nanorod 600 (40 × 89 nm², black curve), nanorod 800 (39 × 155 nm², blue curve), and nanorod 808 (10 × 40 nm², green curve).

**Table 6.4:** The ensemble characteristics of aqueous nanorod suspensions used in this work.

<table>
<thead>
<tr>
<th>Name</th>
<th>manufacturer specified size</th>
<th>ensemble extinction measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aspects ratio Lₓ / Lᵧ</td>
<td>center wavelength λ_center (nm)</td>
</tr>
<tr>
<td>nanorod 600</td>
<td>40 × 69</td>
<td>578</td>
</tr>
<tr>
<td>nanorod 800</td>
<td>39 × 155</td>
<td>803</td>
</tr>
<tr>
<td>nanorod 808</td>
<td>10 × 40</td>
<td>773</td>
</tr>
</tbody>
</table>

**6.4.2 Single nanorod characterization by DF scattering spectroscopy**

For a single nanorod 800 with a specified size of 39 × 155 nm², DF scattering spectra for different angles α between the linear polarization of the excitation field and the long-axis of the nanorod at 80° (black curve), 120° (red curve), and 160° (blue curve) are shown in fig. 6.8 (a). In all three spectra, both the long-axis and short-axis plasmon modes of the nanorod at the resonance wavelength of 828 nm and 530 nm, respectively, are clearly resolved. The DF scattering intensity of the short-axis mode, which mainly represents the property of the gold
material, is very weak, while the long-axis plasmon mode has a much stronger DF scattering intensity. Because the linear scattering of the short-axis plasmon resonance is weak and exhibits a resonance wavelength outside of the wavelength range from 650 nm to 1000 nm of the excitation laser pulse, we do not consider further the short-axis plasmon mode. Compared to the ensemble extinction spectrum of nanorod 800 suspension shown in fig. 6.7, the FWHM of the long-axis mode is much narrower for the single nanorod \((\Delta \omega = 72 \text{ nm})\), which manifests that inhomogeneous broadening is responsible for the broader bandwidth observed in the ensemble extinction spectrum (see eq. 3.64). Compared to the single nanosphere experiments presented in section 6.3.3, the nanorod exhibits a much narrower plasmon resonance bandwidth.

The normalized DF scattering intensity obtained by integrating the long-axis plasmon resonance band as a function of \(\alpha\) is shown fig. 6.8 (b). The experimental data are well described by the \(\cos^2(\alpha - \alpha_0)\) dependence (see eq. 3.42), which reflects the well-known dipole characteristic of the linear scattering intensity of the long-axis plasmon resonance mode [29] [77]. The orientation of the long-axis of the nanorod (red line) is determined to \(\alpha_0 = 160^\circ\) in the coordinate system of x-y sample plane defined in fig. 6.1.

Figure 6.8: DF scattering spectroscopy of a single nanorod with specified dimensions of 39 \(\times\) 155 nm\(^2\), which is immersed in refractive index matching oil. (a) DF scattering spectra recorded with an angle \(\alpha\) between the linear excitation polarization and the long axis of the nanorod at 80\(^\circ\), 120\(^\circ\), and 160\(^\circ\). (b) Polar plot of the integrated DF scattering intensity of the long-axis plasmon resonance mode as a function of \(\alpha\). The corresponding fit to the \(\cos^2(\alpha - \alpha_0)\) dependence is also shown.

### 6.4.3 Single nanorod characterization by SHG experiments

As for the nanosphere case, a whole set of experiments for a single nanorod consists of the DF scattering spectrum, the polarization-resolved DF scattering intensity, the SHG spectrum,
the polarization-resolved SHG intensity, and the SHG IAC trace measurement. Based on the linear DF scattering spectroscopy, individual nanorods with long-axis plasmon resonance bands within the spectral range of our in-focus excitation laser spectrum were selected from the inhomogeneous size distribution of nanorods of the purchased samples.

Fig. 6.9(a) shows the DF scattering spectrum of a single nanorod selected from the nanorod 800 sample. The observed resonance band is well described by the fit to a Lorentzian line (purple curve, see the square of eq. 3.60) with \( \lambda_{\text{res}} \approx 880 \text{ nm} \) and \( \Delta \omega = (87 \pm 4) \text{ nm} \). Using eq. 3.63, the corresponding dephasing time is \( T_2 = (9.8 \pm 0.2) \text{ fs} \). Comparing these values to those obtained from the single nanorod 800 shown in fig. 6.8 there are no big differences. Compared to the ensemble spectrum shown in fig. 6.7, the resonance wavelength of the nanorod 800 selected here is red-shifted with respect to the center wavelength of the inhomogeneously broadened ensemble extinction spectrum. By taking into account the red-shift of 180 nm when replacing the aqueous environment of the nanorod with oil, it indicates that the dimension and/or the aspect ratio for this particular nanorod is smaller than the respective mean values specified by the manufacturer. Because of the efficient plasmon resonance excitation with our laser pulses, the average power incident on the nanorod can be lower for SHG experiments than used for the nanosphere SHG experiments. The SHG spectra measured for the same selected nanorod 800 (black curve) and for a KDP crystal (blue curve) are also shown in fig. 6.9(a). In contrast to the nanosphere cases, the peak of the SHG spectrum of the nanorod is red-shifted and the spectral width is narrowed when compared to that of the SHG spectrum of the KDP crystal. The center wavelength of the SHG spectrum of the nanorod amounts to \( (436 \pm 4) \text{ nm} \), which corresponds to approximately twice the resonance frequency of its linear DF scattering spectrum. This observation indicates that the long-axis plasmon resonance observed in the linear DF scattering spectrum strongly affects its SHG spectrum.

Fig. 6.9(b) shows the normalized polarization-resolved DF scattering intensity of the long-axis plasmon mode and the SHG intensity recorded on the same selected nanorod 800 as a function of the angle \( \alpha \) between the linear excitation field and the long axis of the nanorod, which are well described by the \( \cos^2(\alpha - \alpha_0) \) and \( \cos^4(\alpha - \alpha_0) \) dependencies (see eq. 3.42 and eq. 3.43), respectively. For the measured DF scattering and SHG intensities, the orientation angles \( \alpha_0 \) were independently determined to be \( (19.6 \pm 0.6) ^\circ \) and \( (19.2 \pm 1.2) ^\circ \), respectively. This observation provides not only an evidence for the presence of a single nanorod in this experiment, but also confirms the fact that the SHG is maximized when the excitation field is polarized parallel to the linear plasmon resonance mode of the long-axis of the nanorod.

The dependence of the SHG intensity on the average excitation power is shown in the log-log plot in the insert of fig. 6.9(c). The linear fit (red curve) to the experimental data (black squares) results in a slope of \( (1.9 \pm 0.2) \text{ counts/(s } \mu \text{W}) \), which agrees well with the expected quadratic dependence of the SHG signal on the average excitation power (see eq. 3.26). It also indicates
Figure 6.9: (a) Measured DF scattering spectrum (green curve) and the corresponding fit to a Lorentzian line shape (purple curve) are shown together with the SHG spectrum of the same single nanorod 800 (black curve) in oil. The SHG spectrum of a KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized DF scattering (red symbols) and SHG intensity (black symbols) polar plots for the same nanoparticle together with fits to eq. 3.42 (red curve) and eq. 3.43 (black curve), respectively. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces for the instantaneous response of a KDP crystal (blue curve) and for the plasmon resonance enhanced SHG of a nanoparticle with $T_2 = (9.0 \pm 0.5)$ fs and $\lambda_{\text{res}} = (880 \pm 10)$ nm (black curve) using an in-focus pulse with a duration of $(7.3 \pm 0.3)$ fs ($\text{sech}^2$) and residual dispersion values of GDD = 0 fs$^2$ and TOD = 170 fs$^3$. The upper envelopes for the simulated SHG IAC traces of the KDP (red dash curve) and for the nanorod (black dash curve) are shown. The inset shows the log-log plot of SHG intensity (black squares) as a function of average excitation laser power at the sample. The red line shows the best fit to the experimental data with a slope of $(1.9 \pm 0.1)$ counts/(s $\mu$W). The average powers used in the SHG experiments shown in (a), (b), and (c) are 30 $\mu$W, 25 $\mu$W, and 25 $\mu$W, respectively.
that an additional third-order or an higher-order nonlinear process does not contribute to the measured signal. Fig. 6.9 (c) shows the measured SHG IAC trace of the same single nanorod 800 (black squares), which is obtained by averaging 15 individual SHG IAC traces of the same nanorod in order to increase the S/N. The ratio of 8:1 between the SHG intensities measured at time delays zero and ± 40 fs also confirms that a two-photon excitation process was observed. The simulated SHG IAC trace for the plasmon resonance enhanced SHG (black curve), which best fits the measured SHG IAC trace of the nanorod, is also shown. Here, achieving minimal residuals was served as a criterion for obtaining the best fitting. A very good agreement between experimental and simulated SHG IAC traces is obtained for \( T_2 = (9.0 \pm 0.5) \) fs and \( \lambda_{res} = (880 \pm 10) \) nm. For reference, the simulated SHG IAC trace for the instantaneous material response of a KDP crystal (blue curve) with our in-focus laser pulse of 7.3 fs (sech^2) and residual dispersion values of GDD=0 fs^2 and TOD = 170 fs^3 is also shown. For the clarity of the presentation, only the upper envelopes of the simulated SHG IAC traces of the nanorod (black dash curve) and of the KDP crystal (red dash curve) are shown. Clearly one can observe that the SHG IAC trace of the single gold nanorod is broadened with respect to the corresponding simulated SHG IAC trace of the instantaneous KDP response. The plasmon dephasing time and resonance wavelength extracted from this time-domain SHG IAC experiment are in good agreement with \( T_2 = (9.8 \pm 0.2) \) fs and \( \lambda_{res} \approx 880 \) nm, respectively, retrieved from the linear DF scattering spectrum of this nanorod. This consistency clearly demonstrates that a common driven damped harmonic oscillator model can explain our experimental results in both the linear and the second-order LSPR enhanced scattering processes.

Experiments for a smaller single nanorod from the nanorod 808 sample (10 × 40 nm^2) with a specified aspect ratio similar to that of the nanorod 800 sample are presented next. The DF scattering spectrum (green curve) of a selected single nanorod is shown in fig. 6.10 (a). The observed resonance band is well described by the fit to a Lorentzian line (purple curve, see the square of eq. 3.60) with \( \lambda_{res} \approx 832 \) nm and \( \Delta \omega = (57 \pm 4) \) nm. Using eq. 3.63 the corresponding dephasing time is \( T_2 = (12.7 \pm 0.2) \) fs. This long-axis plasmon resonance mode fully overlaps with the spectral bandwidth and coincides with the center frequency of our in-focus laser spectrum, which suggests an efficient resonance enhanced SHG in our experiments. Compared to the ensemble spectrum shown in fig. 6.7, the resonance wavelength and spectral bandwidth of the nanorod 808 selected here is red-shifted and narrower, respectively, with respect to the inhomogeneously broadened ensemble extinction spectrum. Compared to a DF scattering experiment for a single gold nanorod with \( L_y \times L_x \) dimensions of approximately 20 × 80 nm^2 in oil with \( \lambda_{res} = 827 \) nm and \( T_2 = 18 \) fs reported in reference [29], the corresponding resonance wavelength of the nanorod selected here is similar, while our recorded dephasing time is shorter. Because of a possible aggregation of the nanorods in the ensemble experiments, no conclusion about the actual size of the selected single nanorod 808 can be drawn. The SHG
Figure 6.10: (A) Measured DF scattering spectrum (green curve) and the corresponding fit to a Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanorod 808 (black curve) in oil. The SHG spectrum of a KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized SHG intensity (black symbols) polar plot for the same nanoparticle together with a fit to eq. 3.43 (red curve). (c) Measured SHG IAC trace (black squares) of the same nanorod and the simulated SHG IAC traces for the instantaneous response of a KDP crystal (blue curve) and for the plasmon resonance enhanced SHG of the nanorod with $T_2 = (13.0 \pm 0.5) \text{ fs}$ and $\lambda_{\text{res}} = (830 \pm 10) \text{ nm}$ (black curve) using an in-focus pulse with a duration of $(7.3 \pm 0.3) \text{ fs} (\text{sech}^2)$ and residual dispersion values of $\text{GDD} = 0 \text{ fs}^2$ and $\text{TOD} = 170 \text{ fs}^3$. The upper envelopes for the simulated SHG IAC traces of KDP (red dashed curve) and of the nanorod (black dashed curve) are shown. The average powers used in the SHG experiments shown in (a), (b), and (c) are $42 \mu\text{W}$, $50 \mu\text{W}$, and $56 \mu\text{W}$, respectively.
spectra measured for the same nanorod (black curve) and for a KDP crystal (blue curve) are also shown in fig. 6.10 (a). The center wavelength of the SHG spectrum of the nanorod is at (413 ± 4) nm, which is approximately twice the resonance wavelength of its linear DF scattering spectrum. Also the bandwidth of the SHG spectrum is narrower than that of the SHG spectrum of KDP. Both observations indicate that this long-axis plasmon resonance observed in the linear DF scattering spectrum has a strong impact on its SHG spectrum.

Fig. 6.10 (b) shows the normalized SHG intensity (black squares) recorded for the same single nanorod as a function of the angle $\alpha$ between the linear excitation field and the long-axis of the nanorod. The SHG polar plot is well described by a $\cos^4(\alpha - \alpha_0)$ dependence (see eq. 3.43) for a two-photon induced scattering process. This observation provides an evidence for the presence of a single nanorod in this experiment. As for the nanorod 800 experiment, it was verified that the linear DF scattering intensity of the long-axis resonance mode also shows the dipole characteristic according to eq. 3.42 (not shown) and that its maximum intensity coincides with the maximum of the polarization-dependent SHG intensity, for which an orientation angle of $\alpha_0 = (12.0 \pm 0.6)\degree$ was determined.

Fig. 6.10 (c) shows the measured SHG IAC trace of the same nanorod 808 (black squares), which is obtained by averaging 15 individual SHG IAC traces of the same nanorod in order to increase the S/N. The ratio of 8:1 between the SHG intensities measured at time delays zero and ± 40 fs also confirms that a two-photon excitation process was observed. The simulated SHG IAC traces for the plasmon resonance enhanced SHG (black curve), which best fits the measured SHG IAC trace of the nanorod, is also shown. Here, achieving minimal residuals was served as a criterion for obtaining the best fitting. A very good agreement between the experimental and the simulated SHG IAC traces is obtained for $T_2 = (13.0 \pm 0.5)$ fs and $\lambda_{res} = (830 \pm 10)$ nm. For reference, the simulated SHG IAC trace for the instantaneous material response of a KDP crystal with our in-focus laser pulse of 7.3 fs ($sech^2$) and residual dispersion values of GDD=0 $fs^2$ and TOD = 170 $fs^3$ are shown. For the clarity of the presentation, only the upper envelopes of the simulated SHG IAC traces of the nanorod (black dashed curve) and of a KDP crystal (red dash curve) are shown. Clearly one can observe that the SHG IAC trace of the single gold nanorod is broadened with respect to the simulated SHG IAC trace of the instantaneous KDP response. The plasmon dephasing time and the resonance wavelength extracted from this time-domain SHG experiment are in very good agreement with $T_2 = (12.7 \pm 0.2)$ fs and $\lambda \approx 832$ nm, respectively, as retrieved from the linear DF scattering spectrum of this nanorod. This clearly demonstrates that the common driven damped harmonic oscillator model can explain our experimental results in both the linear and the second-order LSPR enhanced scattering processes.
6.5 Summary of nanosphere and nanorod experiments

Table 6.5 summarizes the results of the combined studies using linear DF scattering, ensemble extinction, and SHG spectroscopies of the single gold nanospheres and nanorods described in sections 6.3 and 6.4, respectively. The linear DF scattering experiments on single nanoparticles confirm the inhomogeneous size distribution of nanospheres and nanorods in the purchased suspensions that results in ensemble dephasing time shorter than those expected for a single nanoparticle with specified mean dimensions (see eq. 3.64). The strong dependence of the plasmon dephasing time and resonance wavelength on the size and shape of the nanoparticle, which has previously been demonstrated by using linear DF scattering spectroscopy [29], could only be confirmed by experiments carried out on the single nanoparticle level. For the nanorods, we observed an increase of the extracted dephasing time when the resonance wavelength blue-shifts, whereas the dephasing time of the nanospheres was observed to decrease for more red-shifted resonance wavelengths. For nanorods with a similar aspect ratio, the nanorod with a smaller volume has a longer dephasing time and a blue-shifted resonance wavelength compared to the bigger nanorod. Furthermore, the extracted dephasing times for the nanospheres are much shorter than those of the nanorods. These dependencies are attributed to the increased radiation damping in nanoparticles of increased volume [29] (see also discussion in section 3.4.4).

Having established single nanoparticle plasmon characteristic by using the conventional DF scattering spectroscopy, the plasmon resonance enhanced SHG on the same nanoparticle was confirmed by polarization-resolved SHG experiments, SHG spectroscopy in the frequency-domain, and SHG IAC trace measurements in the time-domain. In the case of a single nanorod, the maximum SHG intensity is observed when the linear polarized excitation field is parallel to the long-axis plasmon resonance mode observed in the linear DF scattering spectrum.

Table 6.5: Summary of the plasmon information retrieved from single gold nanoparticles using linear DF scattering and SHG spectroscopies and from ensemble extinction spectroscopy of nanoparticles suspensions.

<table>
<thead>
<tr>
<th>Name</th>
<th>Single nanoparticle DF scattering spectrum retrieved from experiments</th>
<th>values in literature [29]</th>
<th>SHG IAC measurements</th>
<th>Ensemble dephasing time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \tau_2 / \text{fs} )</td>
<td>( \lambda_{\text{res}} / \text{nm} )</td>
<td>( \tau_2 / \text{fs} )</td>
<td>( \lambda_{\text{res}} / \text{nm} )</td>
</tr>
<tr>
<td>nanosphere 80</td>
<td>4.2 ± 0.2</td>
<td>581</td>
<td>3.3</td>
<td>590</td>
</tr>
<tr>
<td>nanosphere 125</td>
<td>2.5 ± 0.2</td>
<td>670</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>nanorod 800</td>
<td>9.8 ± 0.2</td>
<td>880</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>nanorod 808</td>
<td>12.7 ± 0.2</td>
<td>832</td>
<td>18</td>
<td>827</td>
</tr>
</tbody>
</table>

For the single nanorods, our SHG IAC trace measurements directly demonstrated plasmon dephasing in the time-domain on the sub-14 fs time scale. Based on a driven damped harmonic
oscillator model and on the specific in-focus excitation pulse properties of our experiment, the simulated SHG IAC traces that best describe the experiments are used to extract the plasmon resonance properties from these SHG time-domain experiments. The excellent agreement between the resonance wavelengths and dephasing times obtained from the SHG IAC traces and the corresponding linear DF scattering spectra indicates that a common driven damped harmonic oscillator model can explain both the linear and the SHG scattering responses to the LSPR in a single gold nanoparticle. For nanospheres with resonance wavelengths outside the spectral bandwidth of our excitation pulses, the plasmon resonance enhanced SHG is negligible, and plasmon dephasing processes cannot be resolved in our time-domain SHG IAC trace measurements.

6.6 Gold nanodisk array experiments

In order to systematically study gold nanoparticles with well-defined sizes and shapes, the plasmon resonance properties of gold nanodisks of various diameters are investigated in this section. First, the extinction spectra of nanodisk ensembles with different dimensions were investigated. Second, the SHG images and spectra of single nanodisks were measured. Next, the SHG IAC trace measurements for each single nanodisk with few-cycle pulses were performed. Based on the driven damped harmonic oscillator model, the plasmon resonance properties of single nanodisks with different diameters obtained by linear extinction and SHG spectroscopies are compared.

6.6.1 Ensemble measurements of extinction spectra

Fig. 6.11 (a) shows extinction spectra of ensembles of nanodisks for different disk diameters in air measured with linear horizontal polarization excitation using FTIR microspectroscopy (dashed lines). Since the nanodisks have almost circular cross sections, the extinction spectra recorded with vertical linear polarization excitation are almost identical, and are not shown here. Each spectrum consists of a plasmon resonance band that is described by a resonance wavelength and bandwidth listed in table 6.6. One can observe that the peak extinction is increasing and the resonance wavelength is red-shifting with the increasing of the disk diameter. For the diameters larger than 120 nm, no obvious trend was observed. For each single nanodisk size, the simulated extinction spectra based on full MNPBEM (solid lines) are shown for comparison. One can observe that the center wavelengths of the simulated and experimental spectra nicely match, whereas for the nanodisks with diameters smaller than 120 nm, the bandwidths of the experimental extinction spectra are systematically larger than those retrieved from the simulated spectra. For the nanodisks 160, the opposite trend is observed. This discrepancy may be attributed to an inhomogeneous broadening effect in the experimental extinction spectra, which
is caused by size deviations from the designed dimensions of the manufactured nanodisks. The discrepancy of the bandwidth indicates that it is critical to implement SHG measurements on single nanodisks in order to retrieve the accurate plasmon resonance information.

DF scattering spectrum measurements of single nanodisks in the nanoarray sample was tried. Since the center to center distance between neighboring nanodisks is 2.0 $\mu$m, the collection of the background scattered light from neighboring nanodisks made the observation of the resonance DF scattering spectrum difficult. Also for the large disks, the spectrum of the DF spectroscopy light source was not broad enough in order to cover the entire extinction spectra.

SHG spectroscopy of single nanodisks is implemented in a refractive index matching oil. The simulated scattering spectra of nanodisk 80, nanodisk 100, nanodisk 120, nanodisk 140, and nanodisk 160 in oil were also computed, as shown in fig. 6.11 (b). The excitation laser spectrum (black curve) is shown for reference. From these spectra, one can observe that with increasing diameter, the scattering cross section is increasing and the resonance wavelength is red-shifting. Compared to the simulated spectra in air (see fig. 6.11 (a)), the resonance wavelength is red-shifted because of the increased refractive index of the immersion medium. One can observe that the spectral overlap between the scattering spectrum and the excitation laser spectrum is increasing with the nanodisk diameter, and starts to decrease for the nanodisk 160.

Figure 6.11: (a) Experimental extinction spectra (dashed curves) of ensembles of nanodisks and simulated extinction spectra (black curves) of single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm. (b) The corresponding simulated scattering spectra of single nanodisks in oil and the in-focus laser spectrum (black curve) are shown for comparison.
Table 6.6: The plasmon resonance parameters for nanodisks of different diameters extracted from experimental ensemble extinction spectra and from simulated extinction spectra for single nanodisks in air.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dimension / nm</th>
<th>$\lambda_{\text{res}}$ / nm</th>
<th>FWHM / nm</th>
<th>$\lambda_{\text{res}}$ / nm</th>
<th>FWHM / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disk 80</td>
<td>80</td>
<td>635</td>
<td>124 ± 4</td>
<td>646</td>
<td>67 ± 4</td>
</tr>
<tr>
<td>Disk 100</td>
<td>100</td>
<td>696</td>
<td>136 ± 4</td>
<td>691</td>
<td>91 ± 4</td>
</tr>
<tr>
<td>Disk 120</td>
<td>120</td>
<td>752</td>
<td>158 ± 4</td>
<td>744</td>
<td>124 ± 4</td>
</tr>
<tr>
<td>Disk 140</td>
<td>140</td>
<td>804</td>
<td>161 ± 4</td>
<td>797</td>
<td>164 ± 4</td>
</tr>
<tr>
<td>Disk 160</td>
<td>160</td>
<td>859</td>
<td>162 ± 4</td>
<td>846</td>
<td>206 ± 4</td>
</tr>
</tbody>
</table>

6.6.2 Single nanodisk characterization by SHG experiments

Single nanodisks with different diameters were investigated by SHG spectroscopy. Their arrangement in the nanodisk array is schematically shown in fig. 6.12(a). Each nanodisk can be identified by the help of the orientation of the specially designed markers, which are located on the left side of the nanodisk array. In each row, the nanodisks were designed to have the same dimensions. The SHG image of these nanodisks is shown in fig. 6.12(b). One can observe that the SHG intensities of the individual nanodisks along each row exhibit nearly the same brightness, which indicates that the reproducibility of the nanodisk dimension is good. To quantitatively analyze the SHG intensity of each nanodisk, a lateral SHG intensity profile for one column of nanodisks with different diameters along the white line shown in fig. 6.12(b) is plotted in fig. 6.12(c). From the intensity profile, one can observe that for increasing diameters, the SHG intensity first increases and then decreases for the nanodisk 160. Nanodisks with diameters 140 nm exhibit the strongest SHG signals. This size dependence of the SHG intensity on the nanodisk diameter follows that of the spectral overlap between the linear plasmon resonance band and our laser excitation spectrum used for the SHG experiments (see fig. 6.11(b)). For nanodisks with a diameter below 80 nm, which exhibit low linear scattering cross sections and a small overlap between their resonance bands and the excitation laser spectrum, the SHG signals are too weak to be detected. The FWHM of the SHG intensity profile of the nanodisk with a diameter of 120 nm is (320 ± 10) nm, which indicates that a diffraction-limited spot is achieved at the focus of the high N.A. objective. The normalized polarization-resolved SHG intensity measured for a single nanodisk with a diameter of 160 nm is shown in the insert of fig. 6.12(c). Due to its circular shape, the SHG polar plot of this nanodisk exhibits a near isotropic dependence on the angle of the incident linearly polarized excitation field.
Figure 6.12: (a) Schematic layout of the nanodisk array consisting of single nanodisks arranged in rows of same diameters and columns with diameters ranging from 20 to 160 nm. The height of the nanodisk is fixed to be 25 nm. (b) SHG image of the nanodisk array which corresponds to (a). (c) The SHG intensity profile along the white line shown in (b). Insert: the normalized polarization-resolved SHG intensity for a single nanodisk with a diameter of 160 nm as a function of the incident angle of the linearly polarized excitation field. The average excitation laser powers used in the SHG experiments shown in (b) and the polar plot in (c) are 40 µW and 130 µW, respectively.

The normalized SHG spectra (black curves) measured for a single nanodisk with a diameter of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm are shown in figs. 6.13 (a), (c), (e), (g), and (i), respectively. The SHG spectrum of the KDP crystal (red curve) measured under the same experimental conditions is also shown here for reference. One can observe that the SHG spectrum is affected by the linear plasmon resonance wavelength of the nanodisk, which is also expected from the discussion in section 3.4.5. The center wavelength of the SHG spectrum, which is listed for each size in table 6.7, red-shifts and the shape of the SHG spectrum changes with the increasing of the nanodisk diameter. Compared to the SHG spectrum of a KDP crystal, the SHG spectra of nanodisks exhibit narrower bandwidths. Fig. 6.14 shows the absolute SHG intensity (black circles) obtained by the spectral integration as a function of the nanodisk diameter. Again, the same size dependence as observed for the lateral SHG intensity profile shown in fig. 6.12 (c) is obtained.

Figs. 6.13 (b), (d), (f), (h), and (j) show the measured SHG IAC traces (black squares) for the same nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm, respectively. Each SHG IAC trace is obtained by averaging 10 to 20 individual SHG IAC traces of the same nanodisk in order to increase the S/N. The ratio of 8:1 between the SHG intensities measured at time delays zero and ± 40 fs also confirms that a two-photon excitation process was observed.
Figure 6.13: Measured SHG spectra (black curves) (a), (c), (e), (g), (i) and SHG IAC traces (black squares) (b), (d), (f), (h), (j) of single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm, respectively. The measured SHG spectrum of a KDP crystal (red curves) is shown for reference. For each nanodisk size, the simulated SHG IAC traces for both the plasmon resonance enhanced SHG with a dephasing time and a resonance wavelength that best fit the experimental data, as indicated in the figures and for the KDP reference using in-focus laser pulses of $(7.3 \pm 0.3) \text{ fs (sech}^2\text{)}$ and residual dispersion values of GDD $= 0 \text{ fs}^2$ and TOD $= 170 \text{ fs}^3$ are also shown. The upper envelopes of both the simulated SHG IAC traces of the nanodisks (black dash curves) and for instantaneous KDP response (red dash curves) are also shown. The average excitation laser powers used for SHG spectra measurements is 35 $\mu\text{W}$ and for the SHG IAC trace measurements range from 20 to 40 $\mu\text{W}$. 
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Figure 6.14: SHG intensities retrieved from the integration of SHG spectra (black circles) and from measured SHG IAC traces (red circles) at fixed time delay of ±40 fs for single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm. The error bars represent the standard deviation obtained from 60 independent SHG spectra and from 10 to 20 independent SHG IAC traces.

Fig. 6.14 shows the SHG intensity retrieved from averaging SHG IAC traces (red circles) at a fixed time delay of ±40 fs for each single nanodisk. This dependence of the SHG intensity on the nanodisk diameter is in good agreement with the SHG intensity retrieved from the integration of the SHG spectrum (see fig. 6.14, black circles) and with the lateral SHG intensity profile (see fig. 6.12(c)). For reference, the SHG IAC traces for the instantaneous response of a KDP crystal (blue curve) with our excitation laser pulses of $7.3 \pm 0.3$ fs ($\text{sech}^2$) and residual dispersion values of $\text{GDD} = 0$ fs$^2$ and $\text{TOD} = 170$ fs$^3$ are also shown. By comparing the upper envelopes of the SHG IAC traces for the instantaneous response (red dash curves) and for the individual nanodisks (black dash curves), one can observe a broadening effect due to the presence of plasmon dephasing in the nanodisks. The simulated SHG IAC traces for the plasmon resonance enhanced SHG (black curves), which best fit the respective experimental SHG IAC traces of the nanodisks are also shown. Very good agreements between the simulated and experimental SHG IAC traces are obtained for the $T_2$ and $\lambda_{res}$ values listed in table 6.7. Their errors represent the respective range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

Figs. 6.15(a) and (b) compare the dependencies of the resonance frequency and the dephasing time on the disk diameter, respectively, retrieved from the simulated linear scattering spectra (black curve) with those extracted from the experimental SHG IAC traces (red symbols). The decrease of the simulated plasmon resonance frequency with an increasing nanodisk diameter is in good agreement with the experiment. Although the $T_2$ values between 5 and 8 fs retrieved from experiments are comparable with those obtained from simulations, the trend of the $T_2$ re-
Table 6.7: Summary of the plasmon resonance parameters retrieved from full MNPBEM simulations of linear scattering spectra and from the measured SHG IAC traces for the single nanodisks in oil. The center wavelengths retrieved from corresponding SHG spectra are also shown.

<table>
<thead>
<tr>
<th>Name</th>
<th>SHG IAC measurements</th>
<th>SHG spectrum</th>
<th>MNPBEM simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_2 / \text{fs}$</td>
<td>$\lambda_{\text{res}} / \text{nm}$</td>
<td>$\lambda_{\text{center}} / \text{nm}$</td>
</tr>
<tr>
<td>Disk 80</td>
<td>5.0 ± 0.5</td>
<td>710 ± 10</td>
<td>405 ± 2</td>
</tr>
<tr>
<td>Disk 100</td>
<td>6.5 ± 0.5</td>
<td>760 ± 10</td>
<td>409 ± 2</td>
</tr>
<tr>
<td>Disk 120</td>
<td>6.5 ± 0.5</td>
<td>860 ± 10</td>
<td>419 ± 2</td>
</tr>
<tr>
<td>Disk 140</td>
<td>6.5 ± 0.5</td>
<td>890 ± 10</td>
<td>423 ± 2</td>
</tr>
<tr>
<td>Disk 160</td>
<td>7.5 ± 0.5</td>
<td>950 ± 10</td>
<td>426 ± 2</td>
</tr>
</tbody>
</table>

Figure 6.15: Dependence of the plasmon resonance frequency (a) and of the dephasing time (b) retrieved from experimental SHG IAC traces (red dots) and from simulated linear scattering spectra (black curves) for the single nanodisk on their nanodisk diameter. The error bars represent the range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

The dependence of $T_2$ retrieved from simulated linear scattering spectra versus the nanodisk diameter is not reproduced by the $T_2$ extracted from SHG IAC trace measurements. For nanodisk diameters bigger than 100 nm, the dephasing times are longer than the simulated ones. For a diameter smaller than 100 nm, the dephasing time is shorter than the simulated one. It is worthy noting that the dependence of $T_2$ retrieved from a simulation of linear scattering spectra on the nanodisk diameter is qualitatively confirmed by the observed trend of the reciprocal bandwidth retrieved from an
ensemble extinction spectrum listed in table 6.6. To resolve this discrepancy between the simulated and experimental trends of $T_2$ versus the nanodisk diameter, further investigations are needed.

6.7 Gold nanorectangle array experiments

The plasmon resonance properties of well-defined nanorectangles, which can be tuned by varying the ratio between the length $L_x$ and the width $L_y$ are studied in this section. The same set of experiments as used for the nanodisk array has been performed.

6.7.1 Ensemble measurements of extinction spectra

Fig. 6.16 (a) shows the extinction spectra (solid lines) of the ensemble of the nanorectangles of different sizes measured in air with the linearly polarized excitation parallel to the long axis of the nanorectangles using FTIR microspectroscopy. The corresponding MNPBEM simulations of the extinction spectra (black line scatters) for the single nanorectangles are also shown for comparison. Each spectrum exhibits a resonance band that is described by a resonance wavelength and a bandwidth, which are listed in table 6.8. In both the experimental and the simulated spectra, the same trends for the resonance wavelength and for the peak extinction versus the aspect ratio ($L_x/L_y$) are observed. With increasing aspect ratio, the resonance wavelength of the nanorectangle red-shifts and the peak extinction decreases. Except for the nanorectangle $100 \times 100$, the resonance wavelength of the simulated extinction spectrum is in reasonable agreement with the experimental value. No obvious trend for the resonance bandwidth versus the aspect ratio is observed in the ensemble extinction spectra, whereas the corresponding simulations for a single nanorectangle suggest a decrease of the bandwidth with an increasing aspect ratio. In addition, the bandwidth values retrieved from the simulations are systematically smaller than those observed in the ensemble extinction spectra. As in the case of the nanodisks (see section 6.6), this discrepancy may be attributed to the inhomogeneous spectral broadening present in ensemble measurements, which was caused by the deviations from the designed dimensions of the individually manufactured nanorectangles. This discrepancy indicates that single nanoparticle measurements are required in order to retrieve the accurate plasmon resonance information. For the same reasons that prevented DF scattering spectroscopy of the single nanodisks, DF scattering spectra of single nanorectangles could not be measured.

Since the SHG spectroscopy of the single nanorectangles is implemented in a refractive index matching oil, the simulated scattering spectra of these nanorectangles in oil were also computed, which are shown in fig. 6.16 (b). The excitation laser spectrum (black curve) is also shown for reference. Compared to the simulated spectra in air (see fig. 6.16 (a)), the resonance wavelength is red-shifted because of the increased refractive index of the immersion
medium. As in air, the peak scattering cross section is decreasing and the resonance wavelength is red-shifting with an increasing aspect ratio.

Figure 6.16: (a) Experimental extinction spectra (solid curves) of ensembles of nanorectangles and simulated extinction spectra for single nanorectangles (black line scatters) with dimensions of $100 \times 100$ nm$^2$, $50 \times 100$ nm$^2$, and $33 \times 100$ nm$^2$ in air. (b) The corresponding simulated scattering spectra of single nanorectangles in oil and the in-focus excitation laser spectrum (black curve) are shown. The linear polarization of the excitation field for both the experimental and the simulated spectra is oriented along the long axis of the nanorectangles.

Table 6.8: The plasmon resonance parameters extracted from the experimental extinction spectra of ensembles of nanorectangles and from the simulated extinction spectra of single nanorectangles of different aspect ratios in air.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dimension $l_x \times l_y$ / nm$^2$</th>
<th>DF scattering spectrum $\lambda_{\text{res}}$ / nm</th>
<th>FWHM / nm</th>
<th>MNPBEM simulation $\lambda_{\text{res}}$ / nm</th>
<th>FWHM / nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectangle 33 X 100</td>
<td>33 X 100</td>
<td>711</td>
<td>134 ± 4</td>
<td>720</td>
<td>55 ± 4</td>
</tr>
<tr>
<td>Rectangle 50 X 100</td>
<td>50 X 100</td>
<td>685</td>
<td>132 ± 4</td>
<td>681</td>
<td>58 ± 4</td>
</tr>
<tr>
<td>Rectangle 100 X 100</td>
<td>100 X 100</td>
<td>680</td>
<td>144 ± 4</td>
<td>642</td>
<td>78 ± 4</td>
</tr>
</tbody>
</table>

6.7.2 Single nanorectangle characterization by SHG experiments

Polarization-resolved SHG imaging of single nanorectangles with identical dimensions but orthogonal orientations in the x-y sample plane was performed. Figs. 6.17(a) and (e) define the orientations of the nanorectangle $50\times100$ and the nanorectangle $100\times50$ in the sample plane. Figs. 6.17(b) and (f) show the SHG images recorded with the excitation polarization parallel to the x-axis. Figs. 6.17(c) and (g) show the SHG images recorded with the excitation polarization parallel to the y-axis. No SHG was observed when the linear polarization of the excitation field is perpendicular to the long axis of the nanorectangle. When the linear polarization of the
excitation field is parallel to the long axis of the nanorectangle, a strong plasmon resonance enhanced SHG is observed, which is expected from the large overlap between the simulated linear scattering spectrum and the in-focus excitation laser spectrum (see fig. 6.16(b)). The SHG intensities of those nanorectangles with an identical size arranged in one row were observed to be the same. This observation indicates that the reproducibility of the nanorectangle dimension is good. The SHG intensity profiles along the red and blue lines for the single nanorectangle 50 × 100 and the nanorectangle 100 × 50 are shown in figs. 6.17(d) and 6.17(h), respectively. When the linear excitation field is polarized parallel to the short axis, no SHG is observed, which is explained by the inefficient nonresonant excitation of the short-axis plasmon resonance centered at 520 nm with our excitation laser pulses. One can also observe that the SHG intensities of these two orthogonal nanorectangles are almost the same when the polarization of the excitation field is oriented parallel to the long axis of the nanorectangles. This result also indicates that the fabrication accuracy of the single nanorectangle dimensions is high.

![Figure 6.17](image)

Figure 6.17: Schematic of the orientation of a single nanorectangle 50 × 100 (a) and of a nanorectangle 100 × 50 (e) in the x-y sample plane. SHG images of a row of three identical nanorectangles 50 × 100 recorded with a linearly polarized excitation field (E) parallel (b) and perpendicular (c) to the x-axis. SHG images of a row of three identical nanorectangles 100 × 50 recorded with a linearly polarized excitation field parallel (f) and perpendicular (g) to the x-axis. SHG intensity profiles along the red and blue dashed lines shown in the images for a single nanorectangle 50 × 100 (d) and for a nanorectangle 100 × 50 (h). The average excitation power used for this SHG experiment is 40 µW.

The normalized polarization-resolved SHG intensities measured for two orthogonally oriented nanorectangles of the same dimensions are shown in fig. 6.18. The SHG polar plots for a single nanorectangle 25 × 100 (black squares) and for a single nanorectangle 100 × 25 (red squares) clearly follow two orthogonal dipole patterns, which are within the experimental errors
well described by the simulations for $\cos^4(\alpha - 0^\circ)$ (black curve) and $\cos^4(\alpha - 90^\circ)$ (red curve) according to eq. 3.43 respectively.

Figure 6.18: Normalized SHG intensity polar plots for the single nanorectangle $25 \times 100$ (black squares) and for the nanorectangle $100 \times 25$ (red squares) together with the respective simulations according to eq. 3.43 (black and red lines). The error bars represent the standard deviation of the fluctuation of the SHG intensity time trace. The excitation average power used for the SHG imaging is 40 $\mu$W.

The normalized SHG spectra measured for single nanorectangles with $L_y \times L_x$ dimensions of $25 \times 100$, $33 \times 100$, $50 \times 100$, and $100 \times 100$ $nm^2$ and with linearly x-polarized excitation fields (black curves) are shown together with the normalized SHG spectra measured for their corresponding single nanorectangles with orthogonal orientations in the x-y sample plane and with linearly y-polarized excitation fields (blue curves) in figs. 6.19 (a), (d), (g), and (j), respectively. The SHG spectrum for the KDP crystal (red curve) is also shown here for reference. One can observe that the SHG spectra are mostly reproduced when nanorectangles of the same dimensions are orthogonally oriented to each other and the excitation polarization is oriented along long axis of the nanorectangles. The discrepancies between the SHG spectra observed in (a) and (j) are attributed to deviations of the manufactured dimensions. One can observe that the aspect ratio of the nanorectangle has a strong effect on its SHG spectrum. The center wavelength of the SHG spectrum of each nanorectangle, which is listed in table 6.9, red-shifts with an increasing aspect ratio of the nanorectangle, whereas its corresponding spectral bandwidth narrows. Compared to the SHG spectrum of the KDP reference, the SHG spectra of the nanorectangles exhibit narrower bandwidths.

The SHG IAC traces for the rectangle $25 \times 100$, rectangle $33 \times 100$, rectangle $50 \times 100$, and rectangle $100 \times 100$ (black squares) measured with the polarization of the excitation field oriented along the long axis of the nanorectangles are shown in figs. 6.19 (b), (e), (h), and (k),
Figure 6.19: Normalized SHG spectra for single rectangles (a) 25 × 100, 100 × 25, (b) 33 × 100, 100 × 33, (c) 50 × 100, 100 × 50, and for square (d) 100 × 100 measured in oil with linearly x-polarized (black curves) and y-polarized (blue curves) excitation fields. The measured SHG spectrum of a KDP crystal (red curves) is shown here for reference. The SHG IAC traces (black dots) of single rectangles (b) 25 × 100, (e) 33 × 100, and (h) 50 × 100, (k) 100 × 100 measured with an x-polarized excitation field. (c), (f), (i), (l): The SHG IAC traces measurements for the corresponding orthogonally orientated nanorectangles. For each single nanorectangle, the simulated SHG IAC traces for the KDP reference (blue curves) and for the plasmon resonance enhanced SHG with dephasing times and resonance wavelengths that best fit the experimental curves (black curves), using in-focus laser pulses of (7.3 ± 0.3) fs (sech^2) with residual dispersion values of GDD=0 fs^2 and TOD = 170 fs^3 are shown. The upper envelopes for both simulated SHG IAC traces for the nanorectangles (black dashed curves) and for the instantaneous KDP response (red dashed curves) are also shown. The excitation average laser powers for the SHG spectrum measurements is 35 µW and used for the SHG IAC trace measurements range from 20 to 40 µW.
respectively. The SHG IAC traces of the orthogonally oriented rectangle 100 × 25, rectangle 100 × 33, rectangle 100 × 50, and rectangle 100 × 100 (black squares) measured with the polarization of excitation field oriented along the long axis of the nanorectangles are shown in figs. 6.19(c), (f), (i), and (l), respectively. The SHG IAC traces of the nanorectangles are obtained by averaging 10 to 20 individual SHG IAC traces of the same nanorectangle in order to increase the S/N. The ratio of 8:1 between the SHG intensities measured at time delays zero and ± 40 fs confirms that a two-photon excitation process was observed. For reference, the simulated SHG IAC trace for the instantaneous response of KDP (blue curves) using in-focus laser pulses of (7.3 ± 0.3) fs \( (sech^2) \) and residual dispersion values of GDD = 0 fs\(^2\) and TOD = 170 fs\(^3\) is also shown. By comparing the upper envelopes in the SHG IAC traces for the KDP response (red dashed curves) and for the nanorectangles (black dash curves), an increasing broadening with an increasing aspect ratio is observed, which is attributed to the increasing plasmon dephasing time and the resonance wavelength of the nanorectangles. In order to quantitatively analyze the plasmon resonance information, the simulated SHG IAC traces for plasmon resonance enhanced SHG (black curves), which best fit the respective experimental SHG IAC trace measurements, are also shown. The simulated SHG IAC traces describe the experimental SHG IAC traces well for the plasmon dephasing times and resonance wavelengths listed in table 6.9. The errors shown in the table represent the range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

Table 6.9: Summary of the plasmon resonance parameters retrieved from full MNPBEM simulations of the linear scattering spectra and from the SHG IAC traces measured for the investigated single nanorectangles of a varying aspect ratio and of orthogonal orientations in oil. The center wavelengths extracted from the corresponding SHG spectra are also listed.
Figure 6.20: Dependence of the plasmon resonance frequency (a) and the dephasing time (b) retrieved from simulations of the linear scattering spectra (black lines) and from the experimental SHG IAC traces of single nanorectangles on their short-axis dimension when $L_x = 100$ nm (red squares) or $L_y = 100$ nm (black circles) are fixed. In all cases, linearly polarized excitation fields parallel to the long axis of the nanorectangles are used. The error bars represent the range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

Figs. 6.20 (a) and (b) compare the dependencies of the resonance frequency and the dephasing time on the rectangle width, respectively, retrieved from the experimental SHG IAC traces (symbols) with those extracted from simulated linear scattering spectra (black lines). The increase of the plasmon resonance frequency for an increasing nanorectangle width (or for a decreasing aspect ratio) retrieved from experimental SHG IAC traces is in good agreement with the dependencies extracted from the simulated linear scattering spectra. The observed dependencies of the simulated and the experimental plasmon dephasing times on the nanorectangle width exhibit the same trend, where the dephasing time is decreasing with an increasing nanorectangle width. However, the dephasing times obtained from simulations of linear scattering spectra are systematically longer.

The case of the single rectangle 100 $\times$ 100 represents an exception. The SHG spectra of the two nanosquares measured with orthogonal excitation polarizations exhibit different center wavelengths beyond the experimental errors. In addition, the plasmon dephasing times retrieved from the corresponding experimental SHG IAC traces are also different beyond the experimental errors (see fig. 6.20 (b)), and their retrieved resonance wavelengths deviate most from those extracted from simulations of the linear scattering spectra (see fig. 6.20 (a)). These discrepancies indicate that either the investigated nanosquare has not a perfect square geometry or that its plasmon resonance enhanced SHG is very sensitive to the excitation field polarization orientation. This is not the case for nanorectangles, which only exhibit a strong SHG enhancement for the excitation parallel to the short-axis plasmon mode and no SHG for excitation perpendicular
to the long axis with our excitation laser pulses.

### 6.8 Summary of nanodisk and nanorectangle results

This chapter presented SHG microspectroscopies that systematically characterize the plasmon resonance properties of single nanoparticles with well-defined dimensions. The strong dependence of the SHG intensity on the diameter of a nanodisk and on the aspect ratio of a nanorectangle were observed to follow the dependence of the spectral overlap between the linear plasmon resonance band and the excitation laser spectrum. For the nanorectangles, the SHG intensity is confirmed to be strongly dependent on the linear polarization of the excitation laser pulse. As for a single nanorod, strong plasmon resonance enhanced SHG is observed only when the linear polarized excitation field is parallel to the long-axis plasmon resonance mode of the nanorectangle. For the nanodisk, the expected near isotropic dependence of the SHG intensity on the incident angle of the excitation field is confirmed. For nanodisks and nanorectangles, with a plasmon resonance wavelength outside our excitation laser pulse spectrum, the plasmon resonance enhanced SHG is negligible and the plasmon dephasing time cannot be resolved in our time-domain SHG IAC experiment.

Based on the driven damped harmonic oscillator model and the in-focus excitation pulse properties of our experiment, the simulated SHG IAC traces that best describe the experiments are used to extract the plasmon resonance properties from the SHG time-domain experiments. Tables 6.7 and 6.9 summarize the results of the combined studies using linear scattering spectrum simulations and experimental SHG IAC trace measurements of the single gold nanodisks and nanorectangles, as described in sections 6.6 and 6.7. When the diameter of the nanodisk or the aspect ratio of nanorectangle is increasing, the resonance wavelength retrieved from the SHG IAC trace measurements is red-shifted, which is in excellent agreement with values obtained from corresponding simulated linear scattering spectra. For the nanorectangles, the plasmon dephasing times retrieved from SHG IAC trace measurements exhibit the same increasing trend as obtained from two linear scattering spectrum simulations when the aspect ratio is increasing. However, the dephasing times obtained from the simulated linear scattering spectra are systematically longer. In analogy to the work on nanorods presented by Sönnichsen et al. [29], this dependence on the aspect ratio is attributed to the increased radiation damping in nanorectangles with increasing volume (see discussion in section 3.4.4). For the nanodisks, the dependence of the dephasing time retrieved from the experimental SHG IAC traces and from the simulated linear scattering spectra on the disk diameter do not match. To resolve this discrepancy, further experiments are required. Consequently, only for the investigated nanorectangles, we can confirm that a common driven damped harmonic oscillator model explains qualitatively the linear and the SHG responses to the LSPR in a single nanorectangle.
6.9 Summary and Conclusions

In this chapter, we systematically characterized the SHG responses of single gold nanoparticles with different shapes and sizes to the interaction with our tightly focused 7.3-fs pulses. By comparisons with the conventional linear scattering spectroscopy performed on the same nanoparticles, and with the simulations for the linear scattering spectrum of a plasmon resonance with a given resonance wavelength and dephasing time, the following conclusions can be drawn:

For the nanoparticle with an LSPR wavelength outside the excitation laser spectrum, the plasmon resonance enhanced SHG is negligible, and the dephasing processes cannot be time-resolved with our laser pulses. In these cases, the nanoparticle exhibits an SHG response similar to that of a nonresonant material (for example KDP), as was observed in the SHG experiments of single nanospheres.

As demonstrated for the nanorods, the nanodisks, and the nanorectangles, a strong plasmon resonance enhanced SHG is observed, where the SHG intensity strongly depends on the spectral overlap between the LSPR band and the excitation laser spectrum.

The dependence of the plasmon resonance enhanced SHG intensity on the incident angle of the linearly polarized excitation field follows that of an isotropic and a dipole scatterer for a disk and a rod (rectangle), respectively. These observations provide the evidence for the presence of single nanoparticles in our experiments.

As demonstrated for the single nanorods and nanorectangles, the SHG with our excitation laser pulses originates only when the linear polarized excitation field is parallel to their long-axis plasmon resonance modes observed in their polarization-resolved linear scattering spectra. From the direct comparison between the polarization dependencies of the LSPR induced linear and SHG scatterings, the polarization-dependent SHG intensity is demonstrated to exhibit a higher sensitivity to the morphology of the nanoparticle.

For all nanoparticles that show a plasmon resonance enhanced SHG, the effect of the size and the shape on the LSPR properties is directly observed in the time-domain SHG experiments. While the resonance wavelength retrieved from SHG IAC trace measurements are in good agreement with those obtained from simulated linear scattering spectra, the respective dephasing times only match in the nanorod and nanorectangle cases. Additional experiments are required in order to resolve the observed discrepancy in the nanodisk case. Consequently, only for the single nanorods and nanorectangles of different sizes and aspect ratios, we confirm that a common driven damped harmonic oscillator model for the LSPR in the nanoparticle can qualitatively explain both the linear scattering spectra in the frequency-domain and the SHG response in the time-domain.

To our best knowledge, this study is the first systematic experimental demonstration of
time-resolving the ultrashort plasmon dephasing in single gold nanoparticles by performing time-domain SHG experiments in combination with the linear scattering spectroscopy. The shortest and longest dephasing times that could be resolved by the SHG IAC trace measurements amount to \((4.0 \pm 0.5)\) fs for a single nanosquare \((100 \times 100 \text{ nm}^2)\) and to \((13.0 \pm 0.5)\) fs for a single nanorod \((10 \times 40 \text{ nm}^2)\). For a nanorod with a same aspect ratio but a larger volume, we experimentally confirmed the decrease of the plasmon dephasing time due to the expected increase of the radiation damping [29].
Studying of the ultrafast dynamics of localized surface plasmon resonances in a single nanohole in gold films

7.1 Motivation

Nanoholes with sizes smaller than the wavelength of the incident light in a metal film exhibit a wide variety of unexpected linear optical properties [81] [48] [82] [83] [49] [84] [14] [50] [85] [51]. Resonance bands in transmission and scattering spectra have been observed [48], [82] [83] [50] [51], which are assigned to LSPR modes of the electric field distribution around the nanohole with qualitatively similar resonance properties as a nanoparticle. Compared to the LSPR of a nanoparticle of similar size, the nanohole plasmon resonance was found to exhibit a broader spectral bandwidth, which indicates the existence of an additional decay channel to the plasmon resonance dephasing [83] [49] [51].

The polarization-resolved nonlinear optical properties of the single nanoholes with different shapes and symmetries were also reported by using SHG [10] and multi-photon emission [11] microscopies. However, systematical SHG studies of the size effect in the LSPR of the single nanoholes in the metal films and of their ultrafast dephasing dynamics have not been reported yet. The motivation of this work is to investigate the size-dependent SHG properties of a single rectangular nanohole and to test the feasibility of directly time-resolving the LSPR dephasing in a single nanohole by performing SHG-IAC trace measurements with our 7.3-fs focus excitation pulses.

While the applicability of Babinet’s principle [12], which states that the polarization of the electric field incident on a nanocavity must be rotated by 90° in order to yield the same radiation pattern as from the complementary nanoparticle structure, has been previously experimentally demonstrated for linear optical frequency nanostructures and metamaterials with intrinsic resonance [13] [14] [54] [52] [53] [51], the question as to whether Babinet’s principle can even be applied in nonlinear optical scattering measurements remains to be answered. The objective of
this work is the experimental demonstration of Babinet’s principle for SHG of a single rectangular nanohole in a thin gold film as a complementary nano-structure to the rectangular gold nanoparticle investigated in chapter 6.

In this chapter, we present the experimental study of LSPR properties of individual rectangular nanoholes of varying sizes in gold films using simulated linear transmission spectra, SHG spectroscopy in both frequency and time domains, and SHG imaging in combination with SHG polarization-resolved experiments in both forward- and epi-detection geometries.

7.2 Materials and methods

7.2.1 Microscope configurations

Since various experiments are discussed in this chapter, the details of the detection geometry, filters, and detectors of the different configurations of the NLO microscope are listed in table 7.1.

Table 7.1: The NLO microscope configurations for the detection geometry, filters, and detectors used for different experiments discussed in this chapter.

<table>
<thead>
<tr>
<th>section</th>
<th>experiments</th>
<th>detection geometry</th>
<th>filters</th>
<th>detectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.4.1</td>
<td>SHG spectrum measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm/150 nm)</td>
<td>Spectrometer</td>
</tr>
<tr>
<td>7.4.2</td>
<td>SHG image measurements</td>
<td>Forward</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>7.4.1</td>
<td>Polarization-resolved SHG</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>7.4.2</td>
<td>intensity measurements</td>
<td>Forward</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>7.4.1</td>
<td>SHG IAC trace measurements</td>
<td>Epi</td>
<td>band-pass filter (Semrock, KFF01 405 nm / 150 nm)</td>
<td>APD</td>
</tr>
<tr>
<td>7.4.2</td>
<td>Polarization-resolved TPF</td>
<td>Epi</td>
<td>band-pass filter (Chroma, HQ 585 nm / 80 nm)</td>
<td>APD</td>
</tr>
</tbody>
</table>

7.2.2 Gold nanohole array sample

The gold nanohole array sample was provided by our collaborator from the Weizmann Institute of Science. The scheme of the designed nanohole array is shown in fig. 7.1. The sample coordinate system (x-y) was defined. A nanohole array consists of single rectangular nanoholes with $L_y \times L_x$ dimensions of $50 \times 50$, $50 \times 100$, $50 \times 150$, $50 \times 200$, $50 \times 250$, $50 \times 300$, $50 \times 350$, $50 \times 400$, $50 \times 450$, and $50 \times 500 \text{ nm}^2$. The edge-to-edge distance between two neighboring nanoholes is designed to be 15.0 $\mu \text{m}$ in order to diminish the coupling possibility.
between neighboring nanoholes. The Au films have thicknesses of 300 nm and 350 nm, which were evaporated onto a clean glass substrate (10×25 mm², thickness: #1a) under high vacuum conditions, with a measured roughness less than 1 nm. These rectangular nanoholes have been fabricated by a focused ion beam (FIB, FEI Helios Nano Lab 600i, DualBeam FIB/SEM) [10], which offers a precise and reproducible fabrication with a resolution down to 10 nm.

Figure 7.1: Schematic layout showing the arrangement of the rectangular nanohole array in the gold film consisting of nanoholes with \( L_x \times L_y \) dimensions of 50 × 50, 50 × 100, 50 × 150, 50 × 200, 50 × 250, 50 × 300, 50 × 350, 50 × 400, 50 × 450, and 50 × 500 nm² manufactured by FIB. The nearest edge-to-edge distance between two neighboring nanoholes is 15.0 \( \mu \)m. The thickness of the gold film is designed to be 300 or 350 nm.

### 7.2.3 Transmission spectrum simulation

The simulated transmission spectra of the rectangular nanoholes were provided by our collaborator from the Weizmann Institute of Science. These transmission spectra are simulated using a software package named Lumerical FDTD solutions. The simulations were performed in the same configurations as the experiments, glass-gold-air and glass-gold-oil configurations, where the illumination is from below through the glass substrate, and the collection is in the forward direction in air and in oil, respectively. The dielectric function used for the gold nanoparticle and glass substrate were also taken from literature [38] and [86], respectively. The wavelength-independent refractive index for the surrounding medium oil of 1.518 is assumed. Plane wave excitation with linear polarization was used.

### 7.2.4 Scanning electron microscope imaging

For the characterization of the actual dimensions of the manufactured nanoholes, the SEM images of different nanoholes in the array were measured using the same setup (FEI Helios NanoLab 600i, DualBeam FIB/SEM). The SEM images were also provided by our collaborator from the Weizmann Institute of Science. The SEM image of two rectangle holes, which have the nearest edge-to-edge distance of 14.96 \( \mu \)m, is shown in fig. [7.2]. As an example, a high resolution SEM image of one nanohole is shown in the inset. The length \( L_x \), width \( L_y \) are determined to be 156.2 nm, 53.22 nm (aspect ratio AR: \( L_x / L_y \)), which has a deviation of 4.1% and 6.4% from the designed dimensions, respectively. The maximum deviation of both length and width from the designed dimensions were determined to be 7.7% and 6.3%, respectively,
by evaluation of the measured rectangular nanoholes with different dimensions measured by using SEM imaging.

![SEM image of the rectangular nanohole array made in a gold film (thickness = 300 nm). A high magnification image of one nanohole is shown in the inset with $L_x = 156.2$ nm and $L_y = 53.2$ nm. The nearest edge-to-edge distance between two neighboring nanoholes is 14.96 µm.]

**Figure 7.2**

**7.3 Simulated transmission spectra of single rectangular nanoholes**

Fig. 7.3 (a) shows the transmission spectra of single rectangular nanoholes for different sizes in 300-nm thick film (solid curves) simulated in air with linearly polarized excitation parallel to the short-axis of the rectangular nanohole. The corresponding simulated transmission spectra for single rectangular nanoholes in 350-nm thick film (dashed curves) are also shown for comparison. Each spectrum exhibits a resonance band that is described by the resonance wavelength and bandwidth, which are listed in table 7.2. In these simulated transmission spectra, the same trends for the resonance wavelength, the spectral bandwidth, and the peak transmission on the aspect ratio ($L_x/L_y$) are observed. With increasing aspect ratio, the resonance wavelength of rectangular nanoholes red-shifts, the FWHM and the peak extinction increase. For a given dimension, the resonance wavelength has a slight blue-shift for nanoholes in the 350-nm thick film compared to in 300 nm thickness film, which is increasing with the aspect ratio of the nanohole. The dephasing time retrieved from the bandwidth varies between 4 and 6 fs, and has no systematic dependence on the aspect ratio. One can also observe that the transmission spectra of rectangle nanoholes $50 \times 150$ and $50 \times 200$ in air overlap with the spectral range of our in-focus excitation laser pulse (red curve), which indicates that these two rectangular nanoholes may show efficient resonance enhanced SHG.
The simulated transmission spectra of the nanohole $50 \times 150$ in two different surrounding immersion media oil and air are demonstrated in fig. 7.3(b). One can observe that the transmission spectrum red-shifts in oil and the peak transmission is 130 times weaker compared to that in air. This rectangular nanohole exhibits almost the same FWHM of the transmission spectra and also almost the same dephasing time in oil and in air. For comparison, the transmission spectrum of the 350 nm thickness gold film in oil, which exhibits a characteristic peak around 493 nm and four orders of magnitude weaker transmission intensity compared to the rectangular nanohole $50 \times 150$ in air is shown in fig. 7.3(b). The peak position of the transmission spectrum of the film is far away from that of nanoholes. There is no spectral overlap between those two spectra. The transmission spectrum of the film is not within the wavelength range of our excitation laser pulses, which indicates SHG would be very week. From above observations, three conclusions can be drawn:

First, the suitable candidates for further SHG experiments are nanohole $50 \times 150$ and nanohole $50 \times 200$, which exhibit a plasmon resonance wavelength within the spectral range of our excitation laser pulses.

Second, the linear transmission intensity of nanorectangle holes in air is much stronger than...
Table 7.2: The plasmon resonance parameters extracted from simulated transmission spectra of individual rectangular nanoholes ($L_y = 50$ nm, $L_x = 100–350$ nm) in the gold film with thicknesses of 300 nm and 350 nm in air, respectively.

<table>
<thead>
<tr>
<th>Name</th>
<th>Dimension</th>
<th>Thickness 300 nm</th>
<th>Thickness 350 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_x \times L_y$ / nm$^2$</td>
<td>$\lambda_{\text{res}}$ / nm</td>
<td>FWHM / nm</td>
</tr>
<tr>
<td>Nanohole 50 X 100</td>
<td>50 x 100</td>
<td>641 ± 2</td>
<td>75 ± 5</td>
</tr>
<tr>
<td>Nanohole 50 X 150</td>
<td>50 x 150</td>
<td>725 ± 2</td>
<td>98 ± 5</td>
</tr>
<tr>
<td>Nanohole 50 X 200</td>
<td>50 x 200</td>
<td>817 ± 2</td>
<td>139 ± 5</td>
</tr>
<tr>
<td>Nanohole 50 X 250</td>
<td>50 x 250</td>
<td>970 ± 2</td>
<td>245 ± 5</td>
</tr>
<tr>
<td>Nanohole 50 X 300</td>
<td>50 x 300</td>
<td>1126 ± 2</td>
<td>270 ± 5</td>
</tr>
<tr>
<td>Nanohole 50 X 350</td>
<td>50 x 350</td>
<td>1270 ± 2</td>
<td>340 ± 5</td>
</tr>
</tbody>
</table>

in oil, which also suggests that the SHG intensity will be weaker in oil.

Third, from the previous experience of nanoparticle experiments, one can expect that our system is able to temporally resolve plasmon resonance dephasing of nanohole 50 $\times$ 150 and nanohole 50 $\times$ 200.

### 7.4 Single rectangular nanohole characterization by SHG experiments

In this section, the size effect in the SHG response of individual rectangular nanohole in gold films with thicknesses of 300 nm and 350 nm are investigated. The SHG efficiency as a function of the average excitation laser power and of the linearly polarized excitation field dependence are also studied for both forward- and epi-detection geometries. By employing SHG IAC trace measurements with sub 8-fs laser pulses, ultrafast plasmon resonance enhanced SHG properties of the single rectangular nanoholes will be studied.

#### 7.4.1 Epi-detected SHG

Single rectangular nanoholes with different dimensions were investigated by SHG imaging and spectroscopy. The SHG image of the rectangular nanohole array is shown in fig. 7.4(a). The linear polarization of the excitation laser field is parallel to the long-axis of the rectangular nanohole. One can observe that the SHG intensities of individual rectangular nanoholes along
each column exhibit nearly the same brightness, which indicates that the reproducibility of the nanoholes dimensions is good. To quantitatively analyze the SHG intensity on the rectangular nanohole dimensions, a lateral SHG intensity profile for one row of nanoholes with different dimensions along the blue arrows shown in fig. 7.4(a) is shown in fig. 7.4(b). One can observe that the single nanohole exhibits an SHG intensity enhancement when compared to a constant background SHG signal from the gold film between rectangular nanoholes. The ratio between these two SHG intensities ranges from 4 to 8. The SHG peak observed when focused on the single nanoholes shows no clear dependence on the $L_x$ dimensions of rectangular nanoholes. Its width corresponds to the diffraction-limited focus dimensions of $(320 \pm 10)$ nm, which is close to the result shown in section 6.6.2. The SHG signal on the film marked by ($\ast$) is assigned to surface imperfections, such as fine structural corrugations and roughness on the film, which are SHG-active.

Figure 7.4: (a) Epi-detected SHG image of an array consisting of single rectangular nanoholes in rows of varying $L_x$ from 100 to 400 nm and constant width of $L_y = 50$ nm in air. The gold film thickness is 300 nm. (b) The SHG intensity profile along the blue arrows shown in (a). SHG features marked by the blue star ($\ast$) account for SHG-activated imperfection of the film. The linearly polarized excitation field is parallel to the long-axis of the rectangular nanohole. The average excitation laser power used here is $750 \mu$W.

In order to systematically study the dependence of the SHG intensity on the size of single rectangular nanoholes, the SHG intensity time traces for different rectangular nanoholes were measured. The relatively low average excitation laser power of $260 \mu$W was used in order to avoid possible sample damage. Fig. 7.5(a) shows the absolute SHG intensity of the film (red
squares), which is measured on a position far away from the nanoholes. The SHG intensity on the film is \((265 \pm 50)\) counts/s. The error is derived from the standard deviation of fluctuation in the SHG intensity time trace. The absolute SHG intensities of the nanoholes (black squares) obtained by averaging SHG intensity time traces as a function of the nanohole dimension is also shown in fig. 7.5(a). One can observe that the SHG intensity for the rectangular nanoholes varies from 800 to 1000 counts/s, and the relative errors of \(\leq 55\%\) derived from standard deviations of averaging SHG intensities of two individual nanoholes are obtained. The ratio between SHG intensity on the nanoholes and film is around 6, which indicates that there is an SHG enhancement when the excitation laser is focused on the nanoholes. From the comparison among these rectangular nanoholes, no significant enhancement of the SHG response is observed even when the excitation laser wavelength matches the plasmon resonance band. As for the lateral SHG intensity profile shown in fig. 7.4(b), again, no obvious dependence of the SHG intensity on the size of the rectangular nanohole is observed within the error introduced by the reproducibility of the rectangular nanohole dimensions [10]. The strong SHG intensity for nanohole 50 \(\times\) 300 marked by *, which is 3 to 4 times stronger than that for the other nanoholes is attributed to a SHG-active ‘hot spot’ as observed in reference [10] for similar nanohole arrays.

The dependence of the SHG intensity recorded when focused on the nanohole 50 \(\times\) 200 (blue squares) and 300-nm thick film (black squares) on the average excitation laser power is shown in the log-log plot in the fig. 7.5(b). The errors were derived from the standard deviations of SHG intensity fluctuations, which are larger than the shot noise limit. Both experimental curves are well described by a quadratic power dependence with a slope of two (solid lines) in accordance with eq. [3.26] which indicates that additional third-order and high-order nonlinear processes do not contribute to the measured SHG signal for both the nanohole and the film within the experimental error. The ratio between SHG intensities of the nanohole and of the film ranges from 5 to 6, which agrees well with the ratios extracted from the SHG intensity profile shown in fig. 7.4(b) and extracted from the SHG intensity time trace measurements shown in fig. 7.5(a).

The epi-detected SHG polarization properties for both the single rectangular nanohole and the 300-nm thick gold film were also studied. The orientation of the rectangular nanohole in the x-y sample plane and the angle \(\alpha\) between the linearly polarized excitation field and the x-axis were defined in fig. 7.6(a). Fig. 7.6(b) shows the polarization-resolved SHG intensity recorded when focused on the film. The SHG polar plot was normalized to that observed for a single nanohole shown in fig. 7.6(c). One would expect that the polar plot on the film is isotropic. However, the SHG polar plot shown here has a strong polarization dependence, which might be introduced by the film’s imperfections. The shown relative errors for both cases were derived from the standard deviations of fluctuations in SHG intensity time traces. The experimental polarization-resolved SHG intensity for the single rectangular nanohole is
Figure 7.5: (a) SHG intensities retrieved from measured SHG intensity time traces when focused on 300-nm thick film (red squares) and on the single rectangular nanoholes (black squares) with $L_y \times L_x$ dimensions of $50 \times 50$, $50 \times 100$, $50 \times 150$, $50 \times 200$, $50 \times 250$, $50 \times 300$, $50 \times 350$, $50 \times 400$, $50 \times 450$, and $50 \times 500$ nm$^2$. The error bars for the film and nanohole measurements represent standard deviations of fluctuations of SHG intensity time traces and average SHG intensities of two different individual nanoholes, respectively. The average powers used here are 260 $\mu$W. (b) The log-log plot of SHG intensity of the single nanohole $50 \times 200$ (blue squares) and of the film (black squares) as a function of the average excitation laser power. The theoretical curves with a slope of two (solid curves) are shown for references.

well described by the $\cos^4(\alpha - \alpha_0)$ function (red curves) (see eq. 3.43), which indicates that the epi-detected SHG response from the rectangular nanohole exhibits a well-defined dipole pattern with $\alpha_0 = (9 \pm 2)^\circ$. This result confirms that the enhancement of the SHG intensity is maximized when the excitation field is polarized parallel to the long-axis of the rectangular nanohole [10]. The ratio between the SHG intensities of the hole and the film at $\alpha_0 = 9^\circ$ amounts to about 5.5, which again agrees with the signal-to-background ratios observed in figs. 7.4 and 7.5.

The SHG spectra measured for a single rectangular nanohole $50 \times 250$ (black curve) and for the film (blue curve) in the epi-detection geometry are shown in fig. 7.7(a). The SHG spectra demonstrate that no observed luminescence or other multi-photon process was excited. The ratio of the peak SHG intensities at 410 nm between the rectangular nanohole and the film is around 4, which is also close to the values determined by SHG imaging and SHG intensity time trace measurements. Fig. 7.7(b) shows the normalized SHG spectra of the film and the rectangular nanoholes with $L_y \times L_x$ dimensions of $50 \times 100$, $50 \times 150$, $50 \times 200$, $50 \times 250$, $50 \times 300$, $50 \times 350$, $50 \times 400$, $50 \times 450$, and $50 \times 500$ nm$^2$. No obvious differences between the individual normalized SHG spectra of the rectangular nanoholes and between those of the nanoholes and of the film were observed. From the simulated linear transmission spectra in fig. 7.3, we expected some affect on the SHG spectra introduced by plasmon resonance. However,
Figure 7.6: (a) Schematic layout showing the arrangement of a single rectangular nanohole in the x-y sample plane and defining the angle $\alpha$ between the linearly polarized excitation field (double arrow) and the x-axis. (b) Experimental SHG intensity polar plot (black squares) recorded on the bare film. (c) Difference SHG intensity polar plot (black squares) together with a fit to eq. 3.43 (red line), obtained by subtracting the SHG intensity recorded on the individual rectangular nanohole $50 \times 200$ with the SHG background of the film shown in (b). The average excitation laser power in these SHG experiments is 750 $\mu$W.

Figure 7.7: (a) The epi-detected SHG spectra measured for a single rectangular nanohole $50 \times 250$ (black curve) and for the 300-nm thick gold film (blue curve). (b) Normalized SHG spectra of single rectangular nanoholes with different dimensions and of the film. The linear polarization of the excitation field is parallel to the long-axis of the rectangular nanohole. The average excitation laser power is 520 $\mu$W.

no dependence of the measured SHG spectrum on the linear transmission resonance properties was found.
Figure 7.8: Measured SHG IAC traces (a), (b), (c), (d), (e), (f), (g), (h), and (i) of single rectangular nanoholes (black squares) with $L_y \times L_x$ dimensions of $50 \times 50$, $50 \times 100$, $50 \times 150$, $50 \times 200$, $50 \times 250$, $50 \times 350$, $50 \times 400$, $50 \times 450$, and $50 \times 500$ nm$^2$, respectively, together with the measured SHG IAC trace of 300-nm thick gold film (blue curves). The experimental SHG IAC trace of the KDP crystal (black squares) measured under the identical experimental conditions and of the simulated SHG IAC trace (red curve) with shortest in-focus excitation laser pulses of $(7.3 \pm 0.3)$ fs ($sech^2$) and residual dispersion values of GDD = 0 fs$^2$ and TOD = 170 fs$^3$ are also shown in (j). The average excitation laser power in all experiments is 260 $\mu$W, and the excitation polarization field is linearly polarized parallel to the long-axis of the rectangular nanoholes.
Figs. 7.8 (a), (b), (c), (d), (e), (f), (g), (h), and (i) show the measured SHG IAC traces (black squares) of the single rectangular nanoholes with \( L_y \times L_x \) dimensions of 50 \( \times \) 50, 50 \( \times \) 100, 50 \( \times \) 150, 50 \( \times \) 200, 50 \( \times \) 250, 50 \( \times \) 350, 50 \( \times \) 400, 50 \( \times \) 450, and 50 \( \times \) 500 nm\(^2\), respectively. For reference, the measured SHG IAC traces of 300-nm thick gold film (blue curves) are also shown. The SHG IAC traces are obtained by averaging 10 to 20 individual SHG IAC traces to increase the single-to-noise ratio. The ratio of 8:1 between SHG intensities measured at time delay 0 and time delay \( \pm 40 \) fs also confirms that pure SHG signals without any THG and three-photon induced luminescence being present. The fringe spacing in the SHG IAC traces of the different rectangular nanoholes and of the gold bare film are identical. Also the SHG IAC intensity envelope profiles (not shown) of the different nanoholes and of the film are identical within the experimental error. Hence, for all the measured nanoholes, there is no evidence for a dependence of the SHG IAC response on the linear plasmon resonance properties. In the fig. 7.8 (j), the experimental SHG IAC trace of the film (blue curve) and that of the KDP (black squares) measured under identical experimental conditions are shown and observed to be identical. It is worthy noting that there is an obvious broadening for the experimental SHG IAC trace of KDP compared to the SHG IAC trace (red curve) simulated according to eqs. 3.36 and 3.37, where our in-focus excitation laser pulses of \( (7.3 \pm 0.3) \) fs \((sech^2)\) with residual dispersion values of GDD = 0 f\(s^2\) and TOD = 170 f\(s^3\) are assumed. The observation indicates that the temporal resolution in these epi-detected SHG experiments is degraded when compared to the shortest in-focus pulses presented in chapters 5 and 6. We cannot explain the observed broadening of the SHG IAC envelope when the APD detector is used in these experiments. The alternative use of the PMT detector is not a good option, because it is not sensitive enough to detect the weak SHG signal of the single nanohole.

The consequences of the degraded temporal resolution in the epi-detected SHG IAC trace measurements are discussed in fig. 7.9, which shows the simulated SHG IAC traces according to eqs. 3.36 and 3.37 for the single rectangular nanohole 50 \( \times \) 100, 50 \( \times \) 150, 50 \( \times \) 200, 50 \( \times \) 250, and 50 \( \times \) 350 based on the plasmon resonance parameters retrieved from the simulated linear transmission spectra listed in table 7.2 and assuming our shortest in-focus excitation laser pulses of \( (7.3 \pm 0.3) \) fs \((sech^2)\) with residual dispersion values of GDD = 0 f\(s^2\) and TOD = 170 f\(s^3\) using eqs. 3.69 to 3.72. From the comparison between these simulated SHG IAC traces with the experimental time-resolving capability demonstrated by SHG IAC trace of the film (black curve), it is obvious that intensity envelope profiles for the simulated SHG IAC traces of the nanoholes will not be broader than that of the experimental SHG IAC traces of the film. For the fringe spacings, one would expect to observe differences at a time delay of around 10 fs between these SHG IAC traces. Since these differences were not observed in our experiments, we are not able to retrieve the plasmon resonance information for these individual rectangular nanoholes by using epi-detected SHG IAC experiments.
Summarizing all SHG measurements in the epi-detection geometry, the following conclusions can be drawn: First, there is an SHG intensity enhancement when focused on the single rectangular nanohole compared to the SHG intensity of the bare gold film. While in both cases, the dominant SHG contributions originate from the component of the second-order susceptibility with all diagonal coefficients perpendicular to the metal film surface [87] [88] [89], the induced SHG dipoles are of different origins for the two regions [9]: The dominant SHG contribution when focused on the single nanohole is attributed to the induced nonlinear dipole at the aperture surface parallel to the film. In contrast, the origin of the smaller SHG signal from the bare gold film is attributed to the nonlinear dipole contribution induced by the weaker field components in the tightly focused excitation beam that are normal to the film surface [25]. Second, the polarization-resolved SHG intensity of the single rectangular nanohole has \( \cos^4(\alpha - \alpha_0) \) dipole dependence according to eq. 3.43. The orientation of the aperture edge induced dipole is parallel to the long axis of the rectangular nanohole. Third, no size dependence of neither SHG intensity, SHG spectrum, or SHG IAC traces for different rectangular nanoholes was resolved, which suggests that the contribution due to the field enhancement at aperture edges perpendicular to the incident electric field [11] rather than the LSPR contribution dominates the epi-detected SHG signal from individual gold nanoholes.

Figure 7.9: Comparison between the experimental SHG IAC trace recorded on the bare 300-nm thick gold film (black curve) and the simulated SHG IAC traces of single rectangular nanoholes with dimensions 50 \( \times \) 100, 50 \( \times \) 150, 50 \( \times \) 200, 50 \( \times \) 250, and 50 \( \times \) 300 nm\(^2\) when assuming the plasmon resonance parameters as listed in table 7.2 and our shortest in-focus excitation laser pulses of \((7.3 \pm 0.3) \) fs (sech\(^2\)) with residual dispersion values of GDD = 0 fs\(^2\) and TOD = 170 fs\(^3\).
In summary, the temporal resolution is degraded beyond the expected dephasing time of about 5.8 fs in the epi-detection geometry. There is always a nonresonant contribution to the SHG signal from the bare gold film, which is independent of the plasmon properties of the nanohole. In order to avoid these experimental limitations that are present in our epi-detected SHG measurements of these nanohole array samples, the SHG IAC trace of the individual rectangular nanoholes will be measured in the forward-detection geometry, as will be discussed in the following section.

### 7.4.2 Forward-detected SHG

Since the refractive index is mismatched, using air as immersion medium is not a good option to achieve high SHG collection efficiency in the forward detection. The use of water as immersion medium and a water-immersion objective (Olympus UPlanAPO 60× N.A. 1.2W IR) for the SHG experiment were tested, but the collected SHG intensity is very weak. The ratio of the SHG signal-to-noise is around 1.4. Then immersion oil (Olympus, Type-F, \(n = 1.518\)) and an Olympus oil immersion objective (PlanApo 60× N.A., 1.4) were used to collect the SHG signal, which resulted in best SHG signal-to-noise ratio. With the same excitation power, the SHG signal in forward-detection geometry is about one order of magnitude lower than that recorded in epi-detection geometry.

Figs. 7.10 (a) and (b) show the polarization-resolved SHG images recorded for one and the same single rectangular nanohole 50×300 in 350-nm thick gold film with linearly polarized excitation perpendicular and parallel to the x-axis, respectively. The orientation of the rectangular nanohole in the x-y sample plane is defined in fig. 7.11 (c). Since the SHG intensity detected in forward-detection geometry is one order of magnitude weaker than that detected in epi-detection geometry, the average excitation laser power of 1500 µW was chosen here in order to obtain a SHG signal with a similar single-to-noise ratio. No SHG was observed when the linear polarization of the excitation field is parallel to the long-axis of the rectangular nanohole (see fig. 7.10(b)). When the polarization of the excitation field is perpendicular to the long-axis of the rectangular nanohole (see fig. 7.10(a)), the SHG intensity is enhanced when focused on the nanohole, and no SHG was observed when focused on the bare gold film. Two SHG intensity profiles along the white lines shown in fig. 7.10 (a) and (b) are shown in (c) and (d), respectively. Comparing the SHG intensity profiles, the SHG background signals from the film are near to the dark-counts level in the forward-detection geometry. This observation indicates that background SHG signal contributions from the gold film are negligible. The FWHM of the SHG intensity profile shown in fig. 7.10 (c) has a value of (410 ± 10) nm, which exceeds the diffraction-limited focus spot dimension (see fig. 5.1). The convolution of the focus spot size with a \(L_x\) dimension of the rectangular nanohole can explain the observed value.

Fig. 7.11 (a) shows the log-log plot of the SHG intensity as a function of average excita-
Figure 7.10: Forward-detected SHG images of an individual rectangular nanohole with $L_y \times L_x$ dimensions of $50 \times 300 \text{ nm}^2$ in a 350-nm thick gold film oriented in the x-y sample plane according to fig. 7.11 (c) and recorded with linearly polarized excitation perpendicular (a) and parallel (b) to the x-axis. (c), (d) SHG intensity profiles along the white dashed lines shown in the images (a) and (b), respectively. The average excitation laser power is $1500 \mu\text{W}$.

The measured SHG signal was at the nanohole $50 \times 200$ (black squares). The errors were derived from the standard deviation of the fluctuations in the SHG intensity time traces. The theoretical curve for a SHG with slope of two (red curve) is shown for reference. Within the experimental error, the measured signal follows the quadratic dependence on the in-focus average excitation power (see eq. 3.26), which indicates that additional third-order and high-order nonlinear processes do not contribute to the measured signal.

Fig. 7.11 (b) shows the normalized polarization-resolved SHG intensity recorded for a single rectangular nanohole $50 \times 200$ in a 350-nm gold film as a function of the angle $\alpha$, as defined in fig. 7.11 (c). In order to avoid any sample damage in these measurements with relative long data acquisition time, the average excitation laser power was kept at $580 \mu\text{W}$. Contrary to the polarization-SHG intensity measured in the epi-detection geometry (see fig. 7.6), there is no SHG signal contribution from the film in the forward-detection geometry. The relative errors are derived from the standard deviation of fluctuations in the recorded SHG intensity time traces.
traces. Because the SHG signals are weak, the big relative errors appear. This angle dependence of SHG intensities is well described by the $\cos^4(\alpha - \alpha_0)$ function (see eq. 3.43), which reflects the well-known dipole characteristics for a two-photon induced scattering process. For the measured SHG intensity, the orientation angle $\alpha_0$ was determined to be $(98 \pm 6)^\circ$. This result confirms the fact that forward-detected SHG is maximized when the excitation field is polarized perpendicular to the long-axis of the rectangular nanohole. Compared to the polar plot of the epi-detected SHG intensity of its complementary structure, that is a single rectangular nanoparticle shown in fig. 6.18, the polarization-resolved SHG polar plot measured for the rectangular nanohole with the same orientation in the x-y sample plane exhibit an orthogonal rotation. This orthogonal polarization dependence of SHG signals is similar to that expected for the linear optical properties (see fig. 3.5), which are explained by Babinet’s principle [12]. To our best knowledge, this is the first demonstration of the Babinet’s principle in second-harmonic scattering at a single rectangular nanohole in a metal film.

Figure 7.11: (a) The log-log plot of forward-detected SHG intensity of a single nanohole 50 × 200 in a 350-nm thick gold film as a function of average excitation powers (black squares). The theoretically expected quadratic power dependence with slope of two (red curve) is shown for reference. (b) SHG polar plot of the individual nanohole 50 × 200 detected in the forward direction together with a fit to eq. 3.43 (red curve). The average excitation laser power is 580 $\mu$W. (c) Schematic layout showing the arrangement of a single rectangular nanohole in the x-y sample plane and defining the angle $\alpha$ between the linearly polarized excitation field (double arrow) and the x-axis.

According to the plasmon resonance information obtained from simulated linear transmission spectra listed in table 7.2, rectangular nanohole 50 × 200 and 50 × 350 were chosen for SHG IAC trace measurements shown in fig. 7.12 (a) and (b), respectively. The rectangular nanohole 50 × 200 was expected to exhibit resonance enhanced SHG because its linear resonance wavelength is within the spectral range of the excitation laser pulses. The rectangular nanohole 50 × 300 was chosen to represent the non-resonant control experiment, since its linear plasmon resonance wavelength is outside the spectral range of excitation laser pulses. In both
Figure 7.12: (a) The measured SHG IAC traces of the single rectangular nanohole 50 × 200 (black squares) in 350-nm thick gold film in oil and of the KDP reference (red curve) together with simulated SHG for a plasmon resonance enhanced SHG with parameters $T_2 = (5.1 \pm 0.5)\, \text{fs}$ and $\lambda_{\text{res}} = (808 \pm 10)\, \text{nm}$ using our in-focus laser pulses of 7.3 fs ($\text{sech}^2$) with residual dispersion GDD = 0 $\text{fs}^2$ and TOD = 170 $\text{fs}^3$ (blue curve). (b) The corresponding SHG IAC traces measured for a single nanohole 50 × 350 (black squares) and for the KDP reference (red curve) together with the corresponding SHG IAC simulation for plasmon resonance enhanced SHG with parameters $T_2 = (5.0 \pm 0.5)\, \text{fs}$ and $\lambda_{\text{res}} = (1242 \pm 10)\, \text{nm}$ (blue curve). The average excitation laser power in all experiments is 1200 $\mu\text{W}$ and the excitation field is linearly polarized parallel to the short-axis of the rectangular nanohole.

SHG IAC traces, the ratio of SHG intensity at time delay zero to that at ± 40 fs is close to the theoretical value of 8, which indicates that additional third-order and high-order nonlinear processes do not contribute to the measured signal.

The comparison of the intensity envelopes, fringe spacings, and the residual (red curve) between the experimental SHG IAC trace measured for the rectangular nanohole 50 × 200 (black squares) with that measured for the KDP reference (red curve) illustrate that both traces are indistinguishable within the experimental errors. It is worthy noting that no degradation of the temporal resolution of the system was observed. No obvious effect of plasmon dephasing was observed for the nanohole 50 × 200 when compared to the KDP simulation (blue curve), which is considered to exhibit an instantaneous response (see eq. 3.33).

The simulated SHG IAC trace (blue curve) obtained by assuming the plasmon resonance parameters of $T_2 = 5.1\, \text{fs}$ and $\lambda_{\text{res}} = 808\, \text{nm}$ (see table 7.2) and eqs. 3.36, 3.37, 3.69 to 3.72 is also shown for comparison. Within the experimental error, there are no differences between the intensity envelope profiles, the fringe spacings, and the residuals (blue curve) in the simulated and experimental SHG IAC traces for the rectangular nanohole. At the delay time of 8.3 fs, the relative SHG peak intensity difference between the simulated and experimental KDP
SHG IAC traces is expected to be about 27%, whereas the relative error of the experimental peak SHG intensity is about 30%, which is derived from averaging the SHG peak intensities of 10 to 20 subsequent SHG IAC trace measurements of one and the same nanohole. We conclude that the signal-to-noise ratio in our SHG IAC experiments is too low in order to time-resolve the plasmon dephasing with $T_2$ of 5.1 fs in this single rectangular nanohole. Hence, we are not able to prove or disprove the hypothesis that plasmon resonance properties of single rectangular nanohole as obtained from linear transmission spectrum will also affect the ultrafast dephasing in SHG time-domain experiments. This experimental demonstration requires further enhancement of the detection sensitivity.

For the nonresonant case of rectangular nanohole $50 \times 350$ (see fig. 7.12 (b)), the corresponding comparison of the intensity envelopes, fringe spacings, and the residual (red curve) between the experimental SHG IAC traces recorded for the rectangular nanohole $50 \times 350$ (black squares) with that measured for the KDP reference (red curve) illustrate that both traces are indistinguishable within the experimental errors. From the comparison between simulated SHG IAC trace (blue curve) obtained by assuming plasmon resonance parameters of $T_2 = 5.0$ fs and $\lambda_{res} = 1242$ nm (see table 7.2) and eqs. 3.36, 3.37, 3.69 to 3.72, and experimental SHG IAC trace of the nanohole, there are no differences for the intensity envelope profiles, the fringe spacings, and the residuals (blue curves) observed within the experimental error. As discussed for the measurements of rectangular nanohole $50 \times 200$, the same signal-to-noise limitation exists in our experiments. The intensity difference between the simulated and experimental KDP SHG IAC traces at delay time of 8.3 fs is around 26%, which is smaller than the experimental error around 30%. Also for the actual experiment, within our experimental error, we are not able to prove or disprove our hypothesis.

Summarizing all the SHG experiments of rectangular nanoholes recorded in the forward-detection geometry, the following conclusion can be drawn:

First, the forward-detected SHG signal only originates when focused on the single rectangular nanohole. The SHG intensity collected in the forward-detection geometry is around one order of magnitude weaker than that collected in the epi-detection geometry. No forward-detected SHG signal from the bare gold film was observed.

Second, the polarization-resolved SHG intensity of the single rectangular nanohole detected in the forward-detection geometry follows the characteristic $\cos^4(\alpha - \alpha_0)$ dependence of the second-order dipole. Its orientation is perpendicular to its complementary structure, which is orthogonal to the long axis of the rectangular nanohole.

Third, although forward-detected SHG signal from the single nanohole is background-free and no degradation of the temporal resolution is observed, the weak signal-to-noise ratio in these experiments prohibits the experimental demonstration of the effect of linear plasmon resonance properties on the corresponding SHG properties. Further experiments with improved SHG
detection sensitivity are needed.

### 7.5 Summary and Conclusions

In this chapter, we have investigated second-harmonic optical response of individual rectangular nanoholes with different dimensions in a gold film in both forward- and epi-detection geometries to the interaction with our tightly focused 7.3-fs excitation laser pulses. By comparison with simulated transmission spectra for these rectangular nanoholes, the following conclusions can be drawn:

Both the forward- and epi-detected SHG emissions from single rectangular nanoholes are observed, which for a given excitation power is one order of magnitude stronger when collected in the epi-direction. Because of the presence of non-resonance SHG background signal from the bare gold film, the dominant aperture edge induced contribution to SHG, and of the degraded temporal resolution in the epi-detection geometry, and because of a poor signal-to-noise ratio in the forward-detected SHG for a single nanohole, no ultrafast dephasing dynamic of LSPRs in rectangular nanoholes could be time-resolved. Also, the dependence of the rectangular nanohole plasmon resonance on the aspect ratio observed in the linear transmission spectra could not be reproduced in SHG intensities, which indicates that contributions from LSPRs enhanced SHG to the detected SHG signal are negligible. More work needs to be done in order to overcome the current experimental limitations. To give an example, by using custom-made band-pass filters with increased transmission at the SHG wavelengths, we expect an improvement of the forward-detected SHG detection sensitivity by about 60%.

In both forward- and epi-detection geometries, the dependence of the SHG intensity from the single rectangular nanohole on the angle between the incident linearly polarized excitation field and the long-axis of the rectangular nanohole follows that of a second-order dipole pattern. While the epi-detected SHG dipole pattern is oriented parallel to the long-axis of the rectangular nanohole, the forward-detected SHG dipole pattern is oriented perpendicular to the long-axis of the rectangular nanohole. To our best knowledge, the latter observation represents the first experimental demonstration of Babinet’s principle in second-order nonlinear scattering of a single nanohole in a gold film, where the plasmon resonance enhanced SHG is expected to be rotated by 90° when compared to that of its complementary rectangular nanoparticle.
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<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1</td>
<td>Schematic illustration of a single dispersive mirror, where negative GDD and TOD are introduced by interferences at multilayer-coatings resulting in wavelength-dependent penetration depth. The figure is taken from reference [22].</td>
</tr>
<tr>
<td>3.2</td>
<td>Energy diagram describing the quantum mechanic process of second-harmonic generation (SHG). See the text for details.</td>
</tr>
<tr>
<td>3.3</td>
<td>The real part (a) and imaginary part (b) of the dielectric function of bulk gold plotted as function of photon energy. The black dots and blue curves represent the experimental data reported by Johnson and Christy [38] and their best fit to eq. 3.44 within the interval [1.4, 1.75] eV [37], respectively.</td>
</tr>
<tr>
<td>3.4</td>
<td>(a) A Lorentzian line shape describing LSPR plasmon electric field with ℏω&lt;sub&gt;res&lt;/sub&gt;=1550 meV and T&lt;sub&gt;2&lt;/sub&gt;=10 fs in the frequency-domain. (b) The corresponding real part of the plasmon induced electric field with T&lt;sub&gt;2&lt;/sub&gt;=10 fs in the time-domain.</td>
</tr>
<tr>
<td>3.5</td>
<td>(a) Rectangular metallic nanoparticle with the distribution of surface charge when excited with linearly polarized electromagnetic field, E&lt;sub&gt;0&lt;/sub&gt; and B&lt;sub&gt;0&lt;/sub&gt;, propagating along k&lt;sub&gt;z&lt;/sub&gt;. When the electric field E&lt;sub&gt;0&lt;/sub&gt; is parallel to the x-axis, the LSPR induced electric dipole field E&lt;sub&gt;ind&lt;/sub&gt; is oriented along the x-axis. (b) The complementary structure of (a), which is a rectangular nanohole in metal film, with the distribution of the surface charge excited with a complementary electromagnetic field, E&lt;sub&gt;0&lt;/sub&gt;' and B&lt;sub&gt;0&lt;/sub&gt;'. Here, the magnetic field B&lt;sub&gt;0&lt;/sub&gt;' is parallel to the x-axis, and the induced electric dipole field E&lt;sub&gt;ind'&lt;/sub&gt; is oriented along the y-axis. A frequency below resonance frequency is assumed.</td>
</tr>
<tr>
<td>4.1</td>
<td>Layout of the optical setup of the home-built NLO microscope system, consisting of a few-cycle laser source, an interferometric autocorrelator, a dispersion management unit, a beam management unit, a microscope, and a dark-field and transmission microspectroscopy. See text for details about each component.</td>
</tr>
</tbody>
</table>
4.2 The characterization of the oscillator output pulse. (a) Measured oscillator pulse spectrum exhibiting FWHM = 173 nm, FWTM = 307 nm, and centered at 820 nm. (b) The measured (black dot) and the simulated (red line) SHG IAC traces of the pulse, which is best fit to a duration of 6.4 fs (sech²) and residual values of GDD = 0 fs² and TOD = 120 fs³.

4.3 Simulated spectral properties of the custom-made dichroic beamsplitter (BS3) for NLO microscopy. (a) The GDD spectrum exhibits low values over the entire pulse spectral bandwidth range from 600 to 1000 nm. (b) The reflectance spectrum simulated under 45° incidence for un-polarized and s-polarized light. Simulations were provided by Dr. G. Tempea from Femtolasers Produktion GmbH.

4.4 Schematic illustration of the dark field (DF) illumination (blue) and the collection microscope objective optical pathways (green) in the home built DF condenser and microscope objective, respectively.

4.5 Flowchart of control and data acquisition software for the SHG IAC trace measurements.

5.1 An SHG image in the x-y plane of a single 125 nm spherical gold nanoparticle with a measured lateral SHG intensity profile of FWHM = (310 ± 10) nm, which indicates the diffraction-limited focusing of the few-cycle pulses with an Olympus UPLSAPO 60 × N.A. 1.2W IR microscope objective.

5.2 (a) z-profile of the measured TPF intensity when focusing the few-cycle pulses through the glass-dye solution interface (z = 0) with the Olympus UPLSAPO 60 × N.A. 1.2W IR microscope objective. (b) Derivative of the profile shown in (a) with a measured FWHM = (1.3 ± 0.1) µm.

5.3 (a) Log-log plot of SHG intensity versus the average excitation laser power when 7.3 fs pulses are focused into a thick KDP crystal with an Olympus UPLSAPO 60 × N.A. 1.2W IR microscope objective and the best dispersion compensation. The linear fit to the experimental data (squares) has a slope of (1.93 ± 0.08) mV / mW. (b) Corresponding SHG spectrum (black curve) recorded with an average excitation power of 900 µW. Simulated spectra for residual dispersion values of GDD = 0 fs² and TOD = 170 fs³ (blue curve) and for GDD = 0 fs² and TOD = 0 fs³ (red curve) according to eq. 3.31.

5.4 Example of measured (black dots) and simulated (red line) SHG IAC traces of in-focus pulses with a duration of 36.8 fs (sech²) that result from in-complete dispersion pre-compensation. Best agreement with the experiment is obtained for the simulation that uses the in-focus pulse spectrum and residual values of GDD = 90 fs² and TOD = 185 fs³.
The experimental (black dots) and simulated (red lines) SHG IAC traces of in-focus pulses with durations of $(6.6 \pm 0.3) \text{ fs (sech}^2\text{)}$ and $(7.3 \pm 0.3) \text{ fs (sech}^2\text{)}$ and residual dispersion of $\text{GDD} = 0 \text{ fs}^2$ and $\text{TOD} = 110 \text{ fs}^3$ and of $\text{GDD} = 0 \text{ fs}^2$ and $\text{TOD} = 170 \text{ fs}^3$ for (a) an Olympus UMPLFL 20× N.A. 0.5W objective and (b) an Olympus UPLSAPO 60× N.A. 1.2W IR objective, respectively.

Experiments for testing the radially varying GD effect of the in-focus few-cycle pulses. (a) Schematic illustration of the microscope objective (Obj) with an additional iris for adjusting the diameter of its back-aperture. (b) Retrieved pulse duration dependence on the aperture diameter for the Zeiss ACHROPLAN 40× N.A. 0.8W (black squares) and the Olympus UPlanSApo 60× N.A. 1.2W IR (blue squares).

Experimental confirmation of the inverse linear dependence of SHG intensity on pulse duration down to 7.1 fs. (a) Measured SHG intensity (blue dots) when focused into a KDP crystal with an Olympus UPLSAPO 60× N.A. 1.2W IR microscope objective and in-focus pulse duration (black empty circles) extracted from SHG IAC traces versus GDD values controlled by the insertion of the thin wedges. (b) Log-log plot of the SHG intensity as a function of pulse duration (black dots). The linear fit (red curve) has a slope of $-(1.05 \pm 0.03) \text{ fs}^{-1}$.

(a) AFM phase image of self-assembled collagen (type-I) fibrils on a glass coverslip. (b) The topographical height profile across the fibril (along the red line shown in (a)) with a measured FWHM = $(320 \pm 5) \text{ nm}$ and a peak height of $(78 \pm 1) \text{ nm}$. (c) The phase profile parallel to the long axis of the fibril (along the blue line shown in (a)) reveals the characteristic D-striation of collagen (type-I) with a period length of $(67 \pm 2) \text{ nm}$.

Forward-detected SHG images of collagen fibrils obtained with excitation pulse durations of (a) 18.2 fs (sech$^2$) and (b) 7.3 fs (sech$^2$) at an average power of 900 $\mu\text{W}$ and a pixel dwell time of 2.0 ms. (c) SHG intensity profiles along the lines marked by the arrows in (a) (red curve) and (b) (blue curve). The FWHM of the SHG intensity profile across the fibril located at $y = 9.3 \mu\text{m}$ amounts to $(320 \pm 10) \text{ nm}$. (d) Log-log plot of the measured (▽) and theoretical (red line) SHG intensity as a function of pulse duration.
5.10 (a) SHG spectra of a single collagen fibril recorded in both the forward- (blue curve) and epi- (green curve) detection geometries using excitation with a pulse duration of 7.3 fs \((sech^2)\) and an average power of 900 \(\mu W\) at the sample. The in-focus excitation pulse spectrum (black curve) is shown for reference. (b) The corresponding epi-detected (empty circles) and forward-detected (solid circles) SHG IAC traces of a single collagen fibril together with the simulated SHG IAC traces (red curve) by assuming the in-focus pulse spectrum shown in (a) and residual dispersion values of GDD = 0 \(fs^2\) and TOD = 170 \(fs^3\), which resembles the SHG IAC trace of KDP (see fig. 5.5(b)). (c) Measured forward-detected SHG IAC trace (black dots) of the same fibril when excited by pulses with a duration of 18.2 fs \((sech^2)\) together with a simulated SHG IAC trace by assuming the in-focus pulse spectrum and residual dispersion values of GDD = 55 \(fs^2\) and TOD = 230 \(fs^3\).

6.1 Schematic layout showing the arrangement of the gold nanodisks (upper row) with diameters of 20, 40, 60, 80, 100, 120, 140, and 160 nm and of nanorectangles (lower row) with \(L_y \times L_x\) dimensions of 25 \(\times\) 100, 33 \(\times\) 100, 50 \(\times\) 100, 100 \(\times\) 100, 100 \(\times\) 50, 100 \(\times\) 33, and 100 \(\times\) 25 nm as manufactured by EBL. The center to center distance between two neighboring nanoparticles is 2.0 \(\mu m\).

6.2 SEM image of individual nanosphere 125 particles. The scale bar is 2.00 \(\mu m\). The insert image shows a high magnification of nanoparticle 3 with \(a = 73.5\) nm and \(b = 63.5\) nm.

6.3 Measured ensemble extinction spectra of aqueous suspensions of nanosphere 50, nanosphere 80, and nanosphere 125.

6.4 Measured DF scattering spectra of individual spherical nanoparticles with specified diameters of 50 nm (black curve), 80 nm (green curve), 125 nm (blue curve) immersed in oil with a refractive index of 1.518. The simulated scattering spectrum (red curve) of a spherical nanoparticle with a designed diameter of 50 nm placed in oil based on Mie theory is also shown for reference.
6.5 (a) Measured DF scattering spectrum (green curve) and the corresponding fit to Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanosphere 80 nanoparticle (black curve) in oil. The SHG spectrum of the KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized polar plots of the DF scattering intensity (red line symbols) and the SHG intensity (black line symbols) for the same individual nanoparticle. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces for the instantaneous response of KDP (blue curve) and for a plasmon resonance enhanced SHG for a nanosphere with $T_2 = 4.2$ fs and $\lambda_{res} = 581$ nm (green curve) using an in-focus pulse with a pulse duration of $(7.3 \pm 0.3)$ fs ($sech^2$) and residual dispersion values of GDD = 0 $fs^2$ and TOD = 170 $fs^3$. The upper envelope (red curve) for the simulated SHG IAC trace of the instantaneous response is shown. The average powers used in the SHG experiments shown in (a), (b), and (c) are $210 \mu W$, $370 \mu W$, and $380 \mu W$, respectively.

6.6 (a) Measured DF scattering spectrum (green curve) and the corresponding fit to Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanosphere 125 nanoparticle (black curve) in oil. The SHG spectrum of the KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized polar plots of the DF scattering intensity (red symbols) and the SHG intensity for the same nanoparticle. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces (blue curve) for the instantaneous response of KDP (blue curve) and for the plasmon resonance enhanced SHG for a nanoparticle with $T_2 = 2.5$ fs and $\lambda_{res} = 670$ nm (green curve) using an in-focus pulse with a pulse duration of $(7.3 \pm 0.3)$ fs ($sech^2$) and residual dispersion values of GDD = 0 $fs^2$ and TOD = 170 $fs^3$. The upper envelope (red curve) of a simulated SHG IAC trace for an instantaneous response is shown. The average powers used in the SHG experiments shown in (a), (b), and (c) are $210 \mu W$.

6.7 Measured ensemble extinction spectra of aqueous suspensions of nanorod 600 $(40 \times 69 \ nm^2$, black curve), nanorod 800 $(39 \times 155 \ nm^2$, blue curve), and nanorod 808 $(10 \times 40 \ nm^2$, green curve).
6.8 DF scattering spectroscopy of a single nanorod with specified dimensions of $39 \times 155 \text{ nm}^2$, which is immersed in refractive index matching oil. (a) DF scattering spectra recorded with an angle $\alpha$ between the linear excitation polarization and the long axis of the nanorod at $80^\circ$, $120^\circ$, and $160^\circ$. (b) Polar plot of the integrated DF scattering intensity of the long-axis plasmon resonance mode as a function of $\alpha$. The corresponding fit to the $\cos^2(\alpha - \alpha_0)$ dependence is also shown.

6.9 (a) Measured DF scattering spectrum (green curve) and the corresponding fit to a Lorentzian line shape (purple curve) are shown together with the SHG spectrum of the same single nanorod 800 (black curve) in oil. The SHG spectrum of a KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized DF scattering (red symbols) and SHG intensity (black symbols) polar plots for the same nanoparticle together with fits to eq. 3.42 (red curve) and eq. 3.43 (black curve), respectively. (c) Measured SHG IAC trace (black squares) of the same nanoparticle and the simulated SHG IAC traces for the instantaneous response of a KDP crystal (blue curve) and for the plasmon resonance enhanced SHG of a nanoparticle with $T_2 = (9.0 \pm 0.5) \text{ fs}$ and $\lambda_{\text{res}} = (880 \pm 10) \text{ nm}$ (black curve) using an in-focus pulse with a duration of $(7.3 \pm 0.3) \text{ fs} \ (\text{sech}^2)$ and residual dispersion values of GDD $= 0\ \text{ fs}^2$ and TOD $= 170\ \text{ fs}^3$. The upper envelopes for the simulated SHG IAC traces of the KDP (red dash curve) and for the nanorod (black dash curve) are shown. The inset shows the log-log plot of SHG intensity (black squares) as a function of average excitation laser power at the sample. The red line shows the best fit to the experimental data with a slope of $(1.9 \pm 0.1) \text{ counts/(s} \mu\text{W})$. The average powers used in the SHG experiments shown in (a), (b), and (c) are $30\ \mu\text{W}, 25\ \mu\text{W},$ and $25\ \mu\text{W},$ respectively.
6.10 (A) Measured DF scattering spectrum (green curve) and the corresponding fit to a Lorentzian line-shape (purple curve) are shown together with the SHG spectrum of the same single nanorod 808 (black curve) in oil. The SHG spectrum of a KDP crystal (blue curve) and the in-focus laser spectrum (red curve) are also shown for reference. (b) Normalized SHG intensity (black symbols) polar plot for the same nanoparticle together with a fit to eq. 3.43 (red curve). (c) Measured SHG IAC trace (black squares) of the same nanorod and the simulated SHG IAC traces for the instantaneous response of a KDP crystal (blue curve) and for the plasmon resonance enhanced SHG of the nanorod with $T_2 = (13.0 \pm 0.5)$ fs and $\lambda_{res} = (830 \pm 10)$ nm (black curve) using an in-focus pulse with a duration of $(7.3 \pm 0.3)$ fs ($sech^2$) and residual dispersion values of GDD = $0$ fs$^2$ and TOD = $170$ fs$^3$. The upper envelopes for the simulated SHG IAC traces of KDP (red dashed curve) and of the nanorod (black dashed curve) are shown. 

The average powers used in the SHG experiments shown in (a), (b), and (c) are $42 \mu W$, $50 \mu W$, and $56 \mu W$, respectively.

6.11 (a) Experimental extinction spectra (dashed curves) of ensembles of nanodisks and simulated extinction spectra (black curves) of single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm. (b) The corresponding simulated scattering spectra of single nanodisks in oil and the in-focus laser spectrum (black curve) are shown for comparison.

6.12 (a) Schematic layout of the nanodisk array consisting of single nanodisks arranged in rows of same diameters and columns with diameters ranging from 20 to 160 nm. The height of the nanodisk is fixed to be 25 nm. (b) SHG image of the nanodisk array which corresponds to (a). (c) The SHG intensity profile along the white line shown in (b). Insert: the normalized polarization-resolved SHG intensity for a single nanodisk with a diameter of 160 nm as a function of the incident angle of the linearly polarized excitation field. The average excitation laser powers used in the SHG experiments shown in (b) and the polar plot in (c) are $40 \mu W$ and $130 \mu W$, respectively.
6.13 Measured SHG spectra (black curves) (a), (c), (e), (g), (i) and SHG IAC traces (black squares) (b), (d), (f), (h), (j) of single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm, respectively. The measured SHG spectrum of a KDP crystal (red curves) is shown for reference. For each nanodisk size, the simulated SHG IAC traces for both the plasmon resonance enhanced SHG with a dephasing time and a resonance wavelength that best fit the experimental data, as indicated in the figures and for the KDP reference using in-focus laser pulses of $(7.3 \pm 0.3)$ fs $(\text{sech}^2)$ and residual dispersion values of $\text{GDD} = 0 \, \text{fs}^2$ and $\text{TOD} = 170 \, \text{fs}^3$ are also shown. The upper envelopes of both the simulated SHG IAC traces of the nanodisks (black dash curves) and for instantaneous KDP response (red dash curves) are also shown. The average excitation laser powers used for SHG spectra measurements is 35 $\mu$W and for the SHG IAC trace measurements range from 20 to 40 $\mu$W.

6.14 SHG intensities retrieved from the integration of SHG spectra (black circles) and from measured SHG IAC traces (red circles) at fixed time delay of $\pm 40$ fs for single nanodisks with diameters of 80 nm, 100 nm, 120 nm, 140 nm, and 160 nm. The error bars represent the standard deviation obtained from 60 independent SHG spectra and from 10 to 20 independent SHG IAC traces.

6.15 Dependence of the plasmon resonance frequency (a) and of the dephasing time (b) retrieved from experimental SHG IAC traces (red dots) and from simulated linear scattering spectra (black curves) for the single nanodisk on their nanodisk diameter. The error bars represent the range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

6.16 (a) Experimental extinction spectra (solid curves) of ensembles of nanorectangles and simulated extinction spectra for single nanorectangles (black line scatters) with dimensions of $100 \times 100 \, \text{nm}^2$, $50 \times 100 \, \text{nm}^2$, and $33 \times 100 \, \text{nm}^2$ in air. (b) The corresponding simulated scattering spectra of single nanorectangles in oil and the in-focus excitation laser spectrum (black curve) are shown. The linear polarization of the excitation field for both the experimental and the simulated spectra is oriented along the long axis of the nanorectangles.
6.17 Schematic of the orientation of a single nanorectangle $50 \times 100$ (a) and of a nanorectangle $100 \times 50$ (e) in the x-y sample plane. SHG images of a row of three identical nanorectangles $50 \times 100$ recorded with a linearly polarized excitation field (E) parallel (b) and perpendicular (c) to the x-axis. SHG images of a row of three identical nanorectangles $100 \times 50$ recorded with a linearly polarized excitation field parallel (f) and perpendicular (g) to the x-axis. SHG intensity profiles along the red and blue dashed lines shown in the images for a single nanorectangle $50 \times 100$ (d) and for a nanorectangle $100 \times 50$ (h). The average excitation power used for this SHG experiment is $40 \mu W$.

6.18 Normalized SHG intensity polar plots for the single nanorectangle $25 \times 100$ (black squares) and for the nanorectangle $100 \times 25$ (red squares) together with the respective simulations according to eq. 3.43 (black and red lines). The error bars represent the standard deviation of the fluctuation of the SHG intensity time trace. The excitation average power used for the SHG imaging is $40 \mu W$.

6.19 Normalized SHG spectra for single rectangles (a) $25 \times 100$, $100 \times 25$, (b) $33 \times 100$, $100 \times 33$, (c) $50 \times 100$, $100 \times 50$, and for square (d) $100 \times 100$ measured in oil with linearly x-polarized (black curves) and y-polarized (blue curves) excitation fields. The measured SHG spectrum of a KDP crystal (red curves) is shown here for reference. The SHG IAC traces (black dots) of single rectangles (b) $25 \times 100$, (e) $33 \times 100$, and (h) $50 \times 100$, (k) $100 \times 100$ measured with an x-polarized excitation field. (c), (f), (i), (l): The SHG IAC traces measurements for the corresponding orthogonally orientated nanorectangles. For each single nanorectangle, the simulated SHG IAC traces for the KDP reference (blue curves) and for the plasmon resonance enhanced SHG with dephasing times and resonance wavelengths that best fit the experimental curves (black curves), using in-focus laser pulses of $(7.3 \pm 0.3) \text{ fs (sech}^2\text{)}$ with residual dispersion values of GDD=$0 \text{ fs}^2$ and TOD = $170 \text{ fs}^3$ are shown. The upper envelopes for both simulated SHG IAC traces for the nanorectangles (black dashed curves) and for the instantaneous KDP response (red dashed curves) are also shown. The excitation average laser powers for the SHG spectrum measurements is $35 \mu W$ and used for the SHG IAC trace measurements range from 20 to $40 \mu W$. 
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6.20 Dependence of the plasmon resonance frequency (a) and the dephasing time (b) retrieved from simulations of the linear scattering spectra (black lines) and from the experimental SHG IAC traces of single nanorectangles on their short-axis dimension when \( L_x = 100 \text{ nm} \) (red squares) or \( L_y = 100 \text{ nm} \) (black circles) are fixed. In all cases, linearly polarized excitation fields parallel to the long axis of the nanorectangles are used. The error bars represent the range of values used for those simulated SHG IAC traces, for which the residuals are indistinguishable within our experimental noise levels.

7.1 Schematic layout showing the arrangement of the rectangular nanohole array in the gold film consisting of nanoholes with \( L_y \times L_x \) dimensions of \( 50 \times 50, 50 \times 100, 50 \times 150, 50 \times 200, 50 \times 250, 50 \times 300, 50 \times 350, 50 \times 400, 50 \times 450, \) and \( 50 \times 500 \text{ nm}^2 \) manufactured by FIB. The nearest edge-to-edge distance between two neighboring nanoholes is \( 15.0 \mu\text{m} \). The thickness of the gold film is designed to be \( 300 \) or \( 350 \text{ nm} \).

7.2 SEM image of the rectangular nanohole array made in a gold film (thickness = \( 300 \text{ nm} \)). A high magnification image of one nanohole is shown in the inset with \( L_x = 156.2 \text{ nm} \) and \( L_y = 53.2 \text{ nm} \). The nearest edge-to-edge distance between two neighboring nanoholes is \( 14.96 \mu\text{m} \).

7.3 (a) Simulated transmission spectra of single rectangular nanoholes in air with \( L_y \times L_x \) dimensions of \( 50 \times 100, 50 \times 150, 50 \times 200, 50 \times 250, \) and \( 50 \times 300 \text{ nm}^2 \) in the 300-nm (solid curves) and 350-nm (dashed curves) thick gold films. The in-focus laser spectrum (red curve) is also shown for reference. (b) The simulated transmission spectra of nanohole \( 50 \times 150 \) in oil (black curve), air (red curve), and of a bare gold film with a thickness of 350 nm (green curve) in oil are shown. The linear excitation polarization of the excitation field in all simulated spectra is along the short-axis of the rectangular nanohole.

7.4 (a) Epi-detected SHG image of an array consisting of single rectangular nanoholes in rows of varying \( L_x \) from 100 to 400 nm and constant width of \( L_y = 50 \text{ nm} \) in air. The gold film thickness is 300 nm. (b) The SHG intensity profile along the blue arrows shown in (a). SHG features marked by the blue star (*) account for SHG-activated imperfection of the film. The linearly polarized excitation field is parallel to the long-axis of the rectangular nanohole. The average excitation laser power used here is \( 750 \mu\text{W} \).
7.5 (a) SHG intensities retrieved from measured SHG intensity time traces when focused on 300-nm thick film (red squares) and on the single rectangular nanoholes (black squares) with $L_y \times L_x$ dimensions of 50 $\times$ 50, 50 $\times$ 100, 50 $\times$ 150, 50 $\times$ 200, 50 $\times$ 250, 50 $\times$ 300, 50 $\times$ 350, 50 $\times$ 400, 50 $\times$ 450, and 50 $\times$ 500 nm$^2$. The error bars for the film and nanohole measurements represent standard deviations of fluctuations of SHG intensity time traces and average SHG intensities of two different individual nanoholes, respectively. The average powers used here are 260 $\mu$W. (b) The log-log plot of SHG intensity of the single nanohole 50 $\times$ 200 (blue squares) and of the film (black squares) as a function of the average excitation laser power. The theoretical curves with a slope of two (solid curves) are shown for references.

7.6 (a) Schematic layout showing the arrangement of a single rectangular nanohole in the x-y sample plane and defining the angle $\alpha$ between the linearly polarized excitation field (double arrow) and the x-axis. (b) Experimental SHG intensity polar plot (black squares) recorded on the bare film. (c) Difference SHG intensity polar plot (black squares) together with a fit to eq. 3.43 (red line), obtained by subtracting the SHG intensity recorded on the individual rectangular nanohole 50 $\times$ 200 with the SHG background of the film shown in (b). The average excitation laser power in these SHG experiments is 750 $\mu$W.

7.7 (a) The epi-detected SHG spectra measured for a single rectangular nanohole 50 $\times$ 250 (black curve) and for the 300-nm thick gold film (blue curve). (b) Normalized SHG spectra of single rectangular nanoholes with different dimensions and of the film. The linear polarization of the excitation field is parallel to the long-axis of the rectangular nanohole. The average excitation laser power is 520 $\mu$W.

7.8 Measured SHG IAC traces (a), (b), (c), (d), (e), (f), (g), (h), and (i) of single rectangular nanoholes (black squares) with $L_y \times L_x$ dimensions of 50 $\times$ 50, 50 $\times$ 100, 50 $\times$ 150, 50 $\times$ 200, 50 $\times$ 250, 50 $\times$ 300, 50 $\times$ 350, 50 $\times$ 400, 50 $\times$ 450, and 50 $\times$ 500 nm$^2$, respectively, together with the measured SHG IAC trace of 300-nm thick gold film (blue curves). The experimental SHG IAC trace of the KDP crystal (black squares) measured under the identical experimental conditions and of the simulated SHG IAC trace (red curve) with shortest in-focus excitation laser pulses of $(7.3 \pm 0.3)$ fs $(\text{sech}^2)$ and residual dispersion values of GDD = 0 $f$ s$^2$ and TOD = 170 $f$ s$^3$ are also shown in (j). The average excitation laser power in all experiments is 260 $\mu$W, and the excitation polarization field is linearly polarized parallel to the long-axis of the rectangular nanoholes.
7.9 Comparison between the experimental SHG IAC trace recorded on the bare 300-nm thick gold film (black curve) and the simulated SHG IAC traces of single rectangular nanoholes with dimensions $50 \times 100$, $50 \times 150$, $50 \times 200$, $50 \times 250$, and $50 \times 300 \text{ nm}^2$ when assuming the plasmon resonance parameters as listed in Table 7.2 and our shortest in-focus excitation laser pulses of $(7.3 \pm 0.3)$ fs ($\text{sech}^2$) with residual dispersion values of GDD = 0 fs$^2$ and TOD = 170 fs$^3$.

7.10 Forward-detected SHG images of an individual rectangular nanohole with $L_y \times L_x$ dimensions of $50 \times 300 \text{ nm}^2$ in a 350-nm thick gold film oriented in the x-y sample plane according to Fig. 7.11 (c) and recorded with linearly polarized excitation perpendicular (a) and parallel (b) to the x-axis. (c), (d) SHG intensity profiles along the white dashed lines shown in the images (a) and (b), respectively. The average excitation laser power is 1500 $\mu$W.

7.11 (a) The log-log plot of forward-detected SHG intensity of a single nanohole $50 \times 200$ in a 350-nm thick gold film as a function of average excitation powers (black squares). The theoretically expected quadratic power dependence with slope of two (red curve) is shown for reference. (b) SHG polar plot of the individual nanohole $50 \times 200$ detected in the forward direction together with a fit to Eq. 3.43 (red curve). The average excitation laser power is 580 $\mu$W. (c) Schematic layout showing the arrangement of a single rectangular nanohole in the x-y sample plane and defining the angle $\alpha$ between the linearly polarized excitation field (double arrow) and the x-axis.

7.12 (a) The measured SHG IAC traces of the single rectangular nanohole $50 \times 200$ (black squares) in 350-nm thick gold film in oil and of the KDP reference (red curve) together with simulated SHG for a plasmon resonance enhanced SHG with parameters $T_2 = (5.1 \pm 0.5)$ fs and $\lambda_{\text{res}} = (808 \pm 10)$ nm using our in-focus laser pulses of 7.3 fs ($\text{sech}^2$) with residual dispersion GDD = 0 fs$^2$ and TOD=170 fs$^3$ (blue curve). (b) The corresponding SHG IAC traces measured for a single nanohole $50 \times 350$ (black squares) and for the KDP reference (red curve) together with the corresponding SHG IAC simulation for plasmon resonance enhanced SHG with parameters $T_2 = (5.0 \pm 0.5)$ fs and $\lambda_{\text{res}} = (1242 \pm 10)$ nm (blue curve). The average excitation laser power in all experiments is 1200 $\mu$W and the excitation field is linearly polarized parallel to the short-axis of the rectangular nanohole.
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7.1 The NLO microscope configurations for the detection geometry, filters, and detectors used for different experiments discussed in this chapter.
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A.1 The values of total optical path lengths in the different media and the number of reflection bounces on the DMCs to achieve minimum in-focus pulse durations for a series of microscope objectives with our setup.

A.2 Dispersion values for each reflection on the different optical components and materials in the optical paths of our setup (see section 3.2 for reference).
Appendices
A.1 Estimation of material dispersion for common microscope objectives

For the estimation of the total values of compensated GDD, TOD, and in-focus pulse duration obtained under conditions of best dispersion compensation for common microscope objectives listed in table 5.2 in chapter 5, the specified GDD and TOD values for the number of reflection bounces on the DMCs, the reflection on the steering mirrors, the dichroic beamsplitter, and the optical path lengths in air, fused silica glass wedge, immersion water (the working distance of the microscope objectives), and the BK7 glass coverslip, as summarized in table A.1, have been taken into account.

Table A.1: The values of total optical path lengths in the different media and the number of reflection bounces on the DMCs to achieve minimum in-focus pulse durations for a series of microscope objectives with our setup.

<table>
<thead>
<tr>
<th>Microscope Objective</th>
<th>Working distance / mm</th>
<th>Total optical path in air / mm</th>
<th>Total optical path in wedge / mm</th>
<th>Number of bounces on DMCs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Olympus UMPPlanFL N 20X NA 0.5W</td>
<td>3.5</td>
<td>2020 ± 4</td>
<td>1.50 ± 0.04</td>
<td>40</td>
</tr>
<tr>
<td>Zeiss ACHROPLAN 40X NA 0.8W</td>
<td>3.6</td>
<td>2020 ± 4</td>
<td>1.50 ± 0.04</td>
<td>40</td>
</tr>
<tr>
<td>Olympus LUMPlanFl 60X NA 0.9 W IR</td>
<td>2.0</td>
<td>2138 ± 4</td>
<td>3.00 ± 0.04</td>
<td>50</td>
</tr>
<tr>
<td>Olympus UPlanSApo 60X NA 1.2W IR</td>
<td>0.28</td>
<td>2117 ± 4</td>
<td>0</td>
<td>48</td>
</tr>
</tbody>
</table>

In order to estimate the compensated GDD and TOD values for each objective listed in table 5.2 in chapter 5, we added up the dispersion introduced by each optical component in our setup, using the material constants, path length parameters, and numbers of reflection bounces on the
DMCs, as listed in tables A.2 and A.1. The accumulated uncertainties for GDD values listed in table 5.2 for each objective were estimated using error propagation.

Table A.2: Dispersion values for each reflection on the different optical components and materials in the optical paths of our setup (see section 3.2 for reference).

<table>
<thead>
<tr>
<th>Material / optical component</th>
<th>GDD / fs² @ 800 nm</th>
<th>TOD / fs³ @ 800 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>air per 1 mm</td>
<td>(20.05 ± 0.06)·10⁻³</td>
<td>(11.8 ± 0.4)·10⁻³</td>
</tr>
<tr>
<td>water per 1 mm</td>
<td>24.8 ± 0.5</td>
<td>27.0 ± 3.0</td>
</tr>
<tr>
<td>BK7 glass per 1 mm</td>
<td>43.96</td>
<td>31.90</td>
</tr>
<tr>
<td>fused silica glass per 1 mm</td>
<td>40.00</td>
<td>28.43</td>
</tr>
<tr>
<td>single reflection on a beam steering mirror</td>
<td>0 ± 5</td>
<td>—</td>
</tr>
<tr>
<td>single reflection on the dichroic beamsplitter (BS3)</td>
<td>0 ± 25</td>
<td>—</td>
</tr>
<tr>
<td>single reflection on the DMC</td>
<td>- 45 ± 10</td>
<td>- 25</td>
</tr>
</tbody>
</table>
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