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Abstract
The exponential growth of digital products lead to the massive generation of data every day
at the alarming volume,velocity and diversity. In order to extract meaningful value,advanced
storage ,processing and analytical systems are growing fast. Collective Adaptive Systems(CAS)
are such large scale distributed systems which provide a scalable and efficient way of storing
and processing the data at such a massive scale.Allow Ensemble[13] is one such CAS systems
where participants(nodes) have the knowledge repository based on probabilistic graphical
models.These model are built from the observed data in different contexts. These models are
associated with a degree of learning based on the quality and amount of observed data. The
participants of CAS are loosely connected components differing in dimensionality of these
knowledge repositories in a dynamic environment. The efficient retrieval of knowledge from
these probabilistic models possess a greater challenge and is the core task of this thesis work.
The major challenges we faced to achieve this task includes: 1.A confidence measure to quan-
tify the degree of learning of the knowledge model on each participant (network node). 2.This
confidence measure should answer the query in absolute sense in a way that it determine the
confidence in knowledge model wrt to itself when tuned to give the best/saturated knowledge.
3.The mechanism needs to be developed to aggregate this measure for a group of crf nodes to
determine the overall average degree of learning. 4.The efficient routing mechanism need to
be developed to answer the query with specified confidence measure of learning.
We propose the following concepts to handle this task. 1.Confidence Metric which quan-
tify the degree of learning and providing the absolute sense of learning using the statistical
concept of Confidence intervals. The confidence value is associated with every node of the
probabilistic crf graph and these values can be aggregated to produce an overall confidence
score. 2.We have developed an efficient routing mechanism so that query can be routed to the
best learned knowledge model specific to its context parameters. Each participant stores and
propagates the information about the knowledge model reachable through its neighbor. We
call this approach knowledge aggregation based routing. 3.We have proposed a new routing
scheme of query learning in which routing behavior is developed from the past queries.
In general,the high retrieval accuracy is obtained in both scenarios. We believe that our ap-
proach of summarization ,propagation and effective retrieval of knowledge in a probabilistic
models poses great direction to further enhance and develop interesting applications that can
make good use of our research work.
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Chapter 1

Introduction
The exponential growth of digital and social media products lead to the massive generation
of data everyday.All the digital systems around us from small data sensors[11],smart phones
to big super computing devices[16] generates and transmit tons of data at the alarming vol-
ume,velocity and diversity. This data is an important tool from which intelligently system
and user behavior can be extracted. The collective field of storing,processing and applying
analytics on this massive data consists of Big data technology[2]. It is characterized by its
three Vs (Velocity,Volume and Variability) of data manipulation which form the core pillars
of this technology [2],[16]. In order to extract meaningful value from this data,advanced stor-
age,processing and analytical systems are revolutionized. The science of recognizing patterns
in this massive data comes into picture. Data mining and machine learning algorithms helped
to extract the hidden meaningful value from this data. There are various applications centered
around this emerging field of Big data like social networks[16],cloud computing[17],Internet
of things[1],search engines[10].
Along with the advanced hardware capabilities,convectional software algorithms and frame-
works are also getting improved. The most obvious and pragmatic trend to handle this massive
data is to store,process in a cluster nodes of distributed systems. Distributes Systems provide
a very scalable and efficient way of storing and processing Big data[18] but the massive scale
poses additional challenges for these processes to get implemented. Along with that,retrieval
of this data at such a massive scale need improved and optimized techniques. The clusters
generally have very diverse sets of data differing in dimensionality[15].One such category of
distributed systems where massive data is handled and manipulated are Collective Adaptive
Systems.
Collective Adaptive Systems are the large scale distributed systems where the participants are
loosely connected in heterogeneous and dynamic changing environment [15]. Urban mobility
Systems in which different autonomous participants form a spontaneous network of informa-
tion exchange is a good example of Collective Adaptive System. The Allow project under
the European Commission research is one such application of CAS[13].The urban mobility
scenario is an application of Allow project. The autonomous participants in an urban mo-
bility network are the agents of real world Allow nodes like passengers,buses,trains as well
as any computing devices like smart phones and back end route/payment planning systems.
Each Allow node/participants should be able to store,represent and retrieve observations from
the past experience[13]. These observations are then represented in a compact way through
modeling. In Allow research project,probabilistic based modeling called Conditional random
fields(crf)[20] are used to model these observations,which then called as knowledge models.
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1 Introduction

The participants have diverse and different set of knowledge stored in them respective to their
context of observations. In such a scenario,participants have different confidence about the
learning for different contexts. For example,a person A traveling regularly from Stuttgart to
Munich compared to a person B who travels very less in the same route is more confident
about the query specific to this route (context) when answering from its local knowledge
model developed from the observations collected about this route. Since different observa-
tions collected in different contexts lead to high diversity in knowledge models,the scalable
retrieval of this stored knowledge poses a very challenging task. In addition,the knowledge in
the autonomous participants constantly updated through the influx of incoming observations.
The retrieval of knowledge makes such systems quite different compared to the traditional
systems of data retrieval. The task involves intelligently interpreting the data and retrieving
the knowledge pertaining to data rather than simply retrieving some specific data. Since
the knowledge is modeled through conditional random fields,confidence scores of regions of
learning need to be retrieved pertaining to certain contexts. These scores can then be used
to build routing models which determine the routing path of any query to higher region of
learning. In a nutshell, this thesis deals about the efficient retrieval of knowledge stored as
probabilistic models for different contexts in a distributed system.

1.1 Contribution

The following are the main contributions of this thesis :

• We have proposed a Confidence Metric which quantify the degree of learning of the
knowledge model specific to the context. A higher confidence value means an Allow
node can deliver a better knowledge specific to the query parameters. Confidence metric
quantify the absolute sense of learning i.e the saturated state of learning achievable of
the knowledge model wrt to query. The confidence value is associated with every node
of the probabilistic crf graph and these values are then merged to produce an overall
confidence score of an Allow node wrt to a query. In order to achieve absolute sense of
learning we are exploiting the statistical concept of Confidence intervals. Each crf node
has an error distribution obtained from difference between actual and predicted values
of model output. Confidence metric on each crf node is created from combing mean
error and deviation of this distribution.

• We have developed an efficient routing mechanism so that query can be routed to the
best learned knowledge model specific to its context parameters. Each participant keeps
the information about the knowledge model reachable through its neighbor. Each Allow
node aggregated the information about its crf based knowledge model and forward this
aggregated information to its neighbors. We call this approach knowledge aggregation.
The aggregation basically involves the clustering of crf graph nodes into regions of
similar learning and merged their confidence scores. This approach of routing provides
high confidence based retrieval of better learning for large and dynamic networks.

• In order to mitigate high message overhead in the knowledge aggregation based routing
approach,we have proposed a new scheme of query learning based routing. In this
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1.2 Thesis Organization

method,expensive process of aggregated knowledge propagation is avoided by simply
learning the routing behavior from the past queries. Each neighbor give feedback to the
source Allow node which is an estimation of the confidence for that query. The source
allow node which sent the query build routing model from this feedback to deliver
routing decision for future queries. The confidence metric proposed in point I,used as
a feedback to the source node wrt to query. Thus,the confidence estimation of any
neighbor is based on the feedback collected from the queries sent via the path of this
neighbor. In this way,propagation of aggregated knowledge is avoided which was the
quite expensive process in the previous approach of routing.

• We have investigated the retrieval accuracy of the two routing approaches proposed and
discuss the future direction of this research work.

1.2 Thesis Organization

The structure of the thesis is provided. Chapter 2 is about the related work for this thesis
while in Chapter 3,system modeling and problem formulation is discussed. In chapter 4,we
proposed the concept of confidence based retrieval. It explores the theory behind the developed
metric and how it is fulfilling the task of quantifying the saturated state of learning.Chapter
5 discuss about the current literature for graph clustering and the clustering algorithm used
for crf graphs. Chapter 6 deals with proposing the knowledge aggregation based routing
approach while chapters 7 deals with the developing and discussing query learning based
routing approach. The evaluation for the two routing mechanisms are provided in the chapter
8.We summaries the overall work and proposed the future work for this research in the final
chapter.
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Chapter 2

Related Work
The goal of this chapter is to give overview of all the important concepts which form the basis
of the thesis.In this chapter,we will discuss the core concepts and its related literature used in
the thesis.We start with the overview of knowledge retrieval in P2P systems and the general
idea about publish subscribe networks. We then discuss probabilistic graphical modeling and
one of its special type of undirected graphical model called Conditional Random Fields which
forms the baseline of our system. We will then present the concept of confidence intervals
used in measuring the quality of learning of our system.The relevant survey behind the various
clustering techniques used for knowledge aggregation are discussed in a separate chapter.

2.1 Knowledge Retrieval in P2P Systems

The information retrieval is one of the popular research topics from the last decade espe-
cially with the rise of web technologies??,Big data,and search engines competitiveness. The
scalability and efficiency of retrieval especially in P2P networks which are decentralized and
distributed in nature face an additional hurdle[21]. P2P systems exploit vast amount of com-
putational power,memory from small computing nodes in a distributed environment.Every
peer can behave as client ans server and they corporate in large numbers to share information
and other resources.[27].
Now,we will explore more about the knowledge retrieval and how it is different from the con-
vectional data/information retrieval. Data retrieval includes storage and efficient retrieval
of structured data like in DBMS systems. Information retrieval deals with extracting infor-
mation efficiently and compactly like extracting relevant documents in search engines using
indexing methods[27]. Knowledge retrieval systems provide a summarized representation by
improvised search and manipulation. In a nutshell rather than representing data or just in-
formation in base system(from where retrieval need to be done ),knowledge in represented in
place of them and efficient mechanism is developed to extract knowledge or retrieval of source
of knowledge.For example,We can use probabilistic modeling to create a knowledge model
from the observed data rather than simply storing the data in raw form.Then our retrieval
task would include summarizing the knowledge model efficiently and developing a good ex-
tracting mechanism of this summarized knowledge.
When it comes to retrieval in P2P,the present literature has mainly two directions to proceed.
The first direction is about the distributed indexing structures for similarity searches [21].
The other approach involves keeping the indexing on the peer intact and interpret task as
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routing problem ie routing the query to that specific peer which can deliver for the search
parameters[22]. The knowledge retrieval in P2P systems are yet to explore fully and this the-
sis work is the extension in the direction of applying routing strategies for data retrieval[13]
for probabilistic models.

2.2 Publish Subscribe Networks

Publish Subscribe networks are the types of P2P systems where set of nodes register to
events while other set of nodes are register to provide content specific to those events. The
communication is event based where peers can subscribe (register) and publish to an event.
Thus it will lead to loose coupling in space and time. Peers need not to block or geographically
aware about each other to exchange information.[26] The following categories of Pub sub
systems are:

• Topic Based Modeling :A subscriber receives events of a particular topic which it is
subscribed for. Individual filter cannot be specified so it is courser grain selection.

• Content Based Model : Depending on the properties of the events,subscribers can men-
tion the filtering conditions.

• Concept Based Modeling : The filtering on event is done on concepts rather than on
attributes values in the absence of definite information about event i.e when syntactic
and semantic structure of an event is unknown.

Further,the routing algorithms for the pub sub networks can broadly be dividing into the
following.

• Event Flooding: Events are broadcast and every node can decide locally if this event
matches a subscription.

• Subscription Flooding: Each publisher sends only the subscribed event to the node when
these nodes flood their subscriptions in the network. Again,it will lead to large overhead
and does not provide a scalable routing mechanism.

• Filtering Based Routing: In this type of routing,an event is routed only to interested
subscribers rather than flooded across the network. The routing tables are formed which
contains the routing information about the neighbor. Thus,it will lead to publish out
only subscriptions in which neighbors are subscribed.

Routing deals of migrating the queries/events to the content providers[14]. In our approach
of knowledge aggregation,we have used filtering based routing approach where routing infor-
mation about every neighbor is kept on every node in an aggregated form [14] [13]. The
knowledge contents on node are aggregated and propagated to its neighbors so that every
node in future knows about its neighbors subscription or the information it can deliver to its
neighbors.
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2.3 Probabilistic Graphical Models

2.3 Probabilistic Graphical Models

It is quite frequent in real world that dependencies exist among the different data objects and
it has to be taken into account while create the data model. For example in the classification
of web documents,page text provides information about the document class label and hyper
links are the relations among the documents. If we only take the text into account and not
the links,we will lose much information which is present due to the dependencies among var-
ious documents through hyperlinks [43].The good model should incorporate both sources of
information and it should be simple enough to clearly state and depict the real world. The
graphical models are the formalism to represent all these dependencies among the data objects
precisely and clearly.
Definition:Probabilistic graphical models are the representation of probability distribution
P(Y,X) of a set of random variables by a graphical structure along with their parameteriza-
tion.
The variables Y are the attributes of the object we want to predict and X are the observed
knowledge about the object[7]. In general sense,Y are the output of the model and Y its input.
The various parts of graphical structure (cliques of a graph ) are associated by parameters
and these parameters provide the values of probability distribution. Thus,PGM is a compre-
hensive framework to represent and compute complex probability distribution [40].The PGM
has numerous important applications in the field of engineering like part of speech tagging
[20],information extraction[23],robot motion estimation[43] etc.
A graphical model is a family of distributions that factorizes respecting the underlying struc-
ture of the graph[7].Since these graphs are really large,in order to achieve computational
feasibility,we divide these distributions in a product of local functions which combined only a
small set of random variables. These variables follow Markov property so division into local
functions is possible. These local functions are called factors of a graph. Thus,probability
distribution of any graphical model can be written as the product of its factors for any com-
binations of factors(called local functions) Ψc.

P (~v) = 1/ZΠc ∈C Ψc(~v) (2.1)

These factors are the probability for the cliques(clusters) of a graph and overall probability is
the product of these individual probabilities over various cliques of a graph.The Z is simply
normalization factor and is constant. It is defined as partition function and it basically bounds
the distribution sum to 1.
PGM are of two categories,directed graphical models which are called Bayesian Networks and
undirected models which are called Markov Random Fields [43].Markov Fields are undirected
graphical representation between random variables where each random variable follows the
Markov property. The property states that random variable is conditional independent of all
the other variables in the model provided its neighbors are observed. The most important
class of Markov networks is Conditional random fields.Traditionally,graphical models the joint
probability distribution but for a large network and dependencies among relational data,it is
very computationally challenging as it requires to model the input variables distribution P.
Lafferty [43] presented a novel solution to this problem by directly modeling the conditional
distribution of P(Y/X) considering observed knowledge X as non-random variable. Thus,crf
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2 Related Work

is a conditional distribution of an associated graphical structure with some observed knowledge
as input[43]. Now we will explore this undirected class of graphical model which constituent
the basic framework of our system.

2.4 Conditional Random Fields

In the previous topic,graphical models as a diagrammatic representation of probability dis-
tribution is discussed. The idea of conditional probabilistic model is presented which is used
in modeling knowledge model of our system. In this section the theoretical foundation of
the Conditional random fields is build. Let G=(V,E) be the graph where V are the set of
random variables and E are the connecting egdes between them. This set can be further
written as V = XUY,where X is the set of input variables that are observed and Y is the set
of output variables that we want to predict of the system model. X can take values from set
X and similarly Y can take values from Y. We generally call these values of Y as class labels
since we want to predict these labels for every random variable of the model.This graphical
structure formed as underlying framework to represent and compute Conditional probability
distribution of CRF.

Definition: Conditional random fields are the probabilistic models satisfying the underlying
graphical structure G=(V,E) to compute the conditional probability of P (~y/~x) of a predictable
output~y = (y1...yn) given the observed input ~x = (x1...xn). Conditional Probability P (~y/~x)
can further be written as

P (~y/~x) = P (~y, ~x)/P (~x) (2.2)

From general equation of graphical model,it can be written as

P (~y/~x) = 1/Z ∗Πc ∈C Ψc(~y, ~x)) (2.3)

Conditional Random fields can be represented in the form of log linear model. Log linear
model is a mathematical representation as a function whose log is a linear combination of the
parameters of the model[43]. That is,it has the general form

exp(c+
m∑
i=1

λi ∗ fi(~y, ~x)) (2.4)

where fi(~y, ~x) are the functions of X and Y (called as features)and λi are the model parameters.
Training data(where input(X) are its corresponding class labels outputs(Y) are provided) can
be represented by features or indicators functions of a log linear model. For example

fi(x, y) = 1, ify = 5andx = Sunny0, otherwise (2.5)
(2.6)
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2.4 Conditional Random Fields

Merging I and II,factors of a crf can be expressed as

Ψj(~y, ~x) = exp(
m∑
i=1

λi ∗ fi(yj , yj−1, j, ~x)) (2.7)

wherefi(yj , yj−1, j, ~x) (2.8)

is a feature depends on previous and current label values,input observation vector and current
sequence indicator j. Thus,Conditional Probability of crf can be written as

P (~y/~x) = 1/Z ∗ exp(
n∑
j=1

m∑
i=1

λi ∗ fi(yj , yj−1, j, ~x)) (2.9)

The two most important concepts in CRF models can be understandable easily by these two
problems.

• “Given observation x and a CRF M,How do you find the most probably fitting label
sequence y” ?

• “Given label sequence Y and observations,How to find parameters of CRF M to maxi-
mize” ?

While problem I in CRF modeling is defined as Inference and in fact the most common appli-
cation of CRF model,problem II is training or learning of CRF model to get best parameters
of the model. Now we further elaborate these two important aspects of CRF modeling[40].

Figure 2.1: Conditional Random Fields

2.4.1 Learning

The learning of the CRF model is actually the parameter λi estimation to determine the
optimized values such that it best fit the probabilistic model. The general method for training
/learning in probabilistic models is maximum likelihood estimation. The method states that
the training of model is done by maximizing the log like hood function on the training data.We
will not go into the details of likelihood function but for an overview : “The likelihood of a
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set of parameter values,λ,given data Training data T,is equal to the probability of those
observed/training data given those parameter values,"[] that is

L(λ/T ) = P (T/λ) (2.10)

The basic concept involves the convex optimization of the likelihood function and the values
of parameters λ are considered as final learned parameters at the instance of maximization.

2.4.2 Inference

The inference in sequential probabilistic models like CRF is the problem of finding the most
likely sequence of Y for the given observations X.(Rabiner 1989)[40]. It is a NP hard problem
but if the graph structure does not contain loops,there are exact inference approaches in the
literature[7]. In other cases,we calculate the approximate inference. Generally,in order to solve
this dynamic programming challenge of statistical inference,Viterbi Algorithm is used[43]. The
query at any Allow node is answered by the CRF inference. i.e the query input parameters
contain the observation about the system and most likely sequence provided by the CRF
inference interface is the output of the model against certain query.

2.5 Confidence Interval

In this section,the statistical concept of Confidence Interval is described thoroughly. Confi-
dence Interval is the world of statistics is an estimate of an interval of a population parame-
ter.The goal is to estimate the population parameters provided the observed data. “A confi-
dence interval gives an estimated range of values which is likely to include an unknown pop-
ulation parameter,the estimated range being calculated from a given set of sample data” [5].
CI gives the range where the parameter value can lie in the population.
Confidence level determines how frequently the interval contains the parameter of interest[3].
Confidence intervals are framed at certain confidence level say 95 percent. It means that
if the population is sampled and estimates of observed intervals are being made on every
event,the true population parameter would be bounded in the resulting intervals in approx.
95 percent of the events. Let the mean obtained from the sample represents the mean of the
whole population. Are the random sample contains enough number of observations so that
the mean obtained actually is the true mean ? The basic goal of approximating the true value
of population parameter is addressed by CI in a way it provides a range of values which will
be mostly likely to contain the parameter of interest.
Definition : Confidence Interval :“For a population with unknown mean µ and known stan-
dard deviation σ,a confidence interval for the population mean,based on a simple random
sample (SRS) of size n,is µ + z ∗

(
σ√
n

)
,where z* is the upper (1-C)/2 critical value for the

standard normal distribution”.
Margin of Error ( z ∗

(
σ√
n

)
) is the value associated with population parameter which deter-

mines the width of CI [5]. Fig 2.2 shows probability density area curve where for a CI with
a confidence level C,area in each tail is 1-C/2.It shows that CI with level C,probability value
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Figure 2.2: Confidence Interval

is 1-C/2.It comes from the z curve in which z represents the point on curve such that P(Z>z)
= p = (1-C/2),for 95% CI,the value of z =1.96. As the sample size increases,the size of CI
will decrease without reducing the confidence level. It is because of the fact that effective
standard deviation decreases as sample size increases.

It is necessary to remind that larger value of confidence gives wider interval i.e. 99% con-
fidence intervals are wider than 95% of confidence intervals. It make sense when we try to
understand confidence as degree that our interval contains the true parameter. Lets say user
want to be 100% sure that every time calculated interval contains the true parameter,interval
must contain every possible value and thus it will be much wider. When it is acceptable that
only 50% times interval contains the true parameter,interval will be much narrower.

In a nutshell,we have discuss the majority of background knowledge required to investigate our
problem task and drawing its potential solutions. Now,we will move to the chapter of System
Modeling and problem formulation which explores the major challenges and the system model.
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Chapter 3

SystemModeling and Problem Anal-
ysis
In this chapter,we will describes the distributed network of Allow Ensembles with its partici-
pants and their corresponding functionality. Then we will explain the Evolutionary knowledge
model along with the idea of developing quality measure for quantifying learning of the model.
We will cover the current problem in detail and explore its potential solutions in summarizing
and routing the information in a distributed environment.

3.1 Network

We have a distributed system of nodes p1,p2,p3,pn communicating to each other in a dynamic
mobile environment. The communication can be direct or indirect depending upon the con-
nections. The links are not static in a sense that both node and links can go down anytime in a
dynamic scenario like in a mobile environment. From now onwards we call this node as Allow
node. An Allow node in simple sense can be considered as a device (eg smart phone) which
runs a communication protocol[12].There is not an upper bound in the delivery of messages
and process execution. Random delays and duplicated messages are quite possible in such an
environment.
Each Allow node has a repository defined as Knowledge model which is the representation
of the knowledge build from the observations. Now,we move on to discuss these individual
participants of the system.

3.2 System Model

3.2.1 Knowledge Model

Evolutionary Knowledge( knowledge model) is defined as an intelligent and flexible knowledge
repository which is used to model the behavior of an Allow node[12]. It is a model learned to
predict parameters of the system and their dependencies. It can be considered as a repository
where application specific parameters are stored and represented efficiently such that they can
used to answer any query in the future.Conditional random fields are used as a framework to
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build the knowledge model.
We try to comprehend the concepts applying Evolutionary Knowledge model on the urban
mobility scenario in a city.
The urban mobility is a complex transport system of a region.For sake of understanding,consider
it as a bus system of the region.We have to build a system which can provide travel time be-
tween specified bus stations when queried by the user. The network Allow node can be any
computing device like smart phone and possessed by the user. The knowledge model is a
probabilistic graph. We can model this real world where road segments between two stations
can be considered as nodes of our knowledge model and their dependencies between segments
modeled as edges.The knowledge model is a probabilistic framework which takes input argu-
ments(observed/context parameters) provided from the user query like time of day,weather
conditions and provides total travel time as output.This model is an evolving model which
gives some predictions for the given query parameters.It then learn from these scenarios to
evolve and to better answer a query in the future.
Each Allow node has a local knowledge model which is formed from the local learning and
some information about remote knowledge models through some efficient representation.Fig
3.1 shows the knowledge model of the urban utility where observed parameters are Time of
day and Weather (marked in red) and output variable is travel time. All these nodes take
discrete set of values as a range.
Now,consider a scenario of some users who has different frequency of visiting the same region
of bus network.Clearly,the user has a better understanding of his/her own view of the trans-
portation system since more learning is done for that particular view.The user possesses an
Allow node (smartphone) which has local Knowledge Model as well as the some knowledge
of the other Allow nodes of the network. The user query the total travel time between two
stations A and B providing context(input) parameters,the best possible prediction of travel
time is expected for this query.
Our system should be intelligent enough to comprehend user constraints and preferences to
create the most optimized solution. For an example,the query from the user can be to provide
total travel time between station A and B considering the global constraints/context that
time of the day is afternoon and weather is rainy. The additional provided parameters can
be taken as user constraints or preferences wrt to query. Lets understand it with a help of an
example. In the urban mobility scenario,the person I uses bus service to go to his office near
the city center. Its local knowledge model learns the travel time of the path during different
contexts. These contexts are set of observations like time of day and weather conditions.
Moreover there is a person II who visits city center once in a month. The local knowledge
model of person I certainly contains much more knowledge about the city center travel time
as compared to the model of person II. Now if another person III wants to know the travel
time to city center during different weather conditions /time of day,person I local Knowledge
model can answer this query very well as compared to person II.It is due to the fact that since
it is very similar to the knowledge learned by Knowledge model of person I.
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Figure 3.1: Knowledge Model

3.2.2 Conditional Random Fields as framework for Knowledge Model

As described previously,CRF are the probabilistic graphical approach of modeling systems
where system elements are represented using random variables(RV) and their interactions are
modeled by the edges between them.
Let the graph G = (V,E) consists of nodes V and edges E.Let O be the set of all observed vari-
ables and Y be the set of all random variables whose state is to be determined. Moreover,let
L be the set of states/labels which every random variable can take. In CRF model,every
RV is represented by one template object which changes the transitions from one state to
another and these transitions are represented by the edges of the graph. The set of edges
are represented as E in graph which depicts the interaction (positive or negative) between
corresponding nodes.

In our example of transport network shown in Fig 3.1,each node of conditional random
field is modeled as road segment and these nodes are connected by edges to show the interac-
tion of road segments on one another.For an instance,edge between road segment of station
B and station C says that time taken to clear this segment depends upon the time taken
by clearing previous road segment.The model is associated with reliability at node level that
takes an account of number of instances used to train that Allow node of model.
The quality measure determines the quality/degree of learning of the knowledge model in an
absolute sense i.e. the quality achieved till the current learning to that of the best/saturated
state of the learned model. The node/edge is the minimum granularity level and idea is to
merge these quality measures associated to form clusters of same learning.

Confidence in Knowledge

The Allow nodes in the network have knowledge models and any query should ideally be
satisfied by the globally best output data among the whole network. As already exposed in
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previous sections,bandwidth is one of the most critical resources to consider in a distributed
environment. There can be different approaches to answer any query in the system,one naive
approach can be to flood the query in the network and let the Allow node which has the best
learned model answer it. In our system where there can be million on Allow nodes (distributed
nodes),this would lead to very high usage of bandwidth resource. In order to answer a query
in such a scenario,we need an absolute quality of learning of knowledge model which gives
certain probabilistic score that the Allow node can answer the specified query efficiently.
Conditional Random fields constituent the Knowledge model. Although the template of model
is same on every Allow node,a crf node can have different quality of learning on different Allow
nodes. Thus,each crf node in the model is associated with confidence which depicts its quality
of learning.Moreover,this confidence measure must give an absolute idea about the current
quality of learning of the crf node wrt query. If the quality conditions expected by the query
are met on the local Allow node by the learned model so far,this Allow node must answered
the query rather than propagating to neighbor Allow nodes.
We are using the statistical concept of confidence intervals to depict the degree of learning
achieved so far wrt to the best learning that can be achieved.
“For a population with unknown mean µ and known standard deviation σ,a confidence interval
for the population mean,based on a simple random sample (SRS) of size n,is µ+z∗

(
σ√
n

)
,where

z* is the upper critical value for the standard normal distribution”.
Margin of Error ( z ∗

(
σ√
n

)
) is the value associated with population parameter which deter-

mines the width of CI.(ref to Fig 2.2)
The probability distribution of error is obtained using a feedback loop on predicted values
and true values for each crf nodes of the model. The mean of this error distribution give the
idea of fit of the model or one can say the degree of learning. Along with that,the margin
of error(deviation from mean) obtained from confidence Intervals give the absolute sense of
learning wrt to the model’s saturated state of learning.The lesser the margin of error,reliable
the model is to answer the query since it can be interpreted from margin of error that the
model has enough learning on sufficient amount of quality data.

3.3 Query Composition

The input query to the network can be initiated at any Allow node. We adhere to our classical
example of urban mobility so a sample query for the set scenarios would comprise of the input
arguments as weather,time of the day,list of road segments for which travel time is needed as
output.Along with that,the minimum confidence required is alos provided as input parameter.
In order to implement,this query can be comprehended with the following parameters.

• Minimum Confidence(Cmin) :It is the minimum confidence value which must be satisfied
by the answering Knowledge model at any Allow node in the network.

• List of crf nodes to inspect(List < crfNodeId >) :Suppose the query comprises of the
path which can be broken into list of road segments/blocks for which total travel time is
need to be calculated. Since the road segment is mapped as crf node in the probabilistic
crf model,these road segments are mapped to the crf nodes in the background crf graph
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modeling the real world road network.Thus,it is considered as a list of crf nodes with
their node Id as element.

• Weather(W) : It is an observed parameter for the crf model which is a discrete variable
having Sunny,Rainy,Snow,Cloudy as domain values.

• Time of the day(T) : Like the previous parameter,is a global observed variable for the
crf model,discrete in nature with Morning,Afternoon,Evening,Night as domain values.

3.4 Query Routing

In Fig 3.2,a sample topology with Allow nodes having knowledge models are provided. A
query with a threshold minimum confidence is received on Allow node X but it finds that it do
not have enough knowledge to answer this query with a given confidence. In that case,query is
propagated across the network through the use of efficient routing mechanism until it reaches
a Allow node which can answer it with enough confidence.
In a nutshell,

Figure 3.2: Query Routing

Given: A query Q(arg,Cmin) is provided on Allow node X, Cmin is the measure of knowledge
expected specific to input arguments.
Find: In case local Allow node does not have enough confidence to answer the query,it will
be routed. Any neighbor which can answer with at least threshold confidence will answer this
query. The efficient routing mechanism supports the overall process to reach the query on an
appropriate Allow node.
Every Allow node has a local knowledge model along with routing information about its remote
knowledge models which will help to route the query. The major challenge is to develop the
scalable routing mechanism to reach out the best fit remote Allow node which can answer the
query with a given threshold confidence.
To summarize,the main challenges in this thesis cover the following points:
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• A measure to quantify the degree of learning of the knowledge model on each Allow
node wrt to the specified query has to be determined.

• This measure of learning of the knowledge model should answer the query in absolute
sense in a way that it determine the confidence in knowledge model wrt to itself when
tuned to give the best/saturated knowledge.

• For scalability,the mechanism needs to be developed to aggregate this measure for a
group of crf nodes to determine the overall average degree of learning in a group of crf
nodes.

• The efficient routing mechanism need to be developed to answer the query with specified
measure of learning.

18







Chapter 4

Confidence Based Retrieval
4.1 Concept of Confidence

The need and significance of Confidence Metric for Knowledge management has been briefly
introduced in the chapter of system modeling.
Any query must be satisfied by the best learned model among the whole network of Allow
nodes with diverse knowledge models. A naive approach can be to flood the query in the
network and let the Allow node which has the best learned model for this query to handle
the query. In our system where there can be millions of Allow nodes,this would lead to very
high usage of bandwidth resource. In order to handle a query in such a scenario,we need an
absolute quality of measure of a learning model. This quality gives certain probabilistic score
which quantify the degree of learning of a Allow node.
In the classical machine learning approach,the degree or quality of learning of a model depends
upon lots of factors where some important ones include the quality and amount of training data
along with the number of features used. The quality measure should give some probabilistic
score to determine the degree by which the specified Allow node can answer the query. This
score defines our Confidence metric which reflect the quality of learning of the knowledge
model.
Confidence metric depends upon the learning parameters of the model as well as the query
parameters. As stated before,the query parameters will define the scope of the query and
our Confidence metric provide the quality score of learned knowledge model corresponding
to the scope(group of crf nodes ) of query. If the system has very little or no knowledge
within the specified scope of the query,it should get reflected to the user by the Confidence
score. Thus,system provides the best predicted output model satisfying the minimum query’s
confidence score and scope provided by the user.
In a nutshell,Confidence is the quality measure which quantifies the degree of learning of the
knowledge model with respect to the specified query.

4.2 Quantifying Confidence

We will now develop Confidence function satisfying the requirements imposed in the above
mentioned literature. As discussed in chapter 2,we have explored many statistical techniques
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to determine the confidence metric. Confidence score should take into account of the satura-
tion of learning of the model. We want to measure the reliability of the learning as well i.e.
on how much data the model is learned upon and whether it has achieved a state by the given
data for decision making.
Scope is the area of interest or the sub set of nodes of the knowledge model.There can be any
combination or collection of nodes to form a scope provided there is a path between them.
Scope contains confidence Interval information (mean and margin of error distribution ) and
list of crf node in the scope. Each Allow node has a crf based local knowledge model that
consists of graph G = (V,E) where V is the set of model nodes and E is the set of connecting
edges between them. The Allow node maps the scope of the query with its knowledge model
and generate confidence score.
Along with handling the query at knowledge model of an Allow node,Confidence score is also
the measure to compare quality of knowledge models of neighboring Allow nodes. Higher
confidence score means high quality of learning and a better model and it helps in decision
making while route the query to neighboring Allow nodes in case local knowledge cannot have
enough confidence to answer it.

4.2.1 Confidence Intervals

In this section,the statistical concept of Confidence Interval is described thoroughly and how
it is needed to be incorporated in our Confidence of knowledge model to get the absolute sense
of learning.
The goal is to estimate the population parameters provided the observed data. A confidence
interval(CI) provides an estimated range of values which has high probability of containing
the investigated parameter. CI gives the range where the parameter value can lie in the pop-
ulation.
Definition:
Confidence Interval :“For a population with unknown mean µ and known standard deviation
σ,a confidence interval for the population mean,based on a simple random sample (SRS) of
size n,is + µ+ z ∗

(
σ√
n

)
,where z* is the upper (1-C)/2 critical value for the standard normal

distribution”.
Margin of Error ( z ∗

(
σ√
n

)
) is the value associated with population parameter which deter-

mines the width of CI [5].

4.2.2 Node Error

In order to measure the degree of confidence associated with given a node in Knowledge
model,the concept of Confidence Interval has been incorporated.Confidence Interval in the
world of statistics is an estimate of an interval of a population parameter.The Confidence
level associated with an Interval(say 95 percent) gives the chances(probability) that this in-
terval produced has the true value of the parameter of interest.It means that if the population
is sampled and estimation of observed intervals are being made on every event,the true pop-
ulation parameter would be bounded in the resulting intervals in approx. 95 percent of the
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events.
The notion of Confidence Intervals provides a measure to estimate the population parameter
from the sample distribution. This concept can be incorporated in our estimation of quality of
model learning. We need some measure of confidence at any instance of learning to check how
good our model is so far. Ideally,our system assume that after certain degree of learning,its
quality get almost saturated and it can be considered as best to answer the specific query.
This quality of learning is associated with views or scopes. For example,a user X who travel
between station A and B everyday has much better quality of learning in that scope compared
to a user Y which has a traveling frequency of a month in that same scope. Thus,user X local
knowledge model has much higher quality of learning in that scope and if a test query is
made for that scope of A and B,user X knwoldege model should answer it. The model which
is continuously learning must be associated with certain measure of its quality of learning.
Moreover,the level of granularity is a node in the model,we want to associate this measure
with every node. We define it as Node error as the difference between the true value of the
label and predicted from the model. Thus,it is the node accuracy and thus it gives a quality
of learning achieved so far from the specific model.
In CRF learning,optimized values of λ are estimated from the function.

P (~y/~x) = 1/Z ∗ exp(
n∑
j=1

m∑
i=1

λi ∗ fi(yj , yj−1, j, ~x)) (4.1)

The significant values of λ are achieved when we will have saturated quality of learning. We
have to find a measure to check whether that significance level has been achieved with respect
to answering the query. The ideal or exact values after full population observation is taken as
target values of parameters and its corresponding function P (Y|X) as target function. This is
something an ideal case. At any point of time in model learning,we have a hypothesis function
obtained so far from learned parameters which is denoted by h.
Definition: Node error is defined as difference between output values from target function
(i.e. true value of labels) and label values predicted from the current hypothesis function h.
errors(h) = 1/n ∗

∑
δ(T 6= h(x))

Our quality of learning is associated with how well node error from observed samples can
estimate the true value of target model distribution node error.It is the node error (misclas-
sification rate) from sampling observations achieved so far.Node Error for the distribution of
population (ideal target model) is errord(h). In general, N% of area of curve(probability) lies
in µ+ zN ∗ σ. Combining the notion of CI,it can be said if there is N% Confidence level,then
there is N% probability that node error of ideal target model lies in

(4.2)

errorr(h)± zN
√
errorr(h) ∗ (1− errorr(h))/n (4.3)

or approximately, (4.4)

errorc(h)± zN
√
errorc(h) ∗ (1− errorc(h))/n (4.5)

where,zN
√
errorc(h) ∗ (1− errorc(h))/n is the margin of error.

In this way,we can obtained the error distribution of population( ideal case when best learning
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is achieved) from the sample error distribution with some degree of uncertainty i.e. the interval
that the true error can vary from sample error.

Weighted Node Error

In the previous section,we defined Node Error as simple misclassification rate but it can lead
to very high error rate when considering with measuring the total travel time. Instead,we
will modify and use weighted Node Error to get more approximate error. errors(h) = 1/n ∗∑
δ(T 6= h(x))

4.3 Clustering of Confidence

In this section,the idea of combining the confidence measure for certain number of crf nodes on
a Allow node is presented. The knowledge models can contain huge number of crf nodes and
it is bandwidth inefficient to forward confidence score of each node of the model in the whole
network. We decide to aggregate the confidence scores of set of crf nodes into clusters(called
scopes). These clusters are represented by the information of the error distribution(shown in
Fig 4.1).

Figure 4.1: Clustering of confidence of crf nodes in Knowledge Model

As we have discussed earlier,each query has a set of nodes as input or the area of interest
which it wanted to get the predicted output,we call this area of interest/set of nodes as its
Scope. In general Scope is subset of nodes; it can associate with a query or a cluster of CRf
nodes of knowledge model. For a query,the set of nodes for which prediction is demanded by
the query makes its Scope. The set of nodes in the cluster of knowledge model is model scope.
Definition: Scope is a subset of nodes or the area of interest in the model. It can be associated
with query as well as cluster.
The confidence score is associated with each node and we aggregated these scores based on
the degree of similarity of their error distributions. We have used a standard approach of
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combining two normal distributions(as CI are represented using normal distribution) and
along with that the combined confidence interval as well as mean can be combined.

C1 = N

(
µ1, σ

2
1

n1

)
(4.6)

C2 = N

(
µ2, σ

2
2

n2

)
(4.7)

Using Standard Error/Margin of Error for CI,it can be constructed as

C1 = N (µ, SE1) (4.8)
C2 = N (µ, SE2) (4.9)

(4.10)

A pooled estimated of the two would be

Ce =
(
n1C1 + n2C2
n1 + n2

)
(4.11)

Ce = N

(
µ, σ2

n1 + n2

)
(4.12)

(4.13)

The confidence interval and mean of the cluster represents the effective quality of learning of
the clustered nodes (cluster scope). In this way the clusters are created in local knowledge
model which contains the groups of aggregated knowledge.

4.4 Confidence Metric

So far we have discussed about the absolute degree of quality which can be derived from the
concept of confidence intervals. In a nutshell,we obtained two important measures Node mean
error and its associated Standard deviation(margin). Thus each crf node is associated with
the confidence intervals parameters (mean and deviation). Our main focus is to summarize
this confidence to propagate it in the distributed environment. Now we develop the single
value of the confidence obtained from these parameters of confidence intervals.
In order to make a routing decision,at each Allow node we have to decide which neighboring
node has the best quality of learning specific to query and then propagate query to it. The
quality of learning is available in routing models for the neighboring nodes in the form of
aggregated information of confidence intervals parameters. Thus,each routing model has an
error distribution with some mean and deviation aggregated with our intelligent clustering
technique.
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There can be various possible scenarios describing the extremes or boundary points of error
distributions for the neighboring nodes. We prefer a distribution which has least error mean
and deviation i.e. both tending to zero.The worst distribution would be very high mean and
very low deviation since in that we are very certain that error is very high. In a nutshell,we
prefer to have a least mean as well as deviation. Thus,if we describe the quality metric com-
bine from the two confidence parameters in such a way that it tends to increase with the
decrease of both mean and deviation.

Confidence =
√

(1− µ) ∗ (1− σ) (4.14)

Since the quantity (1- µ) and (1 - σ) both tend to increase with the decrease of µ and σ,the
value of C will tend to increase. Moreover,(1- µ) lies between zero and one and sqrt function
is an increasing function in this interval. We have used sqrt(1- mean) to give preference to the
pair which has lower mean compared to lower deviation in a situation such that the quantity
(1- µ)* (1- σ) give same value. We could have used the quantity (1- µ)* (1- σ) but since for
certain combination (1- µ1)* (1- σ1) = (1- µ2)* (1- σ2),we want to give higher preference to
lower mean compared to lower deviation,we used sqrt for mean quantity so that its Confidence
value get further higher(shown in Fig.4.2)

Figure 4.2: Confidence Metric( Mean(Blue),Deviation (Orange),Confidence(Yellow))

4.5 Implications of Confidence Metric

We have taken a confidence metric as a combination of mean and deviation. It will behave
according to the Fig.4.2,the behavior of the mean and deviation with change in learning.
Although,the metric is chosen in such a way it is satisfying our need,it can certainly vary

26



4.6 Distance Metric(Bhattacharya Distance)

accordingly to the need and preferences of the user to alter the behavior of the system. The
philosophical aspect in choosing the mean and deviation can leads to entirely different behav-
ior of the system. There are certainly many choices available like low confidence in a small
error (case when mean is low but deviation is large) or high confidence in a large error (higher
mean but small deviation). For example a user can give preference to the certain distribution
accordingly to the dynamics of the network. He may prefer high mean but also high variability
(basically high probability if variation) rather than bit low mean and low variability. When
we dig more into its philosophical aspects of choosing the appropriate distribution,we realized
it has to be explored by digging deep into the field of game theory.
It deals with the task of risk analysis. Let’s take it from the perspective of two different
strategies of a game. We can assume rather than it is a mere error distribution of a mea-
surement,these are reward distributions of two different strategies of the same game. So now
the question rephrases,which strategy would the user prefer,strategy one which is giving a
high expected reward with quite a large variance or a strategy two giving a lower expected
reward with relatively smaller variance. The decision completely depends upon the risk taking
attitude of the user,so there is no simple answer to combine mean and variance to have one
metric of quality.

4.6 Distance Metric(Bhattacharya Distance)

In the previous section,we have discussed about the merging of error distributions for knowl-
edge aggregation.The idea is to merge the error distributions of various Crf nodes to form
groups having similar degree of learning.
The similarity between two crf nodes are taken by the degree of similarity between their er-
ror distributions (assuming normal distribution). In order to extract the similarity of error
distributions between two crf nodes,we are using a distance metric which is used in statis-
tics for finding the similarity of two probability distributions [36]. Let p and q represent
two multinomial populations each having N classes in their distribution. The respective
probabilities would be like p(i=1),p(i=2)...p(i=N) and q(i=1),q(i=2)...q(i=N). Since p(i),q(i)
represent probability distributions

∑N
i=1 p(i) = 1 and

∑N
i=1 q(i) = 1. Bhattacharya measure is

a divergence type distribution defined by: BM(p, q) =
∑N
i=1

2
√
p(i).q(i). The geometric inter-

pretation of a measure can be simply taken as the cosine of the angle between N dimensional
vectors (

√
p(1),

√
p(2)., .

√
p(N)) and (

√
q(1),

√
q(2)., .

√
q(N)). When the two distributions

are identical,

cos(θ) =
N∑
i=1

2
√
p(i).q(i) =

N∑
i=1

p(i) = 1. (4.15)

Definition: Bhattacharya Distance is the measure used to find the similarity between two
discrete / continuous probability distributions [36]. For domain X,the Bhattacharya distance
for continuous distributions p and q is correlated by the Bhattacharya measure(BM) by

DB(p, q) = − ln(BM(p, q))[36] (4.16)
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Accordingly,0 < BM < 1 and 0 < DB < inf

DB(p, q) = 1/4 ln(1/4(σ2
p/σ

2
q + σ2

q/σ
2
p + 2)) + 1/4((µp − µq)2/(σ2

p + σ2
q ))[30] (4.17)

where,
DB(p, q) is the Bhattacharyya distance between p and q distributions,
σp is the variance of the p-th distribution,
µp is the mean of the p-th distribution,
p,q are probability distributions.

Now,we will move into the new aspect of our task which discuss the clustering of knowl-
edge i.e how individual confidence metrics developed which represents the degree of learning
can be clustered together.
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Chapter 5

Clustering
As we have discussed in the previous sections,crf nodes are associated with error distribution
(mean and deviation) which is the measure of their respective quality of learning. Now we have
to partition the crf graph into clusters of crf nodes which are combined depending upon the
degree of their similarity. The similarity between two crf nodes are taken by the degree of the
similarity between their error distributions (assumed normal distribution).Thus,we are aimed
to combine crf nodes having similar quality of learning. Now,the similarity of the two normal
error distributions is calculated by a distance metric called Bhattacharyya distance[],which
has been discussed in the section (SSS). In this chapter,we will explore the various graph
clustering techniques employed in order to accomplish our task of clustering similar crf nodes
in the graph. The various clustering algorithms are discussed along with the bottlenecks we
faced while deploying them for our task.Finally,we have used minimum spanning tree based
algorithm to accomplish our task of crf graph clustering.The last section explains the algo-
rithm and how it turned out to be quite suitable for our task.

Definition: The clustering of a graph is the grouping of its vertices taking into consideration
of the connectivity between those vertices by the respective connecting edges.
The various methods examined for crf graph clustering are the following.

• K-Nearest Neighbor clustering

• K-Means based graph clustering

• Markov clustering

• Minimum Spanning tree based graph clustering

We start from the nearest neighbor approach which is the most simple one,yet most of the
times effective enough to solve graph clustering problem.

5.1 K Nearest Neighbor(KNN) Clustering

Nearest neighbor algorithm is an optimization approach for finding closest or most similar
observation points/objects where closeness can be expressed using some similarity metric "
less similar are the observation objects,the larger is the similarity metric value".

31



5 Clustering

Nearest neighbor graph for n objects (which need to be merged in accordance with some
metric) is a graph G with points p and q such that p is the nearest neighbor(NN) of q. p
is NN to q since the distance metric from p to q is smallest for any other point from p in
graph G [35]. It is a directed graph from p to q since NN relation is not symmetric as the
same definition for p to q is not necessary valid for q to p.Fig 5.1 shows the Nearest neighbor
graph of 100 observations in Euclidean plane. K-Nearest neighbor is an extension of NN graph

Figure 5.1: NN graph of 100 points in Euclidean plane[35]

methodology in which rather than only combining with the nearest neighbor,the graph node
p cluster with the K nearest neighbors.Like NN,KNN relationship is also unsymmetric.
The problem faced while deploying KNN clustering to solve our task is obtaining the correct
value of K so that appropriate clustering of crf nodes can be done. Extracting the appropriate
value of K is hard in our scenario since even if we fetch some good value of K for a knowledge
model,it is not necessary applicable for other knowledge model. Th other model on different
Allow node can have different degree of learning. Thus obtaining a global appropriate value
of K which is good for every Allow node in the network is unrealistic. Moreover,taking local
values of K for each Allow node does not necessary be effective since there is a continuous
change in learning across the network.

5.2 K-means based graph clustering

K-means clustering approach basically partition n objects into K clusters where each object
become a part of the cluster with the nearest centroids. The K clusters are uniquely repre-
sented by their centroids,thus K-means partition the objects into K groups each identified by
their centroid [9]. K-means clustering involves two important factors into consideration.

• Distance metric

• Evaluation Criteria
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Usually,K means is based on considering Euclidean distance as a distance criteria between the
data points.Its evaluation criteria is minimizing the sum of squares of data points from their
respective nearest means.

We modified some of the approach used in K means to make it more suitable for accomplishing
our task. First,we use Bhattacharya distance as our distance metric for comparing the crf
node similarity,it has the similar effect as of Euclidean distance as it also works on the same
concept,"more similar objects are,lesser is their distance between them ".
Secondly,since we are basically dealing with the graph objects rather than simple data points
in Euclidean space we incorporated the use of adjacency matrix while finding the distance
between objects. The adjacency matrix takes into account if there is a connection between
the objects being scanned for metric calculation(In our case those objects are crf nodes). We
take same approach of minimizing sum of squares of Bhattacharya distance between crf nodes
and their corresponding least distanced centroids( again crf nodes which are assigned as cen-
troids).
The majority of methods used in determining the suitable value of K like Gaussian K-
means[25],iterative K means are either not appropriate for our task or they didn’t provide
good results while testing. The Iterative K-means is computationally turned out to be very
expensive since range of K can be quite large. In addition to that,clustering is done so many
times on single Allow node i.e. both while building,updating local and routing knowledge
models. Thus iterative K means (if employed) will be the major hurdle for the scalability of
our system.

5.3 Markov Clustering

Markov Clustering is an approach which partitions the graph on the basis of the density of
the edges between clusters and within clusters. Generally a graph has a structure where there
are many links within cluster and fewer links between the clusters,so MCL extracts the more
dense regions of the graph or partial/full cliques (fully connected regions of graph). It is

Figure 5.2: Sample Graph for Markov Clustering [38]

conceptually based on Markov Random Walk which can be understandable in a way that if
you were to start at any node and randomly travel to its connected nodes,it has high proba-
bility that you stay within cluster than to travel across the clusters. Thus,it is based on the
flow-based methods like graph cuts based algorithm [32]. It is possible to extract where the

33



5 Clustering

flow tends to gather through random walks and thus finding the near cliques(fully connected
subgraph) structures in a graph. These random walks are calculated through Markov chains.
Definition: Markov chain is a sequence of random variables/elements in probability transition
matrix where given the present states,past and future states are independent i.e probability
on the next time step only depends upon the current probability.
It can be comprehended by a simple example using a graph given in Fig 5.2.At some in-
stance,a random walker present at node 1 has a 33 percent chance of going to node 2,3 and
4,and 0 percent chance to nodes 5,6 or 7.Likewise,transition probability can be produced for
other nodes as well to build a transition matrix shown in Fig 5.3.
MCL algorithm basically modifies the random walk process and transition probabilities ma-

Figure 5.3: Transition Matrix for the Sample Graph [38]

trix to emphasize the division of clusters. The edge weights are greater in within cluster-links
and lower in between cluster-links during the earlier powers of Markov chains.
The algorithm adjust transition values so that strong neighbors connectivity become more
strong and weak neighbors connectivity are demoted in subsequent runs. This adjustment is
done through raising a single column of transition Matrix to some positive power( termed as
Inflation factor) and then renormalization it. This process is called Inflation. Thus,Inflation
process is responsible for strengthen the strong bond further and weakening the already weak
associations.This factor controls the granularity of the clusters formed.
During testing,it turned out the approach did not able to cluster properly in case of few sim-
ilar nodes among the densely connected crf nodes graph. In Fig. 5.4,there are two class of
crf nodes according to their similarity of error distributions.The red nodes has almost same
distribution so they can be merged together.Similarly,blue nodes have also similar distribution
among them.Due to the densely connected underlying crf graph structure,MCL algorithm do
not able to distinguish red nodes from the blue nodes and it will consider whole as one cluster
(as marked by dotted lines).In this way,it will fail our task of crf graph clustering.
Moreover,finding the right value of inflation factor can also be tricky.It is very much required
to do effecting clustering as it decides granularity of clusters like " K " in K-means. The
variability of learning across different allow nodes as well as during different instances of time
make it really very hard to decide one global good value of inflation factor.
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Figure 5.4: Improper Clustering [38]

5.4 Girvan Newman algorithm

Girvan Newman algorithm is a popular algorithm used in community detection in large graphs
and it is based on the concept of betweenness centrality. It is a hierarchical method based
clustering algorithm used to detect communities in networks [37].
The algorithm works by removing edges progressively from the original graph. It try to

Figure 5.5: Edge Betweenness(mark in red) [38]

extract the most likely edges between the communities,prune them accordingly and thus
creating separate communities. GV algorithm produces a dendrogram from top down as
graph successively split into different sub graphs by pruning of most likely edges between
communities.
The major hurdle faced in incorporating GV algorithm is that it is purely based on the number
of edges between the clusters/communities rather than the strength or weight of the edges.
Moreover,the algorithm also demands to mention number of edges to be pruned as input
parameter. Finding the number of edges to be pruned in our task is really difficult and thus
itis unsuitable for our task.

5.5 Minimum Spanning Tree Based Graph Clustering

After exploring different types of algorithms for clustering,we have finally using minimum
spanning tree based graph clustering with some modification.The min Spanning tree(MST)
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based graph clustering algorithm is indeed a convectional approach and it turned out to be
quite suitable and efficient for our task.Now we will dig deeper by understanding the different
terminologies in this approach.
In graph theory,spanning tree T is a tree which includes all the vertices of a parent graph.A
graph can have many possible spanning tree(shown in Fig.5.6). Definition : Spanning Tree is

Figure 5.6: A spanning tree (blue edges) of a grid graph [33]

defined as maximal set of edges of a connected Graph G which contains no loops i.e. minimal
set of edges which connect all the vertices of graph G [8]. In general edge weights can represent
either distance or the similarity between two vertices.In our case,it is the Bhattacharya dis-
tance between two crf node’s distribution and is an indicator of their similarity of learning in
their knowledge models. As stated,there can be more than one spanning tree for a connected
graph so graph theory has one more concept of spanning tree with minimum sum of weights.

Figure 5.7: Spanning Tree formed from weighted Graph G [24]

Definition :Minimum Spanning Tree for a connected graph G is defined as spanning tree
for which the sum of edge weights get minimum,if the edge weights are represented as dis-
tance metric.In our case,since Bhattacharya Distance is behaving similar to euclidean dis-
tance,convections are applicable in the same way.
It can further be cleared using Fig.5.8,as there are three different spanning trees formed from
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the Graph G (Fig.5.8-(a)) but the Minimum Spanning tree is the one with minimum sum of
edge weights (Fig.5.8-(b)). There are many algorithms to calculate the minimum spanning

Figure 5.8: Minimum Spanning Tree formed from weighted Graph G [24]

tree(MST) and their improvisations,the widely used are Kruskal’s algorithm[28],Prim’s algo-
rithm [42] and Boruvka’s algorithm[29].
Both are the greedy algorithms to calculate MST.Kruskal’s algorithm consider edges in the
ascending order of their cost and add them in the result set unless it would create a cycle
in the set.Prim algorithm also works in greedy fashion but in different way.It start with an
arbitrary vertex of graph and keep growing a tree by adding the cheapest edge (in terms of
edge weight) to tree set which has exactly one endpoint in the set T [42]. We have used Prim
algorithm in oder to calculate MST as it is using the special data structures (heap) which
makes it faster than the other approaches [41].

5.5.1 Prim Algorithm

procedure Prim Algorithm(G: connected weighted graph with n vertices)
Tree := empty minimum-weight edge tree
for i = 1:n-2 do

e := edge with min weight incident to a vertex in Tree and not forming loop in Tree if
added
Tree := Tree with e added ;

end
return(Tree)

Algorithm 1: Prim Algorithm [42]

The algorithm is also explained pictorially in Fig5.9 for the sample connected weighted graph
G.

5.5.2 Convectional MST based algorithm and its improvisation

The convectional MST based algorithm involves the following steps in order to obtain K
clusters of vertices from graph G.
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Figure 5.9: Prim Algorithm [24]

• Extract Minimum Spanning Tree from the Graph G.

• Prune K-1 edges from MST.

• Return the resultant K clusters formed.

The result is K non-overlapping collection of vertices of graph but the known challenge which
we have faced earlier as well is the determination of the approximate value of K.In order to
solve this problem,we are using a penalty based optimization approach to get value of K. The
motivation behind this improvisation comes from a thought which manifest maximizing the
sum of confidences on each node of the crf graph such that higher weighted edges breaks to
form separate clusters. Along with that,there must be some penalty in breaking the edges
otherwise the whole graph would break into individual crf nodes. Moreover,these effects are
certainly the functions of K. Thus,these are two oppositely behaving phenomenons which have
to get balanced at some value of K. The equation provided below manifest the mathematical
representation of the above discussed optimization problem.

GraphConeff =
i=N∑
i=1

ClusterConi − (1− (λi/
i=N∑
i=1

λi)) ∗ (ClusterConi + ClusterConi+1)

(5.1)

The effective graph confidence(GraphCon) is the sum of confidences of all the clusters at that
instance removing the penalty imposed by pruning the specific edge (between clusteri and
clusteri+1).The penalty is the product of the ratios of weights of pruned edge to total sum of
edge weights and sum of confidence of new clusters which are created by pruning that edge.
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In a nutshell our clustering algorithm works as explained by the below pseudo code.

Available Connected Graph G
extract Minimum Spanning Tree (MST) from G for K=1 to K = Number-Edges in MST
do

Prune Edge with Max Edge Weight among all Edges
Calculate
GraphConeff =

∑i=K
i=1 ClusterConi−(1−(λi/

∑i=K
i=1 λi))∗(ClusterConi+ClusterConi+1)

if GraphConeff reaches I Local-Maxima wrt K then
return resultant K clusters

end
end

Algorithm 2: Allow MST based Graph Clustering

The minimum spanning tree is extracted from the graph G and starting from K=1 to the num-
ber of edges in MST,we check the effective confidence of all clusters with imposing penalty.It
is observed that on the value of K where first local maxima is encountered the cluster formed
are very pure and fit for our task.We are defining purity in terms of degree of grouping similar
clusters. It is quite comprehend able that first local maxima fits this criteria since we are
pruning the bad edges which has highest weights( high edge weight is analogous to high de-
gree of dissimilarity ),the confidence increases gradually. The penalty imposed on pruning the
edges just reverse this effect and there comes a point where pruning actually balance out and
the confidence decreases for a while.The effect is temporal and lead to first maxima and then
the dissection of this tree into separate crf nodes increases overall confidence faster as more
and more vertices are prune apart.It is observed that clusters formed at first local maxima
are optimized enough in number as well as in purity to consider this efficient for our task.
The task of clustering crf nodes into clusters of similar degree of learning are achieved by
above discussed MST based graph algorithm. Now,in the next chapter,we will discuss the two
routing strategies where we can combine our theory developed so far about confidence metric
and clustering.
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Chapter 6

Knowledge Aggregation based Rout-
ing
In this chapter,the routing strategy based on aggregation of knowledge is presented.The pre-
vious chapter discussed about the clustering of nodes in a crf graph template residing on
every Allow node.As discussed in the system model,each Allow node consists of one instance
of local knowledge model called Evoknowldege and one instance of routing model for each
of its neighbors.The local knowledge model is actually a set of clusters of crf nodes having
similar degree of learning.Theses clusters are called scopes in our terminology.The clustering
of crf nodes are done according to the MST based graph clustering algorithm as explained in
previous chapter.The routing model of an Allow node for a specific neighbor is an knowledge
object which represents the accumulated knowledge of all Allow nodes reachable from that
neighbor. Now we will explore more about this routing model and the strategy developed to
create this routing model using aggregated knwoldege propagation.

6.1 Routing Protocol Overview

The knowledge models can contain huge number of crf nodes so it is bandwidth inefficient to
forward confidence score of each node of the model in the whole network. As explained in pre-
vious chapter,we aggregated the confidence scores of set of crf nodes into clusters. Now,these
cluster information need to be propagated to other Allow nodes in the network.The aggre-
gated information or the combined confidence information of the scopes are propagated on
remote nodes to create/update the routing model.
Definition: Routing Model is the knowledge model created at local Allow node from combin-
ing the summarized knowledge about remote models received from neighboring Allow nodes
with the local knowledge model.
Since the template of knowledge model is same on each Allow node,when the clusters infor-
mation is received,they are combined to create a routing knowledge model. In figure 6.1,it is
depicted as clusters information of the models of neighboring nodes are combined along with
the local model to create an effective routing model at the local Allow node.As it is explained
already,normal distributed CI information is taken and mean and deviation of error will be
preserved for each scope as CI measure.
Steps involved in the routing algorithm : Pre-Routing Step :Clustering of crf node (based
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on MST graph clustering ) are done to form scopes. The resultant clusters have aggregated
error distributions from individual crf nodes by combining confidence Interval of the individ-
ual crf nodes.Pooling of Confidence Intervals is done according to section 4.2 and equivalent
mean and margin is considered for each crf node in a scope(cluster) for any further computa-
tion.The confidence value of each crf node is the value obtained combining equivalent mean
and margin.

1 Formation/Update of routing model through the combination of scopes from local knowl-
edge model and routing information of neighboring Allow nodes. The routing informa-
tion for each neighbor is stored in routing table on local node. The routing table entries
contains neighboring Allow Node Id and the list of scope Information.
Creation of routing model further involves two important steps.

• Combining the error distribution on each crf node obtained from different scopes ob-
tained from local model and from neighboring nodes. Combining involves taking the
best scope information for each crf node i.e. the scope information( mean,margin and
number of observation points) with maximum confidence value are considered as resul-
tant confidence interval information for each crf node while merging.

• Clustering of crf nodes with new and combined confidence interval information. It will
create new scopes which form the routing model.

2 The routing model formed for each neighboring nodes contains the list of newly formed
scopes. As stated,Each scope is a tuple having Entity Id,confidence Interval Information
and list of crf nodes in the scope.

3 Each routing model is then propagated to its respective neighbors.The propagation
involves the forwarding of list of scopes information specific to routing model.

4 The neighboring Allow nodes update their routing table entry when they receive infor-
mation from this Allow Node. Basically,it involves receiving the new scope information
and merging the received information with the already present scopes. Then routing
model update is done which involves steps 1 from above.

This is a superficial overview of the routing model creation,details are provided in the al-
gorithm section afterwards. Fig 6.2 shows that on the local Allow node,how means and
deviations are stored to represent confidence measure both for local and routing knowledge
model.Each routing table entry has neighboring Allow node Id and list of scopes.

6.2 Routing Algorithms

In this section,we will talk about the algorithms used for routing the test query to the destined
Allow node along with the mechanism of how the forwarding of summarized knowledge takes
place in the network.
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Figure 6.1: Formation of Routing Model

Figure 6.2: Routing Table

6.2.1 Generic Data Structures

We first need to highlight some of the following data structure used in general.

• Confidence-Information
Mean
Margin
Instances
Confidence
The data structure which represents the distribution information (mean,deviation and
number of data points(instance)) and its associated confidence value.

• Scope-Information
List : Crf Nodes in Scope
Confidence-Information
Scopes are the collection of crf nodes clustered together to represent aggregated knwold-
ege about its member crf nodes.
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• Knowledge Model : List<Scope-Information>
The Knowledge model object represents the aggregated information of the local knowl-
edge model. It provides the local confidence which can be delivered by that Allow
Node specific to test query.It is basically a list of Scopes which represent each cluster
information in the model.

• Routing Model: List<Scope Information>
Routing Model imitates the local knowledge model in anatomy but while there is single
knowledge model for each Allow node,Routing Model object is one for each neighbor
specific to one Allow Node.

• crf Graph <CrfNodeId,Confidence-Information>
Represents the error distribution information associated for each of the crf node identi-
fied by crf Node Id.

• Routing Table: Map<Neighbor,Routing Model>
Routing Table which contains a Map of Routing models one for each neighbor.

• Allow Node
List of neighboring nodes
CRF Graph containing <CrfNodeId,Confidence-Information>
Knowledge Model
Routing Table
Allow node data structure is modeled to represent Allow Node Entity. It contains list
of neighboring nodes,crf map and knowledge model object.

6.2.2 Routing Protocol Sceneries

Now we will look into the logics implemented at various scenarios of routing strategy for
knowledge aggregation. There are following sub parts for our routing strategy.

• Routing test query to destination

• Node receives response message

• Creation of Routing Model

• Aggregated Knowledge Forwarding

Routing test query to destination

When a node Pi receive query from Pj ,first it will check whether its local knowledge model can
answer the query with the specified confidence mentioned. If the local knowledge model has
higher confidence than specified in query,it will answer else it will check its routing table to
obtain the best confidence it can get from its neighbors to forward the query. It will forward
the query to that neighbor whose routing model will give highest confidence specific to the
query.
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As mentioned Routing model for each model imitates local knowledge model but it is a rep-
resentation of the associated neighbor knowledge and it will answer the degree by which any
query can be answered by that neighbor. Thus,for any query,if it is not answered by the local
knowledge model,which ever routing model deliver highest confidence,the query propagation
will be done to that neighbor.

Available Knowledge Model(KM),Table of Routing Models(RT)
on Receive (Query q= (q, Cmin) ) from node Pj do:
if (Cmin < C i(q)) then
send(Response,C i(q)) to nodePj
else
send(Query q= (q, Cmin)) to bestNeighbor(q)

Algorithm 3: Node receives query message

Node receives response message

The allow node sends the response associated with the query if it can satisfy query’s require-
ment along the same path query traveled. If the node received the response finds its updated
confidence is higher than confidences received in response message,it will replace it with new
confidence and sends response message further back to the same path.

Available Knowledge Model(KM),Table of Routing Models(RT
on Send (Receive Message m = (q, Ccurrent) ) to node Pj do:
if (Ccurrent < C i(q)) then
send(Response,C i(q)) to nodePj
else
send(Response,Ccurrent) to nodePj

Algorithm 4: Node receives response message

Creation of Routing Model

On node Pi,in order to create a routing model for neighbor Pj ,the local knowledge model
and all the routing model from the routing table except model of Pj are merged together.
The merging involves combining the scope information from all models. For each of the crf
node,Confidence-Information structure with highest confidence will get associated from all the
scopes of all models which contains that particular crf node. Thus,the routing model formed
has each of its crf node having best confidence information. In this way,the goodness of the
learning in crf nodes can be preserved and propagated to next level.
Afterwards,re-clustering is done on the crf node graph which has updated CI information
on each of its crf nodes. The re-clustering using spanning tree based clustering algorithm
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produces new scopes and sets of new formed scope-information is then propagated to respective
neighbors.

Available Knowledge Model(KM),Table of Routing Models(RT),Routing
Models(RM),crfGraph<crfNode,Conf-Information>
on node Pi CreateRM for node Pj do:
fetch while crfNode ∈ crfGraph do

while neighbors except Pj do
fetch Conf-Information =̂ Confidencemax
Confidencemax = max(Confidence ∀RMneighbors)
populate RM(Conf-Information)

end
do scopes = Clustering(RM) return scopes

end
Algorithm 5: Knowledge Aggregation based Routing Model Creation

Aggregated Knowledge Forwarding

When node Pi has some update in its local knowledge,it will send its updated knowledge to
its neighbors. First,it will call clustering on its knowledge model and create routing model
for each of its neighbors. The creation of routing model is done according to the algorithm
described previously. The new scopes are formed in each routing model and accordingly up-
dated messages are sent to each neighbor.

Available Knowledge Model,Table of Routing Models
procedure Forwarding() from node Pi to node Pj do:
on node Pi scopes = CreateRM for node Pj send(scopes) to nodePj

Algorithm 6: Knowledge Forwarding

We have defined and analyzed the new routing strategy based on knowledge aggregation and
provided algorithms related to various sceneries. The major problem with this approach is
message overhead increases as the network expands since updates messages need to be prop-
agated for every small change. Thus,it hinders the scalability of our system with very large
number of both Allow and crf nodes. Now we will discuss the other approach in next chapter
which will mitigate this problem.
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Chapter 7

Query Learning Based Routing Pro-
tocol
The knowledge aggregation approach as discussed previously limits the scalability of system
to an extent. In a very large and dynamic networks,the degree of message overhead increases
sharply since update of local knowledge model need to be propagated in the network. The
continuous updates make the task of maintaining the routing tables difficult and very expen-
sive. In order to mitigate these drawbacks,we have come up with a new approach of learning
the patterns in queries across the network rather than maintaining the routing tables com-
prising aggregated neighbor knowledge information. Thus,Query Learning approach is a new
strategy which develop routing by learning the behavior of the past queries.
We have first provided the QL based routing protocol overview,followed by its detailed de-
scription and functioning. The description explores the machine learning approach used in
the learning and it finally summarized with suggesting the additional learning methods that
can be employed to enhance the query learning process.

7.1 Protocol Overview

The section gives the superficial idea of this approach. We are maintaining a single instance
of local knowledge model and one instance of routing model for each neighbor at an Allow
node. Further,we will discuss how a routing model is created and its functioning. We will
then discuss the propagation of test query for this approach.

7.2 Knowledge Model and Confidence Estimation

In this section,we will explore the confidence estimation and representation of the local knowl-
edge model.
The knowledge model creation on the Allow node is done in the same way as that in Knowl-
edge aggregation approach. Allow node has a template of crf graph and each crf node is
associated with error distribution which gives the degree of learning and its associated reli-
ability. The creation of knowledge model is done grouping the similar nodes on the basis of
their residing distribution and between edge probability. The clusters (so called scopes in our
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terminology) are formed using our previously elaborated minimum spanning tree based graph
clustering approach. The previous chapters can be revisited to get the better understanding
of the developed concept.
The confidence metric is same like in previous approach.It can be extracted using the param-
eters of the error distribution residing on each crf node.
The idea of query learning can simply starts by creating a routing model corresponding to
each neighbor. The routing model is build using regression method in which the training
data is created from the special type of queries sent across the network through the process
of Exploration. The test queries will then act as a test data for this underlying regression of
routing model to deliver the results.
In order to populate the routing model with this information,each Allow node trigger the in-
spection queries to gather information about its neighbor. These inspection queries are called
Exploration Query and these are issued in timely manner. Thus,there are two types of queries
in this approach propagating across the network.

• Exploration Query It is used to inspect and gather the information about the neighbor.
It is issued in timely interval to its neighbor and collects the learning information along
that path.

• Test Query It is a normal query which is same like what we have in knowledge aggre-
gation approach. It is triggered on any Allow node to destined for the best node in the
network which can satisfy its minimum confidence expected.

Now we will explain Exploration process in detail.

7.2.1 Exploration

It is the process of inspecting the network by issuing the exploration queries to the neigh-
bors and extracts the feedback from their respective paths. The feedback corresponding to
the explored query populates the routing model of its respective neighbor. The extent of
Exploration applied on the network depends upon certain parameters.

• Selectivity : This parameter specifies the number of neighbors for which query need
to be forwarded. Let’s say when the selectivity is three,query message is forwarded to
three randomly chosen neighbors and similarly at every hop same decision is taken while
forwarding the query.

• Hop Count: It specifies the extent of exploration by reaching to the provided number of
Allow nodes. The exploration query is forwarded with maximum number of hop counts.

Let’s say when we mention s=3,h=3,at every allow node,query is forwarded to 3 randomly
chosen neighbors till in total for each path maximum hop count is reached (shown in Fig.7.1).
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Figure 7.1: Selectivity [13]

Exploration Query

First we need to understand the anatomy of the exploration query to further discuss the query
learning approach of routing. Exploration query comprises of the following members :

• Global observed parameters: Eg Weather and Time of day

• Bitmap for crf nodes: Each bit represents the crf node in the common template. Bits
are set for the nodes for which queried is made. In Fig7.2. B for 6 nodes crf graph,if
query is made for 1,2 and 3 crf node bitmap would be 111000.

• Max Confidence: This field store the maximum value of the feedback as the query object
propagates along the path. The feedback in our case is the confidence on every hopped
allow node. The max confidence is stored and consider as the final value which will be
returned as an feedback at the source node.

Fig 7.2 shows the sample of exploration query created with the given crf graph,it contains
the global observed parameters and bit map of crf nodes queried and max confidence field
which will be populated while hopping across the network.

Figure 7.2: ExplorationQuery
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The algorithm of Exploration is briefly described below. While the selectivity and hop count
remains below their maximum values,the exploration query triggered at Pi continue to hop
neighbors and extract the maximum value of confidence in its path.

Available Knowledge Model,Table of Routing Models
on trigger Exploration (Exploration Query q(q,Cmax),selectivityMax,hopCountMax )
from node Pi
while (selectivity < selectivityMax and hopCount < hopCountMax) do

if (Cmax < CKM(q)) then
Cmax = ConfidenceKM(q)
selectivity =selectivity +1
hopCount = hopCount +1
send(Query q= (q, Cthis)) to RandomNeighbors(q,selectivity,hopCount)

end
send(Cmax) to nodePi

Algorithm 7: Exploration

Each Allow node gives its confidence for the scope of crf nodes specified in the query. This
confidence value is the feedback provided to the source Allow node wrt query. The query
object keep the maximum of the confidence value it come across while hopping and return it
back to the source Allow node. This approach can be considered as analogues to immediate
feedback mechanism since it take the local information of the node while hopping. We can
expand it to the delayed feedback mechanism in the future work.
Allow nodes trigger Exploration process which we have discussed in last section to update
its routing models. The query and its maximum confidence is retrieved and will use as an
information to build routing model.

7.3 Routing model Creation

The routing model of a neighbor node is an object which represents the learned information
about the nodes reachable by that neighbor. In order to populate the routing model with this
information,each Allow node trigger Exploration to gather information about its neighbor.
The approach differs in starting point of the query,in a way that test query can ideally be
triggered only from that Allow node on which exploration queries were issued. It is quite
understandable since Exploration build and updates the routing model. When there is no
Exploration done on any Allow node,its routing models for the corresponding neighbors are
empty.
Thus,it depends upon the user how he wants a system to behave for the test query. If
the requirement of the system is such that test query should be triggered on any of the
node,then exploration must be done on each node of the network. On the other hand,if
the proposed system behavior favors only few testing points (from which test querying is
done),then exploration can be done only on those nodes. Thus,this behavior also leads to
the scalability and adaptation for very large and dynamic networks when changing the above
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mentioned system requirement.

Figure 7.3: Training Data for Regression of Routing Model

As discussed,Allow nodes collect the maximum confidence along the path of its neighbors by
triggering Exploration process in timely manner. This information which arrived through a
single exploration query act act as a single instance of information to build the routing model.
In order to build the routing model,we need several such instances of information (q,Cmax),so
several exploration queries are issued in one cycle of Exploration process. These pairs of
(q,Cmax) collected acts as training data to learn the routing model for each neighbor (Fig 7.3
). These pairs are different for different neighbors and thus the learned parameters of routing
model obtained from them. We are using standard machine learning approach of regression to
build routing model and its training data can be considered by q as input and Cmax as out-
put. The algorithm given about the Routing model creation explains the procedure of creation.
Available Training Data<Pair(Q,Confidencemax)>
procedure RoutingModel on node Pi do:
Matrix X = Training Data(Q)
Matrix Y = Training Data(Confidencemax)
Matrix λ = Regression(X,Y)
return λ

Algorithm 8: Query Learning Based Routing Model Creation

The routing model is created using regression from the training data obtained from explo-
ration. The routing model is actually stored as a set of regression coefficients( λ).Fig 7.4
shows the detailed view of the routing model formed at Allow node.

7.4 Propagation of Test Query

When the test query arrives at any node which has the routing models created using explo-
ration process,it will be checked whether the query can be answered locally. If the local model
can not able to satisfy the query’s confidence requirement,confidence of each routing model is
calculated by multiplying query parameters with regression coefficients provided in the algo-
rithm given below. The query is then propagated to the best neighbor which corresponds to
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7 Query Learning Based Routing Protocol

Figure 7.4: QL based Routing

the one with maximum confidence.

Available Knowledge Model,Table of Routing Models
on Receive (Query q = (q, Confidencemin) )
from node Pj do:
if (Confidencemin < ConfidenceKM(q)) then
send(Response,ConfidenceKM(q)) to nodePj
else
send(Query q= (q, Confidencemin)) to BestNeighbor(q)

Algorithm 9: Node receives test query message

Extracting the best neighbor to which query need to be propagated is given in the below
algorithm.

Available Table of Routing Models(RT)
procedure Best Neighbor(q) on node Pi do:
RMi = getRM from RT
Confidencei = RM i(q)
MaxConfidence= max( Confidencei)
BestNeighbor = (Neighbori =̂ MaxConfidence
return BestNeighbor

Algorithm 10: Best Neighbor(q)

Multiplication of query parameters with regression coefficients to get confidence of routing
model is provided.

Available Matrix λ
procedure RM(Query q(Q,Cmin)) on node Pi do:
Confidence = λ ∗ Q
return Confidence

Algorithm 11: Query Handling by Routing Model

Thus,we have explored the approach of learning in which the inspecting queries are used to
build a system which have efficient routing capabilities for any new query.Moreover,the mes-
sage overhead for propagating the aggregated information of knwoldege model is mitigated.
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Now we will discuss the results we obtain by testing the two routing strategies.
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Chapter 8

Evaluation
The chapter deals with the evaluation of the two routing strategies we have explored so far.
We evaluate Knowledge aggregation and query learning routing strategy w.r.t. to the ac-
curacy of the retrieved confidence values. The retrieval information quantifies the degree of
effectiveness of our concepts employed in two strategies.

Definition :Accuracy of the system deploying a specific routing strategy is the degree by
which it can retrieve the high confidence value for the query.

The retrieval of high confidence values means extracting the better learning regions across the
network. Ideally,the system should always reach the highest region of learning wrt to query.
The effectiveness of the routing strategy make sure that the specific query should reach the
node with best possible learning region. Thus,accuracy is defined as the ratio of the confidence
that was retrieved to the globally best confidence value in the knowledge model of any node
in the system. In the subsequent sections,we will discuss the topology used for evaluation,crf
models used and finally we will evaluate the accuracy of the strategies for different scenarios
using different parameters configurations. We are using Peersim Simulator[34] to implement
our two routing strategies.

8.1 Topology

We are using the tree based acyclic topologies as to avoid the additional complexities as-
sociated with the loops in the graph.The topology generator module is implemented which
generates the tree based structure starting from ten allow nodes to five thousands. Each al-
low node has a probabilistic graph i.e crf graph residing which represents the container of its
knowledge. The crf graph is again generated by topology generator but the main difference
is that it is not that large and dense.It is imitating the general crf graphs used in various real
life applications. The template of crf graph is same on each allow node only the degree of
learning can differ,through their different error distributions on each crf node. The example
of the crf graph used as a common template in provide in Fig 8.1.

In the next section we will evaluate the knowledge aggregation based routing strategy.
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Figure 8.1: Simplest CRF graph Used

8.2 Knowledge Aggregation based Routing

This routing strategy is evaluated keeping in mind the dynamics and scalability of the sys-
tem. In order to take into account the system is tested from 10 to 5000 Allow nodes.We are
evaluating in a scenario keeping the number of allow nodes fixed and sending the test queries
initialized on random nodes,we trace the behavior when updates are send increasingly to more
neighbors. The number of neighbors for which updates are sent increases one to all neighbors
and then change in accuracy is observed by sending test queries from random Allow nodes.
As you can see as the sending of updates are increasing to more available neighbors at each
allow node,accuracy of the system is increase gradually.

Figure 8.2: Accuracy vs Updates sent to Number of Neighbors

In Fig. 8.2,plot is drawn as Accuracy of Retrieval versus the Updates sent to number of neigh-
bors. There are 4000 Allow Nodes in the network having a crf graph of 20 nodes on each
of them. Each Allow node is connected to maximum of 20 neighbors. As we can see in the
plot,the rate of change in accuracy is quite low and is almost constant till when the amount
of updates are sent to nearly half of the neighbors at each Allow node. The second half see
a steep rise in the accuracy value and as the more and more neighbors get updated accuracy
value increases. It reaches the maximum value just before when the updates get propagated to
all the neighbors at each Allow node. We can compare accuracy of our knowledge aggregation
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at any instant with the random flooding (marked in blue) which is very low and does not
change with increase much in neighbor updates.

Similarly,we can test the extent and scalability of our routing scheme by increasing the crf
nodes in the template graph at each Allow node and then see its effects.Fig 8.3 shows the
plot with 1000 Allows nodes having 1000 crf nodes in their graph. The gradual increase in
the accuracy can be seen in to contrast to the previous plot with high number of Allow nodes
and low crf nodes.As we can see even with 1000 Allow node and 100 crf nodes , it is able to
achieve 75 percent accuracy when updates are sent to 15 neighbors. Thus, it is able to achive
75 percent accuracy when 75 percent of total neighbors are been updated.

Figure 8.3: Accuracy vs Updates sent to Number of Neighbors

8.3 Query Learning based Routing

Figure 8.4: Query Learning: Accuracy vs Exploration Queries

As discussed in the previous chapter,the learning of routing models are done using regression
and the training data required for this regression process is collected through Exploration.
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The exploration queries are sent which gather the maximum confidence specific its query and
other parameters like selectivity and hop count.

Figure 8.5: Query Learning: Accuracy vs Sensitivity

Fig 8.4 shows the plot of accuracy drawn against the number of exploration queries. As we
can see,the plot shows the abrupt behavior till reaching to the number of exploration queries
which are enough to build a routing model using regression analysis. Once regression based
routing model got enough training data (exploration queries),the accuracy got saturated to
its maximum.

Figure 8.6: Accuracy vs Updates sent to Number of Neighbors
Knowledge Aggregation(Orange), Query Learning(Red),Random(Blue)

Selectivity defines the number of neighbors to which exploration is need to be done while
Hop Count tells the depth of the exploration. The parameter settings can directly affects the
retrieval behavior and thus accuracy of the system.

Fig 8.5 draws the accuracy against the selectivity as defined previously. The number of
neighbors are maximum of 20 for each Allow node and we increases selectivity up to maximum
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available neighbors at each node. The plot reveals that unless selectivity is quite high,retrieval
accuracy remains low.

Fig 8.6 draws the accuracy against the selectivity as defined previously. The number of
neighbors for which updates are sent are expressed in percentage.As we can see , in knowledge
aggregation, the increase of accuracy is gradual after 50 percent of neighbors are updated
while in query learning most of the neighbors need to be updated to achieve similar results.If
we want to achieve a decent accuracy of around 70 percent , we can achieve it with less
selectivity through Knowledge aggregation routing scheme.
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Chapter 9

Conclusion and Future Work
This thesis has the major task of designing and implementing a system which supports ef-
ficient knowledge retrieval mechanism of probabilistic models stored on distributed nodes.
The system uses undirected probabilistic model called conditional random fields to model
the underlying observed data to build the learning system. The essence involves developing
a routing strategy which can route any query to the highest degree of learn model in the
distributed network. The concept of confidence based retrieval is exploited and confidence
metric is developed which can quantify the degree of learning on CRF model residing on every
node in the network. The query must be answered by the system using this metric for efficient
routing to best learned model node.
The major challenge was to quantize the quality of learning in CRF knowledge model as
well the reliability involves in that learning in absolute sense. We use the statistical concept
of confidence interval and combines parameters of both accuracy and reliability in a single
quantity to get this saturated sense of learning at every model. Moreover,routing to the node
which has best learned CRF model in a heterogeneous and dynamic environment poses an
additional challenge. We have developed two different approaches of routing to tackle and
maintain scalability in these complex scenarios. The clustering approach we used for sum-
mering the knowledge provides a distinct way to handle graph clustering. There are certain
scenarios where there are tradeoffs like message overhead in the network versus clustering in
aggregation based routing,penalizing graph clustering technique and selectivity and hop count
selection in query learning routing strategy.
In the evaluation,we have extracting the quality of the system by its retrieval accuracy i.e.
what confidence is retrieved to the global best specific to the query parameters. We are
employing tree based topology,graphs poses an additional complexity and can be further in-
vestigated in future work. We have evaluated the knowledge aggregation technique up to 5000
nodes in a network and 500 crf nodes in a graph to test its scalability. Similarly,we have tested
query learning with changing sensibility and with increasing number of exploration queries to
test the limit of its scalability.
The increase in the number of nodes in crf graphs drastically effect the accuracy of the QL
routing approach. In order to mitigate this problem,dimensionality reduction /feature ex-
traction must be applied on regression used in building query learning based routing models.
Likewise,message overhead can further be reduced by investigating the approach of propagat-
ing summarized information only for network nodes where confidence saturation has not been
reached. The major technical contribution of this work involves developing routing strategies
to summarize probabilistic knowledge models based on efficient graph clustering and merging
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aspect of learning accuracy with its reliability. The merging of accuracy and reliability of
learning model through combining mean and deviation of error possess various philosophic
alternatives. The confidence metric as discussed is not final and can be devised according to
the user attitude of risk handling while deciding the distributed system behavior. It further
takes a dig into game theory which can further be pursued as a future direction of this re-
search.
On the ending note,we can assert that our approach of summarizing knowledge in a proba-
bilistic model and propagating it and finally its effecting retrieval can pose great direction to
further enhance and develop interesting applications that can make good use of our research
work.
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