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Zusammenfassung

Die Methoden der Elektronenstrukturtheorie ermöglichen eine ab-initio Beschreibung von
chemischen Systemen. Eine sehr allgemeinen Ansatz bietet hier die multiconfiguration self-

consistent field (MCSCF) Methode, in welcher in der ersten Näherung der Wellenfunktion
mehrere Elektronenkonfigurationen berücksichtigt werden. Dies ermöglicht eine qualitativ
korrekte Beschreibung von Bindungsbrüchen, angeregten Zuständen oder Übergangsmetall-
komplexen. In diesen oft stark korrelierten Fällen ist die Wellenfunktion von mehreren Elek-
tronenkonfigurationen dominiert, sodass die weitverbreiteten Single-Referenz Methoden wie
Dichtefunktionaltheorie oder Hartree-Fock für diese Systeme von Grund aus falsche Ergeb-
nisse produzieren können.

Die Elektronenkonfigurationen der MCSCF Methode werden typischerweise durch eine
"full configuration interaction" (full-CI) innerhalb einer Auswahl von aktiven Orbitalen er-
zeugt. Die MCSCF Wellenfunktion hängt somit sowohl von den Orbitalen als auch von den
CI Koeffizienten ab. Eine anschließende Berechnung der dynamischen Korrelation ist ähnlich
zu den Single-Referenz Methoden möglich, so wurden lokale störungstheoretische Methoden
entwickelt, die auch Multi-Referenz Berechnungen mit mehr als hundert Atomen ermöglichen.

Im Rahmen dieser Dissertation wurden verschiedene MCSCF Methoden entwickelt, die ei-
ne zuverlässige MCSCF Optimierung ermöglichen und manche davon sind auf große Systeme
anwendbar. Eine Herausforderung in der Optimierung ist hierbei, dass die MCSCF Wellen-
funktion von zwei verschiedenen Variablentypen abhängt. Oftmals wird die Optimierung der
Orbitale und der CI Koeffizienten getrennt und somit die Orbital-CI Kopplungen vernachläs-
sigt, was eine lineare Konvergenz der Energie zur Folge hat. Dieses Vorgehen wird auch in der
weitverbreiteten Werner-Meyer-Knowles (WMK) Methode angewandt, in der die Optimie-
rung innerhalb einer Modellenergie durchgeführt wird. Durch die Modellenergie kann trotz
der getrennten Optimierung eine schnelle quadratische Konvergenz erzielt werden. In stark
gekoppelten Fälle können allerdings auch hier Konvergenzprobleme auftreten. Um dieses Pro-
blem zu lösen, wurde zunächst die explizite Orbital-CI Kopplung innerhalb der WMK Me-
thode hergeleitet und implementiert. Dadurch kann zwar die langsame Konvergenz bei stark
gekoppelten Fällen behoben werden, allerdings werden viele zusätzliche CI Berechnungen
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benötigt. Eine weitere Lösung für das Problem wurde gefunden, indem die Orbital-CI Kopp-
lung mit einer Quasi-Newton Methode approximiert wird. Dabei ist es möglich einen Kon-
vergenzbeschleuniger aus der Quasi-Newton Methode abzuleiten, wodurch keine zusätzlichen
CI Berechnungen notwendig sind, die Konvergenz aber trotzdem deutlich verbessert wird. Die
verschiedenen Optimierungen in der WMK Methode werden anhand von Beispielen mitein-
ander verglichen. Hier zeigte sich die Optimierung mit dem Konvergenzbeschleuniger selbst
bei stark gekoppelten Fällen der explizit gekoppelten Optimierung überlegen.

Für große Moleküle ist die quadratische Optimierung ungeeignet, da hier die teuren Be-
rechnungen der zweiten Ableitungen die Optimierung auf weniger als hundert Atome be-
schränken. Berechnungen für solche Systeme sind möglich, indem Approximationen für die
zweiten Ableitungen eingeführt werden und dadurch auf die quadratische Konvergenz verzich-
tet wird. Ein Beispiel dafür ist die weitverbreitete Super-CI Methode von Roos, die auch im
Rahmen dieser Arbeit innerhalb eines neuen MCSCF Programms implementiert wurde. Die
Super-CI Methode wird in dieser Dissertation im Detail besprochen und eine Verbindung zur
Störungstheorie aufgezeigt. Sie ermöglicht eine Optimierung von wesentlich größeren Syste-
men, ist jedoch anfälliger für Konvergenzprobleme.

Um dieses Problem zu beheben, entwickelten wir eine neue MCSCF Methode (SO-SCI), in
der die quadratische Optimierung der aktiven Orbitale mit der Super-CI Methode kombiniert
wird. Diese benötigt nur eine geringfügig höhere Rechenzeit pro Iteration als Super-CI, zeigt
aber eine schnellere und stabilere Konvergenz. Der Konvergenzbeschleuniger sorgt auch hier
für eine starke Verbesserung, sodass auch schwierige Systeme verlässlich optimiert werden
können. Anhand von verschiedenen Beispielen wird gezeigt, dass die neu entwickelte SO-SCI
Methode anderen MCSCF Methoden überlegen ist. Ein besonderer Schwerpunkt wurde auf ei-
ne effiziente Implementierung und eine gute Parallelisierung gelegt. Das größte Beispiel, das
wir präsentieren, ist ein Nickelkomplex mit 231 Atomen und 5154 Basisfunktionen, dessen
Optimierung eine Rechenzeit von weniger als 10 Stunden auf einer Workstation mit 20 Pro-
zessoren benötigt. Darüber hinaus funktioniert die SO-SCI Methode auch sehr gut bei großen
offenschaligen Systemen und zeigt sich hier der klassischen Hartree-Fock Methode überlegen.
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Abstract

The methods of electronic structure theory allow an ab-initio description of chemical systems.
Here, a very general approach is provided by the multiconfiguration self-consistent field (MC-
SCF) method in which multiple electron configurations are included in the first approximation
of the wavefunction. This allows a qualitatively correct description of bond breaking, excited
states or transition metal complexes. In these strongly correlated cases, the wavefunction is
dominated by multiple electron configurations, and commonly used single-reference methods
as for example density functional theory or Hartree-Fock can produce fundamentally wrong
results.

The electron configurations of the MCSCF method are typically constructed by a full con-
figuration interaction (full-CI) within a selection of active orbitals. Therefore, the MCSCF
wavefunction depends on both the orbitals and the CI coefficients. A subsequent calcula-
tion of the dynamic correlation is possible by similar methods as in the single-reference case.
Local post-MCSCF methods based on perturbation-theory have been developed which allow
multireference calculations with more than hundred atoms.

In this dissertation, several MCSCF methods have been developed which allow a reliable
MCSCF optimization, and some are also applicable to large molecules. A challenge in the op-
timization is the dependency of the MCSCF wavefunction on two different types of variables.
Often, the optimization of the orbitals and the CI coefficients is separated, and the orbital-CI
coupling is neglected which results in a linear convergence of the energy. This approach has
also been employed in the commonly used Werner-Meyer-Knowles (WMK) method in which
the optimization is shifted to a model energy. Due to the model energy, a fast quadratic conver-
gence is possible despite the separated orbital-CI treatment. However, convergence problems
are still observed in strongly coupled systems. We first derived and implemented the explicit
orbital-CI coupling within the WMK method to find a solution to this problem. The explicit
coupling solves the slow convergence in strongly coupled cases, but on the other hand re-
quires numerous additional CI evaluations. Another solution was found by approximating
the orbital-CI coupling by a quasi-Newton method. Here, it is possible to derive a conver-
gence accelerator based on the quasi-Newton method, and no additional CI evaluations are
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required while the convergence is substantially improved. The different optimization strate-
gies in the WMK method are compared in multiple examples. Here, the optimization with the
convergence accelerator outperforms the explicit coupled treatment even in strongly coupled
scenarios.

In case of larger molecules, the quadratic optimization is unsuitable, since the expensive
calculation of the second-order derivatives limits the application to systems with less than hun-
dred atoms. A treatment of larger systems is possible by introducing approximations into the
second-order derivatives which breaks the quadratic convergence. An example is the widely
used Super-CI method of Roos which in this work is also implemented into a new MSCSF
program. In this thesis, the Super-CI method is discussed in detail and a relationship to the
perturbation theory is illustrated. The Super-CI method allows an optimization of larger sys-
tems but is also vulnerable to convergence issues.

To solve this problem, we developed a new MCSCF method (SO-SCI) in which the
quadratic optimization of the active orbitals is combined with the Super-CI method. This
requires a slightly higher iteration time as Super-CI, but shows a faster and more robust conver-
gence. Here, the convergence accelerator also yields a strong improvement such that difficult
systems can be reliably optimized. We particularly focused on an efficient and parallel imple-
mentation. The largest example that we present is a nickel complex with 231 atoms and 5154
basis functions, which requires a computation time of less than ten hours on a single worksta-
tion with 20 processors. Furthermore, the SO-SCI method shows an excellent performance for
large open-shell systems and is superior to the classic Hartree-Fock optimization.
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Chapter 1 Introduction

1 | Introduction

The methods of quantum chemistry allow access to the world of molecules, where micro-
scopical observations become increasingly difficult or downright impossible. In combination
with experiments, these methods have supported the foundation of modern chemistry since
their fist developments nearly a century ago [3, 4]. Today, the predictive character becomes
increasingly important in computer simulations to reduce expensive and difficult chemical ex-
periments. This is possible since they are ab-initio methods which originate from quantum
physics with only physical constants as parameters. However, well balanced approximations
in the method development are required to enable calculations on today’s computer hardware.
This yields a whole catalog of different methods for various applications [5]. Widely-used
are density-functional theory (DFT) methods [6, 7] which provide reasonably accurate results
for relatively low computational costs [8]. However, predictive calculations usually require
a higher accuracy for which coupled-cluster theory is the gold standard today [9]. A suc-
cessful application of these methods requires that the wavefunction is dominated by a single
electron configuration. Then, a first-principles solution can be obtained with a mean-field ap-
proximation as done in Kohn-Sham DFT or with the Hartree-Fock (HF) method yielding the
molecular orbitals of the system. The neglected electron interaction is subsequently added
by dynamical correlation methods in which contributions from excitations into non-occupied
orbitals are included. Examples for these post-HF methods are the Møller-Plesset perturbation
theory [10, 11], configuration interaction (CI) [12] or coupled cluster theory [9, 13].

The single-reference approach is not always justified, since the electronic wavefunction
can be dominated by more than a single configuration. Examples for such systems are elec-
tronically excited states or molecules outside their equilibrium region as for example transition
states. Furthermore, transition metal complexes often show a strong multireference character,
since the degeneracy of the 3d orbitals is not necessarily lifted by the surrounding ligands. The
multireference character of the wavefunction can cause a severe failure of the single-reference
methods. A solution is the multiconfiguration self-consistent field (MCSCF) method [14] in
which multiple electron configurations are included in the reference wavefunction. The dy-
namic correlation can be added by subsequent treatments as done in the single-reference case.
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Figure 1.1: Dissociation curves of nitrogen with Hartree-Fock (HF), Coupled-cluster
(CCSD(T)), MCSCF, and multireference coupled-cluster (MRCC). All calculations are done
using the cc-pVDZ basis [15] and a full valence active space for the MCSCF and the MRCC.

A famous example for the breakdown of the single-reference theory is the dissociation of
nitrogen [16]. Figure 1.1 displays the dissociation curves calculated with the single-reference
HF and the subsequent coupled-cluster calculation with CCSD(T). The Hartree-Fock energy
exhibits a wrong asymptotic behavior of the dissociation, since the single electron configu-
ration also includes ionic contributions. The coupled-cluster method is able compensate for
this erroneous behavior at short distances, but visibly breaks down for distances greater than
1.9 Å. The MCSCF provides the correct dissociation, since all strongly contributing configu-
rations are included in the first-principles wavefunction, and the bond breaking of the σ and
the two π orbitals is correctly described. The missing dynamic correlation is calculated by the
multireference coupled cluster (MRCC) program GeCCo of Köhn et al. [17–19].

The development of MCSCF methods dates back more than half a century, and various
reviews are available in the literature [14, 20–23]. The main reason for this long period of
development is a challenging numerical optimization due to the optimization of two different
types of variables, the CI coefficients and the molecular orbitals. The first self-consistent field
calculations with multiple configurations have been presented by Hartree et al. in 1939 [24],
where multiple electron configurations were used to describe the oxygen ion. First ideas have
also been outlined in the 1950s by Slater [25], Löwdin [26], and McWeeny [27]. The name
multiconfiguration self-consistent-field has been introduced by Gilbert in 1965 [28] and was
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established soon after the publication. The first MCSCF methods have been presented by Das
and Wahl [29–33] in 1966 and Hinze et al. [34–37] in 1967 in which the orbitals were opti-
mized in a self-consistency procedure similar to the HF method. Few electron configurations
were hand-picked manually, and the convergence of the early methods turned out to be very
fragile [38, 39]. The numerical minimization of the MCSCF energy has been presented by
Levy in 1969 [40] in order to improve the convergence. Since then, various approximations of
the second-order derivatives have been proposed [38, 41–48], but a more robust convergence
could be achieved by including the full orbital Hessian [49–51] in a Newton-Raphson (NR)
optimization.

Another approach has been developed after formulating the generalized Brillouin theorem
(GBT) by Levy and Berthier [52, 53] which states that the overlap of the optimized MCSCF
wavefunction with the Hamiltonian and singly excited configurations vanishes. A consequence
was the development of the GBT methods in which an update of the orbitals is determined from
the coefficients of singly excited configurations. Today, these methods are better known as the
Super-CI methods, and they have been pioneered by Grein and Chang in 1971 [54]. Further
improvements have been made by co-workers of Grein and Chang [55–59] and by Ruedenberg
and Cheung [60–62]. The early Super-CI methods featured a more robust convergence than
the early self-consistent procedures, but they required third-order densities which made them
less advantageous compared to the later developed second-order orbital optimization [50].
An improved Super-CI method has been introduced by Roos in 1980 [63–65] in which the
computational complexity could be strongly reduced through approximations. This Super-CI
method is still often used today, and a detailed review is presented in Chapter 7.

In the late 1970s, the CI optimization has been further developed, and the treatment of
much larger configuration spaces was possible through direct methods in which only the prod-
uct of the Hamiltonian matrix is required. A strong improvement has been made by the graphi-
cal unitary group approach (GUGA) [66–70] in which properties of the unitary group are used
in the evaluation of the required coupling coefficients. The proper choice of the configurations
has been a difficulty from the beginning, and the treatment of large CI expansions allows the
inclusion of all possible configurations, i.e. full configuration interaction (full-CI) within a
pre-selected set of active orbitals. This idea dates back to Ruedenberg et al. [60, 62], where
the active orbitals are also called reaction orbitals. However, this approach was popularized by
Roos under the name complete active space (CAS) [23,51,63,64]. Today, it is by far the most
common used MCSCF wavefunction, and a MCSCF with a CAS wavefunction is denoted as
complete active space self-consistent field (CASSCF).
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The 1980s were dominated by the development of second-order MCSCF methods [71–73]
which consider the full second-order derivatives of the energy with respect to the CI coeffi-
cients and the orbitals [74]. Here, the energy shows a quadratic decay in the final iterations,
which was first shown by Jørgensen et al. in 1979 [39,75] by including the orbital-CI coupling
in the NR optimization. Major developments in the second-order MCSCF have been driven by
Lengsfield and co-workers [76–78], by the trio of Jørgenson, Yeager and Olsen [79–85], and
by Jensen and Ågren [86–89]. An alternative second-order MCSCF has been introduced by
Werner et al. [90,91], where the quadratic expansion of the energy includes higher-order terms
such that the periodic behavior of the energy with respect to orbital rotations is reproduced.
This increases the convergence radius of the quadratic approximation, and the convergence is
therefore superior to the classic NR optimization. The method has been further improved by
Werner and Knowles [21, 92, 93] to work with a large number of configurations. It is denoted
in the following as the Werner-Meyer-Knowles (WMK) method, and a detailed review of the
WMK method is presented in Chapter 5.

After the second-order MCSCF, the multireference developments have been more focused
on post-MCSCF methods as for example multireference perturbation theory (MRPT) [94–
103], multireference CI (MRCI) [104–113], and MRCC [17–19, 114–120]. Additionally, the
calculation of properties and derivatives have been implemented for the MCSCF wavefunction
[121–132]. Since then, several minor improvements have been published on the MCSCF
theory [133–137], and most calculations have been performed with the programs developed in
the 80s.

The factorial increase of the configurations in the CAS wavefunction limits the number
of possible active orbitals, and the current maximum is reached by 22 electrons in 22 or-
bitals [138] exploiting massive parallelization. A possible solution is to restrict orbital occu-
pations in the configuration generation [139–141], as for example done in the restricted active
space (RAS) method [65,142], or the generalized active space (GAS) methods [143,144]. An-
other path is the development of approximated full-CI solvers, which have also been integrated
into existing MCSCF programs. Examples are the full-CI quantum Monte Carlo (FCIQMC)
method [145–147], the heat-bath CI [148–150], or the density matrix renormalization group
(DMRG) methods [151–156]. However, approximations in the CI space remove the invariance
of the CASSCF energy with respect to active-active orbital rotations. The inclusion of these
rotations leads to difficult optimization problems [156], and a satisfying solution for this prob-
lem is still missing today. The approximated CI solvers allow calculations with massive active
spaces, and examples with up to 44 electrons in 44 orbitals have been reported recently [150].
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Also, approximated CI methods including the dynamical correlation are currently in develop-
ment [157–161].

Until recently, the CASSCF starting orbitals are often hand-picked from a preceding HF
or DFT calculation. A lot of experience and many trials are often necessary until a reasonable
active space is found [162]. In the last five years, a variety of tools have been proposed for
simplifying or even automatize the active space generation, driving the CASSCF method closer
to a black-box application [163–170]. Most tools estimate the density for a large set of given
orbitals. Afterwards, the relevant orbitals are picked with a selection criterion according to
their occupation numbers [165–168, 170] or by orbital entanglement [171–173]. However,
the orbital occupation can change during the MCSCF optimization [172], and a real black-
box method can only be achieved if these changes are somehow included in the selection
procedure [167–169].

The computational efficiency of the MCSCF method can be improved through an ap-
proximated evaluation of the required intermediates [174, 175] as for example with density
fitting [176, 177]. Additionally, atomic orbital (AO) driven MCSCF codes have been pre-
sented [178, 179] that enable an efficient use of the computation power in graphics processing
unitss (GPUs), and these methods have been majorly used for large scale nonadiabatic dynamic
calculations [180, 181]. Another completely different recent development is the combination
of MCSCF with a relativistic treatment [176, 182–185].

The MCSCF energy depends on both the orbitals and the CI coefficients, and the optimiza-
tion can become extremely challenging due to a strong coupling between the orbitals and the
CI coefficients. Often, the optimization of the orbitals and the CI coefficients is separated and
performed in alternating steps. This is also known as a two-step optimization, and it yields a
linear (first-order) convergence of the energy. However, the linear decay of the energy can be-
come extremely slow if there is a strong orbital-CI coupling, and a large number of iterations
is the consequence.

The primary goal in this thesis is the development of a robust MCSCF method which
enables an optimization of large molecules with over hundred atoms. A second objective is the
general improvement of the two-step optimization for strongly coupled systems. Our starting
point is the WMK method in which the uncoupled optimization has been used to optimize
the higher-order energy expansion. Here, a poor convergence has been observed for strongly
coupled systems. In order to solve this problem, we developed a new optimization of the
energy expansion in which explicit coupling terms are included [1]. The approach is presented
in Chapter 5 and utilizes ideas of the coupled NR optimization. However, it allows more
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control of the coupling level in order to reduce the number of CI evaluations. Here, we consider
only the coupling with a reduced CI space obtained from the previous CI optimization. The
intensity of the coupling can be increased by additional expansion vectors obtained from the
coupled residual. This solves the slow convergence but requires numerous CI evaluations
which can only be compensated for in extremely coupled cases. In order to solve this rather
unfortunate result, we developed a convergence accelerator based on the quasi-Newton (QN)
optimization [186] in which a correction to the orbital Hessian is constructed from the gradient
and the step along the optimization [2]. The coupling is included, since the orbital gradient is
evaluated after the CI optimization [65] which is discussed in more detail in Chapter 6. This
QN-coupling solves the potentially slow convergence of the two-step optimization without
introducing additional CI evaluations.

The second-order MCSCF requires the computation of the full orbital Hessian, and the con-
struction of the required integrals limits the applications to small and medium sized molecules
with less than hundred atoms. However, recent developments in local post-MCSCF meth-
ods [187–189] allow a calculation of the dynamical correlation for substantially larger sys-
tems. The first-order Super-CI method of Roos [64, 65] solves this problem by approximating
the Hessian such that only the computation of the Fock matrix is required. Since the Fock
matrix is also needed in the orbital gradient, no large computational overhead is introduced.
This permits an optimization of larger molecules than it is possible with the second-order op-
timization, but often shows a rather unsatisfying convergence with nearly a hundred iterations.

In order to improve the convergence of the first-order method, we developed a new ap-
proximated orbital optimization. Here, the active orbitals are still treated on a second-order
level while the optimization of the other orbitals is approximated by the Super-CI treatment.
The density fitting intermediates in the Super-CI method can be reused to evaluate the two-
electron integrals required in the Hessian matrix. The second-order treatment of the active
orbitals considerably accelerates convergence while introducing only a small additional com-
putational overhead. The resulting method is denoted as SO-SCI [2] and it is presented in
Chapter 7 together with a detailed review of the Super-CI method. Combined with the QN
convergence acceleration, it shows a fast and reliable convergence even for difficult cases.
This is demonstrated by various benchmark calculations in Chapter 8, where we discuss the
excitation in aromatic systems, the strong coupling in an isomerization, and calculations with
various transition metals with up to 231 atoms and 5154 basis functions.
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Chapter 1 Introduction

This thesis summarizes results which have been published in

[1]: D. A. Kreplin, P. J. Knowles, and H.-J. Werner: Second-order MCSCF optimization re-

visited. I. Improved algorithms for fast and robust second-order CASSCF convergence.
The Journal of Chemical Physics 150 (19), 194106 (2019)

[2]: D. A. Kreplin, P. J. Knowles, and H.-J. Werner: MCSCF optimization revisited. II.

Combined first- and second-order orbital optimization for large molecules. The Journal
of Chemical Physics 152 (7), 074102 (2020)

Reference [1] focuses on the second-order MCSCF, and it presents the derivation of the cou-
pling in the WMK method and the first version of the QN-coupling. However, we found a
more general way of the convergence acceleration after publishing [1]. This is discussed in
Reference [2] together with the SO-SCI method. In this work, only the QN-coupling as pre-
sented in Reference [2] is discussed, since it is now employed in the first- and second-order
program. Nearly the entire MCSCF program in Molpro [190] has been rewritten to make it
more efficient, especially in parallel executions, and the efficiency is also discussed in Chapter
8. The first two chapters introduce the basic many-electron and MCSCF theory. Details about
the numerical methods used throughout this thesis are presented in Chapter 4.
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Chapter 2 Electronic structure theory

2 | Electronic structure theory

This chapter lays the theoretical foundation of the thesis. Starting point is the quantum molec-
ular description of molecules. From here, we discuss the approximations made in electronic
structure theory and how to build the many-electron wavefunction in order to solve the elec-
tronic Schrödinger equation. The notations and definitions used in subsequent chapters are
also introduced here.

2.1 The Born-Oppenheimer approximation

The total Hamiltonian Ĥtot of a molecular system reads [191]

Ĥtot = −
Nnuc∑
K

h̄2

2mK

∇2
K −

Nel∑
i

h̄2

2me

∇2
i −

∑
K,i

q2e
4πε0

ZK

|ri −RK |
+

+
q2e

4πε0

∑
K>L

ZKZL

|RK −RL|
+

q2e
4πε0

∑
i>j

1

|ri − rj|
(2.1)

= T̂N + T̂e + V̂eN + V̂NN + V̂ee, (2.2)

with the kinetic energy of the nuclei T̂N and electrons T̂e, the Coulomb repulsion between
the nuclei V̂NN and electrons V̂ee, respectively, and the Coulomb attraction between the nuclei
and the electrons V̂eN . In the following, the spatial coordinates of the nuclei are written as R,
and the positions of the electrons are denoted with r. The solution of the time-independent
Schrödinger equation

Ĥtot |Ψtot
k (R,x)〉 = Etot

k |Ψtot
k (R,x)〉 (2.3)

is the total wavefunction |Ψtot
k (R,x)〉 depending on all nuclear and electron coordinates, and

the energyEtot
k of state k. The electron coordinates x refer collectively to the three dimensional

spatial coordinates r and the spin coordinates s of the electrons. The spins of the nuclei,
relativistic contributions, as well as spin-orbit coupling are neglected in this work.

In the Born-Oppenheimer approximation [192], it is possible to separate the treatment of
the electrons from that of the nuclei. The separation is justified by the argument that electrons

9



Chapter 2 Electronic structure theory

can adjust instantaneously to the nuclear behavior because their mass differs by a magnitude of
103. The derivation of the Born-Oppenheimer approximation in this section follows Reference
[193] and [191]. In a first step, we freeze the nuclear movement and solve only the electron
problem with a fixed nuclear arrangement. At this level of description, the kinetic term of the
nuclei T̂N vanishes (it will be dealt with later), and the remaining contributions are summarized
in the electronic Hamiltonian:

Ĥ = T̂e + V̂eN + V̂ee + V̂NN = Ĥtot − T̂N . (2.4)

In this case, the nuclear repulsion energy is constant, and we set Enuc = V̂NN . The solution
for the electrons moving within the fixed molecular structure is obtained from the electronic
Schrödinger equation:

Ĥ(R̄) |Ψn(R̄,x)〉 = En(R̄) |Ψn(R̄,x)〉 . (2.5)

Here, the bar over R denotes the solution for a fixed nuclear arrangement R̄. The index n
labels the n-th electronic state, and En(R̄) is the energy of state n.

The total wavefunction can now be expanded in the basis of the electronic solutions:

|Ψtot
k (R,x)〉 =

∑
m

Φkm(R) |Ψm(R,x)〉 , (2.6)

where the expansion coefficients Φkm(R) describe the solution for moving nuclei. Inserting
this expansion into the full Schrödinger equation, and projecting the result from the left with
〈Ψn(R,x)| yields:∑

m

〈Ψn(R,x)|T̂N |Φkm(R)Ψm(R,x)〉+ En(R)Φnk(R) = Etot
k Φnk(R). (2.7)

The term including T̂N can be simplified by using the product rule of differentiation:

∑
m

[
〈Ψn|T̂N |Ψm〉 −

∑
K

h̄2

mK

〈Ψn|∇K |Ψm〉 · ∇K

]
Φmk(R)

+
[
T̂N + En(R)

]
Φnk(R) = Etot

k Φnk(R), (2.8)

where we used Ψ = Ψ(R,x) for notional convenience. The matrix elements 〈Ψn|∇K |Ψm〉 and
〈Ψn|T̂N |Ψm〉 are also known as the first- and second-order non-adiabatic coupling elements.

10



Chapter 2 Electronic structure theory

More about the calculation of the first-order non-adiabatic coupling elements for the MCSCF
wavefunction is presented in Section 3.5.

In the Born-Oppenheimer approximation, both non-adiabatic coupling elements are ne-
glected, since the variation of the wavefunction with respect to the nuclear arrangement is
assumed to be negligible. The result is the Schrödinger equation of nuclear motion:

[
T̂N + En(R)

]
Φnk(R) = Etot

k Φnk(R). (2.9)

This equation can be used to calculate vibrational spectra for molecules [194]. An important
result is that the energy En(R) from the electronic Schrödinger equation acts as the potential
for the nuclei motion.

However, in case of strong changes in the wavefunction, as for example near conical in-
tersections or in molecular collisions, the Born-Oppenheimer approximation is not justified
anymore, and the inclusion of the non-adiabatic coupling terms is required. Here, the off-
diagonal terms of the second-order non-adiabatic coupling elements 〈Ψn|T̂N |Ψm〉 are often
neglected in the treatment [193].

2.2 The many-electron wavefunction

Throughout this work, we consider the electronic Schrödinger equation with a fixed nuclear
arrangement. In the following, all equations are considered in atomic units, where all spatial
coordinates are considered in Bohr, and the energies are given in Hartree.1 The electronic
Hamiltonian in atomic units reads

Ĥ = −
∑
i

1

2
∇2

i −
∑
Ki

1

|ri −RK |
+
∑
i>j

1

|ri − rj|
+ Enuc =

∑
i

ĥi +
∑
i>j

1

|ri − rj|
, (2.10)

and the constant nuclear repulsion energy Enuc is neglected in the following, since it only acts
as a shift of the electronic energy. The electronic Schrödinger equation is now written without
explicitly stating a dependency on the nuclear arrangement:

Ĥ |Ψn(x)〉 = En |Ψn(x)〉 . (2.11)

1Bohr radius: a0 = 4πε0h̄
2

meq2e
= 0.529 · 10-10 m, one Hartree E0 = h̄2

mea2
0
= 2625.5 kJ/mol.
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Chapter 2 Electronic structure theory

The Hamilton operator (2.10) commutates with the spin operators

[Ŝ2, Ĥ] = Ŝ2Ĥ − ĤŜ2 = 0 and [Ŝz, Ĥ] = 0, (2.12)

and the electronic wavefunction can be characterized by the spin quantum numbers S and MS:

Ŝ2 |Ψ〉 = S(S + 1) |Ψ〉 and Ŝz |Ψ〉 =MS |Ψ〉 . (2.13)

Since, the Hamiltonian does not include a spin component, the energy is invariant to the quan-
tum number MS , and we can assume MS = S for simplification.

The wavefunction |Ψ〉 has to fulfill the Pauli principle in which the wavefunction of elec-
trons has to be antisymmetric with respect to permutations of any pair of electrons, as for
example

Ψ(x1,x2, . . . ,xN) = −Ψ(x2,x1, . . . ,xN). (2.14)

The wavefunctions can be represented in an orthonormal basis of antisymmetric configuration
functions (CFs) ΦI :

Ψn(x1, . . . ,xN) =
∑
I

cnIΦI(x1, . . . ,xN) (2.15)

enumerated by the index I . The coefficients cnI are known as the CI coefficients of state n.

One possibility of constructing the CF basis are configuration state functions (CSFs) in
which the CFs are constructed by the antisymmetrized product of a spatial function ϕI(r) and
a spin-eigenfunction ΘS

I (s):

ΦI(x) = Â
[
ϕI(r)Θ

S
I (s)

]
=

1√
N !

∑
P

(−1)|P |[P̂ϕI(r)][P̂Θ
S
I (s)]. (2.16)

The operator Â is the antisymmetrizer which sums over all possible permutations P of the
electrons, and multiplies with factor of 1 or −1 if the number of permutations (indicated by
|P |) is even or odd, respectively. Since the permutation operator permutes with the spin op-
erators, the spin-eigenfunction is not destroyed by its application, and the total wavefunction
fulfills equation (2.13). The spatial function ϕI(r) is constructed from a product of orthonor-
mal real functions φi(r) which are the molecular orbitals (MOs):

ΦI(x1,x2, . . . ,xN) = Â
[
φ1(r1)φ2(r2) . . . φN(rN)Θ

S
I (s1, s2, . . . , sN)

]
. (2.17)

The orbitals φi are chosen from a larger set of MOs, and therefore the index I specifies a set of
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Figure 2.1: The branching diagram of the genealogical spin-eigenfunction generation (repro-
duced from Reference [195]).

the N molecular orbitals in the spatial function ϕI(r) and the specific spin-eigenfunction ΘS
I .

If the same MO is occupied by more than two electrons, the CSF gets annihilated by the anti-
symmetrizer, since this violates the Pauli principle. Often, one is interested in a wavefunction
in a specific spatial irreducible representation introduced by the symmetry of the molecular
structure. In this case, the product of MO orbitals is restricted to be in the desired irreducible
representation.

The spin-eigenfunctions can be constructed with the genealogical construction of spin-
eigenfunctions [195] by successive angular momentum additions of the one-electron spin sys-
tem. Each addition changes the spin quantum number S either by +1

2
or −1

2
, since 1

2
is the

quantum number of the one-electron system.2 For example, the two-electron triplet functions
are obtained by an addition increasing S = 1

2
by +1

2
, while the singlet function is obtained

by the −1
2

addition. The three-electron doublet eigenfunctions (S = 1
2
) are obtained either

by the +1
2

addition to the two-electron singlet function (S = 0) or by the −1
2

addition to the
two-electron triplet function (S = 1). Each spin state can be characterized by the history of
+1

2
or −1

2
additions. This can be graphically visualized by the branching diagram which is

shown in Figure 2.1. Each circle describes the spin states for N electrons and a spin quantum

2The angular momentum addition for the MS = S case can be written as [196]:

ΘS+1/2(s1, . . . , sN ) = ΘS(s1, . . . , sN−1)α(sN ) (2.18)

ΘS−1/2(s1, . . . , sN ) =
1

(2S + 1)

[
(−Ŝ−ΘS(s1, . . . , sN−1))α(sN ) +

√
2SΘS(s1, . . . , sN−1)β(sN )

]
, (2.19)

with the one-electron functions Θ+1/2(s1) = α(s1) and Θ−1/2(s1) = β(s1), and the ladder operator Ŝ−.
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Chapter 2 Electronic structure theory

number S. The number of independent spin states is presented in circles, and it is equal to
all spin-eigenfunctions with MS = S. The number also represents all possible paths in the
branching diagram leading to the circle.

In summary, each spin-eigenfunction can be uniquely written as a series of upward steps
(denoted as↗) and downwards steps (↘) in the branching diagram, which yields |↗↗↘〉 and
|↗↘↗〉 for the two possible ΘS= 1

2 (s1, s2, s3) functions. Other spin-eigenfunction generation
procedures can be found in the book on spin-eigenfunctions by Pauncz [195].

Furthermore, doubly occupied MOs can only contribute in a up and down sequence, since
otherwise the CSF gets annihilated by the antisymmetrizer. This corresponds to a product
with a two-electron singlet function which can be factored out of the spin-eigenfunction [195].
Therefore, we can consider the spin state generation only for electrons in singly occupied MOs.
This enables another way of characterizing CSFs which is entirely focused on the MOs [67].
There are four possibilities how a MO φi can contribute in a CSF: non-occupied (di = 0),
singly-occupied with an up-walk (di = ↗), singly-occupied with a down-walk (di = ↘),
and doubly occupied (di = 2). A CSF containing m orbitals can now be written as a step
vector d containing the different steps |ΦI〉 = |d〉 = |d1d2 . . . dm〉. For example, all possible
singlet CSFs with four electrons in three orbitals are given as (no spatial symmetry restrictions
considered):

|Φ1〉 = |220〉 , |Φ2〉 = |202〉 , |Φ3〉 = |022〉 , (2.20)

|Φ4〉 = |2↗↘〉 , |Φ5〉 = |↗2↘〉 , |Φ6〉 = |↗↘2〉 . (2.21)

Furthermore, it is possible to define an ordering of the CSFs, i.e. |ΦI〉 > |ΦJ〉 for I > J ,
which depends on the sequence in the step vector d. This ordering is called lexical order [68].

By specifying the molecular orbitals, the number of electronsN , the spin quantum number
S, and a spatial symmetry, it is possible to generate all possible CSFs within this set-up. This
expansion is called the full configuration interaction (full-CI), and the number of all possible
CSFs for a certain number of spatial orbitals m is given by Weyl’s formula [197]:

n(N,S,m) =
2S + 1

m+ 1

(
m+ 1
1
2
N − S

)(
m+ 1

1
2
N + S + 1

)
, (2.22)

where restrictions by spatial symmetry are neglected.

A second way of constructing CFs are Slater determinants. Here, we first construct spin-
orbitals ψi(xj) as a product of the spatial MO φi(rj) and the one-electron spin function σ(sj):
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ψi(x) = φi(r)σ(s). (2.23)

The spin function σ(s) is one of the two possible spin-eigenfunctions α(s) or β(s) of the
one-electron spin operator. The determinant is built from the antisymmetrized product of the
spin-orbitals, where index I specifies the set of spin-orbitals used in ΦI :

ΦI = Â
[
ψ1(x1)ψ2(x2) . . . ψN(xN)

]
=

1√
N !

∣∣∣∣∣∣∣∣
ψ1(x1) . . . ψN(x1)

... . . . ...
ψ1(xN) . . . ψN(xN)

∣∣∣∣∣∣∣∣ . (2.24)

The antisymmetrized product can be written as a determinant of a matrix shown in the latter
part of the equation. To achieve the correct spin quantum number MS , the sum of the α- and
β-spins (Nα and Nβ) has to fulfill the relation MS = 1

2
(Nα − Nβ). Each spin-orbital can be

occupied only once, since otherwise the configuration is annihilated by the antisymmetrizer.
The spatial product can be restricted by the spatial symmetry similar to the CSF case. Fur-
thermore, CSFs can also be expanded into combinations of determinants by expanding the
spin-eigenfunction. The configuration space spanned by the determinants is therefore larger
than the CSF space, since it includes other spin contributions as well. Per construction, a sin-
gle determinant is an eigenfunction of the Ŝz operator, but that is not necessarily true for the
Ŝ2 operator. Therefore, the CI coefficients in the determinant basis cannot be freely chosen,
since certain combinations of determinants are required to ensure that the total wavefunction
is a spin-eigenfunction.

The larger number of determinants is usually compensated for by a faster computation
time, since less complicated bookkeeping is required in the implementation. The use of de-
terminants requires also some further technical details [198], as for example spin-projections
if parts of the Hamiltonian are diagonalized exactly. The MCSCF program discussed in this
thesis allows the usage of both CF types, and the CI part is based on code written by Knowles
et al. [198, 199].
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2.3 Second-quantization and the coupling coefficients

To simplify changes in the wavefunction we utilize the framework of second quantization
[200]. In order to manipulate a spin-orbital configuration, we define the creation operator â†r
and the annihilation operator âr. These operators act on determinants, but since CSFs can
be represented in a determinant basis, the action is also well defined for CSFs. The creation
operator â†r adds a spin-orbital ψr and an extra electron into the configuration, and antisym-
metrizes the resulting function afterwards. If the spin-orbital is already part in the determinant
the creation operator destroys the configuration yielding zero through the antisymmetrization.
The application of the annihilation operator has the opposite effect: it returns zero if the spin
orbital is not part of the configuration, otherwise the spin-orbital and the electron are removed.
Every determinant can be described as a consecutive application of creation operators on the
empty vacuum state. The operators fulfill the following anticommutation relation [200]

â†râ
†
s + â†sâ

†
r = 0, ârâs + âsâr = 0, and â†râs + âsâ

†
r = δrs (2.25)

which ensures the permutation relation in the Pauli principle. We further distinguish between
α- and β-spins by labeling the creation and annihilation operator of the spin-orbitals with
β-spins by an extra bar: ˆ̄ar and ˆ̄a†r. Next, we define the excitation operators

Êrs = â†râs + ˆ̄a†r ˆ̄as (2.26)

Êpq,rs = â†pÊrsâq + ˆ̄a†pÊrsˆ̄aq = ÊpqÊrs − δqrÊps. (2.27)

The latter term can be derived from the anticommmutator relations in equation (2.25). These
operators do not modify the spin of the configuration, since only the MO in the spin-orbital is
replaced or the configuration is destroyed otherwise.

In the framework of second quantization, a spin-independent one-electron operator can be
represented with the excitation operator Êrs [200]:

Â =
∑
rs

ArsÊrs with Ars =

∫
φ∗
r(r)Â(r)φs(r)dr. (2.28)

An analogous result holds for two-electron electron operator:

B̂ =
∑
pq,rs

Bpq,rsÊpq,rs with Bpq,rs =

∫
φ∗
p(r1)φ

∗
r(r2)B̂(r1, r2)φq(r1)φs(r2)dr1dr2. (2.29)
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Since we assume real orbitals, the complex conjugation is neglected in the following. The sec-
ond quantization allows us to evaluate the one- and two-electron operators in the Hamiltonian
(2.10) as matrices and tensors in the MO basis:

Ĥ =
∑
rs

hrsÊrs +
1

2

∑
pqrs

(pq|rs)Êpq,rs (2.30)

with

hrs =

∫
φr(r)ĥ1φs(r)dr (2.31)

(pq|rs) =
∫
φp(r1)φq(r1)

1

|r1−r2|
φr(r2)φs(r2)dr1dr2. (2.32)

Throughout this thesis, the two-electron integral (pq|rs) is used in the Mulliken notation as
defined in (2.32), and the evaluation of these integrals is briefly reviewed in Section 2.4. Next,
the second-quantized Hamiltonian is represented in the CF basis. Here, the overlap of the spin-
free excitation-operators and the CFs yields the one- and two-electron coupling coefficients:

γIJrs = 〈ΦI |Êrs|ΦJ〉 and ΓIJ
pq,rs = 〈ΦI |Êpq,rs|ΦJ〉 . (2.33)

The two-electron coupling coefficient can be evaluated from the one-electron coupling coeffi-
cients by inserting the CF basis (ΦK) as a resolution of identity:3

ΓIJ
pq,rs = 〈ΦI |ÊpqÊrs − δqrÊps|ΦJ〉 =

∑
K

γIKpq γ
KJ
rs − δqrγIJps . (2.34)

This trick can also be used to evaluate higher-order coupling coefficients if needed [21]. De-
terminants offer the advantage that the evaluation of the one-electron coupling coefficient is
rather simple. It follows directly from the spin-orbital occupation and ordering, and the cou-
pling coefficient γIJij is either −1, 0 or 1. With a powerful addressing algorithm [199], the
evaluation is fast and compensates for the larger number of CFs.

In case of the CSFs, the evaluation is less straightforward. Here, it is possible to use
properties from the unitary group theory to evaluate the coupling coefficients, which has been
pioneered by Paldus [66, 201, 202] and Shavitt [67, 68, 203, 204] for the CI problem. The
connection to the unitary group U(m) (m equals to the number of MOs) is based on the

3Resolution of identity: 1 =
∑

I |ΦI〉 〈ΦI |
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commutator relation of the single excitation operator:

[Êrs, Êpq] = Êrqδps − Êpsδrq, (2.35)

which is also the commutator relation of the generators of the U(m) group [202]. An efficient
evaluation of the coupling coefficients is possible with the graphical unitary group approach
(GUGA) method [67,68,204]. The derivation is rather complicated, and we only briefly illus-
trate the main results presented in Reference [204]. First, we recall the definition of the CSFs
using the step vector d = (d1, d2, . . . , dm) and define a range between the index r and s in the
excitation operator Êrs:

(r, s) = {min(r, s), ...,max(r, s)}. (2.36)

It was found that the coupling coefficient vanishes if the definition of the CSFs ΦI = |dI〉 and
ΦJ = |dJ〉 differs outside the range, in another words if dIi 6= dJi for i /∈ (r, s). Otherwise,
the coupling coefficient only depends on the definitions within the range (r, s). If r = s, the
evaluation of the coupling coefficient is trivial:

〈ΦI |Êrr|ΦJ〉 = δIJn(r) (2.37)

with n(r) = 0, 1, 1, 2 for dr=0,↗,↘, 2, respectively. Furthermore, we can use that

〈ΦI |Êrs|ΦJ〉 = 〈ΦJ |Êsr|ΦI〉 , (2.38)

which limits the necessary range to r < s. If the lexical order is assumed, it is possible to
show that the coupling coefficients also vanishes for r < s and |ΦI〉 ≥ |ΦJ〉. The remaining
non-zero coupling coefficients can be evaluated by a product of segment values Wk [68]

〈ΦI |Êrs|ΦJ〉 =
∏

k∈(r,s)

Wk(d
I
k,d

J
k ) (2.39)

depending on the history of the previous k orbitals: dk = (d1, ..., dk). Here, the history dk is
only needed for notational reasons, since we avoided the introduction of any group theoretical
tableaux. In practice, the segment values Wk depend only on k and the evaluation can be
efficiently done using the distinct row table introduced by Shavitt [67]. A summary of the
possible values can be found in Reference [204]. A similar technique is also available for
computing the two-electron coupling coefficients.
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After evaluating the coupling coefficients, the final electronic Hamiltonian in the CF basis
reads

HIJ =
∑
rs

hrsγ
IJ
rs +

1

2

∑
pqrs

(pq|rs)ΓIJ
pq,rs, (2.40)

and it is a (real) symmetric matrix. The Schrödinger equation (2.11) is now an eigenvalue
problem of the matrix HIJ , and its solution yields the energy En and the CI coefficients cnI .
The one- and two-electron integrals are symmetric with respect to the interchange of p ↔ q,
r ↔ s, and pq ↔ rs. Without losing generality, it is possible to symmetrize the coupling
coefficients in a similar way:

γ̄IJrs =
1

2

[
γIJrs + γIJsr

]
and Γ̄IJ

pq,rs =
1

4

[
ΓIJ
pq,rs + ΓIJ

qp,rs + ΓIJ
pq,sr + ΓIJ

qp,sr

]
. (2.41)

Symmetrized coupling coefficients are assumed in the following unless otherwise noted, and
the bar is omitted for simplicity.

2.4 Basis functions and integral evaluation

The MOs are constructed by a linear combination of a finite set of basis functions χµ(r):

φi(r) =
∑
µ

χµ(r)Mµr. (2.42)

This is the linear combination of atomic orbitals (LCAO) approximation and Mµr are the MO
coefficients. Typically, the basis functions are approximations of a specific set of AOs from
each atom in the molecule. The AO basis functions are non-orthogonal, and the overlap matrix
Sµν = 〈µ|ν〉 has to be included if an overlap of two AO functions is needed. Nevertheless, the
MO orbitals are considered to be orthonormal, i.e.

〈φr|φs〉 = [MTSM]rs = δrs. (2.43)

The number of basis functions limits the number of possible MOs, and therefore restricts the
number of possible configurations in the full-CI expansion. The finite basis introduces an error
to the exact energy known as the basis incompleteness error.

The one- and two-electron integrals (2.32) are evaluated at the AO level, and the two-
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electron integral in AO basis reads:

(ρσ|µν) =
∫
χρ(r1)χσ(r1)

1

|r1 − r2|
χµ(r2)χν(r2)dr1dr2. (2.44)

The basis functions χµ(r) are chosen to be as computationally advantageous as possible to
reduce the numerical costs in the integral evaluation routines. Today, nearly all basis sets use
contracted Gaussian type orbitals (GTOs) in which the radial part R(r) of the atomic orbital is
given by an approximation including Gaussian functions [200]:

χnlmR(r) = Rnl(|r−R|)Ylm(θ, ϕ) with Rnl(r) =
∑
i

dniNlζir
l exp(−ζir2). (2.45)

Here, Ylm(θ, ϕ) are the spherical harmonics and Rnl is the radial part expanded in a series of
Gaussian functions with the contraction coefficient dni. R is the nuclear coordinate from the
associated atom, and Nlζi is a normalization coefficient. The use of Gaussian functions allows
an analytical evaluation of the integrals without any expensive grid based quadrature [205].
Furthermore, it is possible to derive efficient recursive evaluations of the integrals [206–209].
Today, various series of basis sets exist, and they are often labeled by a cardinal number n =

D, T, Q, 5, 6 that is associated with the number of contracted exponential functionsRnl in each
atomic valence orbital. With a growing cardinal number, more contracted Gaussians and also
higher angular momentum functions are introduced to the basis set. The accuracy is gradually
improved by an increasing n approximating the basis-set limit. Here, the energy converges
polynomially such that an extrapolation of the energy is possible [210,211]. Popular basis-sets
are the Dunning basis sets cc-pVnZ [15,211,212] or the Karlsruhe basis sets def2-nZVP [213]
both used in this thesis.

However, the approximation with Gaussian functions comes with the disadvantage that
GTOs can hardly represent the wavefunction cusp at rij= |ri−rj|=0. The reason for this cusp
is the singularity of the Coulomb potential which results in a discontinuity in the first derivative
of the wavefunction at rij = 0, and high-order angular momentum basis functions are required
for an improved description of the cusp. This problem has been solved in the last 20 years by
including correction terms depending explicitly on rij in the dynamical correlation treatment.
This explicit correlation improves the accuracy considerably for smaller basis sets, and often
a triple-zeta basis (n=3) is sufficient for accurate results [214]. Today, the explicit correlation
is available for most of the electron-structure methods [215] including post-MCSCF methods
[216–219].
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2.4.1 Density fitting

The evaluation of the integrals and the transformation from the AO basis into the MO basis
become more and more dominating with the growing system size. This can be accelerated
by using density fitting (DF) in which products of functions χµ(r)χν(r) are fitted by an aux-
iliary basis set χ̃A(r). Using this auxiliary basis (also called fitting basis), it is possible to
approximate the two electron integral as [220, 221]:

(ρσ|µν) ≈
∑
AB

(ρσ|A)J−1
AB(B|µν), (2.46)

where JAB as defined as

JAB =

∫
χ̃A(r1)

1

|r1 − r2|
χ̃B(r2)dr1dr2. (2.47)

The three index integrals read

(µν|A) =
∫
χµ(r1)χν(r1)

1

|r1 − r2|
χ̃A(r2)dr1dr2. (2.48)

The evaluation of J−1
AB is achieved with a Cholesky decomposition [222] or by solving a lin-

ear system of equations [221]. The Cholesky decomposition is only needed once, and it is
calculated and stored in the beginning. The auxiliary basis is contracted with the Cholesky
decomposition J = LLT after the integral evaluation:

(ρσ|Ā) =
∑
A

(ρσ|A)L−1
AĀ

and (ρσ|µν) =
∑
Ā

(ρσ|Ā)(Ā|µν). (2.49)

The bar denotes the auxiliary basis after the transformation with the Cholesky decomposition.
The computation of the three-index integrals scales as O(N2

aoNfit), and is therefore more effi-
cient than the evaluation of the four-index integral. However, the assembly in equation (2.49)
scales formally as O(N4

aoNfit), but it can be efficiently computed with matrix multiplications
leading to a significantly lower prefactor [220]. Furthermore, the assembly (2.49) with all AOs
is not necessarily needed, since the transformation to the MO basis can be done beforehand.
This is particularly interesting if only subsets of orbitals are required. Furthermore, steps of
subsequent calculations with the integrals can also be computed before the assembling step, as
for example the contraction with another matrix. Often, this further reduces the scaling of the
assembly step, and for example the full density fitted calculation of the Fock matrix is achieved
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in O(N4
ao) [221, 223].

If the auxiliary fitting basis is correctly chosen, the loss of accuracy through density fitting
is negligible compared to other errors as for example the basis-set incompleteness error or the
intrinsic error of the method [223–225]. Our MCSCF program is based on the well parallelized
density fitting routines implemented by Werner et al. [222]. More details about the density
fitting steps required for the MCSCF method can be found in the Supplementary Material of
Reference [2].
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3 | MCSCF theory

In case of the full-CI wavefunction, the energy does not explicitly depend on the shape of
the orbitals, since all changes in the orbitals can be absorbed into the CI coefficients [226].
However, the number of possible CF increases factorially with the number of orbitals and
electrons, as can be seen in the Weyl formula in equation (2.22). The application of the full-CI
method is therefore limited to very few atoms.

In the MCSCF approach, only the strongly contributing CFs are included in the first-
principles wavefuntion. Since the full-CI structure is broken, the MCSCF wavefunction de-
pends on both the MO and the CI coefficients. This chapter focuses on results which can be de-
rived from the MCSCF wavefunction structure. Additionally, we discuss the access to excited
states with state-averaging and the theory of analytical energy derivatives with the coupled-
perturbed MCSCF (CP-MCSCF). Finally, the post-MCSCF calculation of the dynamic corre-
lation with the MRPT is briefly outlined.

In the early MCSCF methods, single CFs have been carefully hand-picked to construct the
MCSCF wavefunction, which often leads to convergence difficulties. Today, most MCSCF
calculations are done with a complete active space (CAS) wavefunction, where a set of active
orbitals is chosen a priori. The CF are generated by a full-CI expansion within the active
orbitals for a given number of electrons [20, 23, 60, 62, 63, 227], and the remaining electrons
doubly occupy the energetically lower orbitals. In the following, an active space with Nel

electrons and Nact active orbitals is denoted as CAS(Nel, Nact). The MCSCF method with a
CAS wavefunction is also known as the CASSCF method.

The CAS wavefunction suffers from the same exponential scaling as the full-CI expan-
sion which limits the size of the active space. The number of generated CF can be reduced
by introducing restrictions, as for example done in the commonly used restricted active space
self-consistent field (RASSCF) method [65, 142]. Here, the active orbitals are divided into
three subgroups RAS1, RAS2, and RAS3, and the CFs are constructed according to the fol-
lowing rules: (i) only configurations with a maximum of a certain number of holes in the
RAS1 orbitals are allowed, (ii) no occupation restrictions are considered for the RAS2 orbitals
(similar to CAS), and (iii) only configurations with a certain number of electrons in the RAS3
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closed-shell / inactive active virtual

Figure 3.1: Occupation scheme of a single MCSCF determinant. MOs are symbolized by
horizontal lines, the occupation with an α- or β-spin is denoted by the upwards or downwards
pointing arrow, respectively.

orbitals are included. This approach has been further generalized by introducing additional
subspaces and restrictions [143, 144]. Nevertheless, all further discussions are independent
on the exact MCSCF wavefunction structure, and the presented methods are applicable to all
possible MCSCF wavefunctions.

3.1 MCSCF energy and density

In the following, we categorize the orbitals with respect to their occupations in the CF basis.
Orbitals which are doubly occupied in all CFs are called inactive or closed-shell orbitals.
MOs with varying occupations are referred to as active orbitals, and non-occupied orbitals are
denoted as virtual orbitals. A graphical representation of a single determinant following this
structure is displayed in Figure 3.1. From now one, we employ the following index notation to
label these orbitals in equations: The indices r, s, p, q are used when referring to all orbitals.
The inactive orbitals are denoted by i, j and the active orbitals by t, u, v, w. The labels k, l
represent the occupied orbitals, hence the inactive and active orbitals together. The virtual
orbitals are distinguished by a, b.

This structure of the CFs allows a direct evaluation of some of the one-electron coupling
coefficients:

γIJij = 2δIJδij, γIJar = γIJra = 0, and γIJiu = γIJui = 0. (3.1)

The remaining non-trivial one-electron coupling coefficient is γIJtu of the two active orbitals t
and u. Because of the trivial treatment of the closed-shell orbitals, they can be removed from
the CFs without loss of generality. This can be also seen in the Hamiltonian, if the evaluated
coupling coefficients are inserted:

HIJ = δIJEc +
act∑
tu

F c
tuγ

IJ
tu +

1

2

act∑
tuvw

(tu|vw)ΓIJ
tu,vw. (3.2)
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The contribution of the closed-shell orbitals can be separated into the closed-shell energy Ec

and the closed-shell Fock matrix F c
rs:

Ec =
cs∑
i

[
hii + F c

ii

]
and F c

rs = hrs +
cs∑
i

[
2J ii

rs −Kii
rs

]
, (3.3)

and only the coupling coefficients involving purely active orbitals remain. In the last equation,
the two-electron integrals in MO basis are represented in matrix form with Jkl

rs = (kl|rs) for
the Coulomb integral and Kkl

rs = (rk|ls) for the exchange integral.

The evaluated coupling coefficients allow us to rewrite the energy E = cTHc for a given
set of CI coefficients c:

E = Ec +
act∑
tu

F c
tuDtu +

1

2

act∑
tuvw

(tu|vw)Dtu,vw. (3.4)

The coupling coefficients are contracted with the given CI vector, and the result are the active
one- and two-particle reduced density matrices (RDMs):

Dtu =
∑
IJ

cIγ
IJ
tu cJ and Dtu,vw =

∑
IJ

cIΓ
IJ
tu,vwcJ . (3.5)

The remaining non-vanishing density matrices read:

Dij = 2δij, Dij,kl = 4δijδkl − δikδjl − δjkδil, (3.6)

Dtu,ij = Dij,tu = 2δijDtu, and Dit,uj = −
1

2
δijDtu. (3.7)

Since we already consider the coupling coefficients to be symmetrized, the RDMs show the
same symmetry as the the integral F c

tu and (tu|vw).

3.2 Variational conditions and the Brillouin theorem

Changes in the molecular orbitals can be represented by a unitary transformation U. Since we
only deal with real orbitals, U is an orthogonal transformation, i.e. U−1 = UT. This maintains
the orthogonality of the orbitals without losing any generality:

φ̃k =
∑
r

φrUrk =
∑
µr

χµMµrUrk =
∑
µ

χµM̃µk and M̃ = MU. (3.8)
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R =
−Rut

Rtu

Rij = 0

Rti

Rai Rau Rab = 0

−Rua

−Ria−Rit

Figure 3.2: Elements in the rotational matrix R . The rotationRtu = −Rut are fully redundant
for a CASSCF wavefunction.

The unitary transformation can be constructed from a set of rotational parameters Rrk which
describe the rotation between the orbitals r and k (r>k). The rotation parameters are arranged
in an antisymmetric matrix RT = −R, and the unitary transformation is obtained by the matrix
exponential of the matrix R:

U = exp(R) = 1 +R+
1

2!
R2 +

1

3!
R3 + . . . . (3.9)

The rotationsRij between inactive orbitals andRab between virtual orbitals are fully redundant
and removed, since the energy is independent to these rotations.1 In case of a CAS wavefunc-
tion, the rotational parameters Rtu are redundant as well, since changes in the active orbitals
can be fully described by the CI expansion [226]. In this case, the energy is independent of
the explicit form of the orbitals, and only the optimization of the three orbital subspaces is
relevant. In case of restrictions in the CF generation, some active-active rotations are needed
while others are redundant. The determination of the redundant and non-redundant rotations
is described for example in Reference [85] or [124]. An overview of the different rotational
parameters is displayed in Figure 3.2.

The change of the wavefunction by the orbital transformation can also be described by a
transformation operator [22]:

|Ψ̃〉 = exp(R̂) |Ψ〉 (3.10)

1In case of closed-shell orbitals, this is due to the invariance of the trace with respect to unitary transforma-
tions.
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in which the operator R̂† = −R̂ is defined as:

R̂ =
∑
r>k

Rrk(Êrk − Êkr). (3.11)

The rotation parameters Rrk are equivalent to the lower left of the antisymmetric matrix R.
Expanding the expectation value of the transformed wavefunction with help of the Baker-
Campbell-Hausdorff (BCH) formula yields a series of commutators:

E(R) = 〈Ψ| exp(−R̂)Ĥ exp(R̂)|Ψ〉

= 〈Ψ|Ĥ|Ψ〉+ 〈Ψ|[Ĥ, R̂]|Ψ〉+ 1

2!
〈Ψ|[[Ĥ, R̂], R̂]|Ψ〉+ . . . (3.12)

=E0 +
∑
r>k

grkRrk +
1

2

∑
r>k
s>l

Rrkhrk,slRsl + . . . .

Sorting the elements with respect to the power of R yields a Taylor expansion of the energy in-
cluding the orbital gradient grk and Hessian hrk,sl. The gradient can be obtained by evaluating
the first commutator relation:

grk = 2 〈Ψ|[Ĥ, Êrk]|Ψ〉 . (3.13)

Another derivation of the quadratic expansion is achieved by inserting the transformation with
the exponential expansion of U(R) into the MCSCF energy expression (3.4) and sorting for
the linear and quadratic terms of R. The second-order expansion in the orbital rotation gener-
ators Rrk can be written as [21]:

E(2)(R) = E0 + 2
∑
rk

Ark

(
Rrk +

1

2
[R2]rk

)
+
∑
rk,sl

RrkG
kl
rsRsl (3.14)

in which the matrix Ark is defined as

Ari = 2Fri, Art =
act∑
u

F c
ruDut +

act∑
uvw

Jvw
ru Dtu,vw, and Ara = 0. (3.15)

Frs is known as the general Fock matrix, and it is built from the closed-shell Fock matrix F c
rs
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and the contribution of the active orbitals through the active density Dtu:

Frs = F c
rs +

act∑
tu

Dtu

[
J tu
rs −

1

2
Ktu

rs

]
. (3.16)

The intermediate Gkl is required for the orbital Hessian and reads

Gij
rs =2

[
Frsδij + Lij

rs

]
, (3.17)

Gtj
rs =

act∑
v

DtvL
vj
rs = Gjt

sr, (3.18)

Gtu
rs =F

c
rsDtu +

act∑
vw

[
Jvw
rs Dtu,vw + 2Kvw

rs Dtv,uw

]
, (3.19)

with
Lkl
rs = 4Kkl

rs −K lk
rs − Jkl

rs. (3.20)

The gradient grk and the Hessian hrk,sl are obtained by differentiating the energy E(2)(R) with
respect to R and evaluating the terms for R = 0 afterwards. Here, the antisymmetry of the R

matrix has to be respected in the differentiation which introduces the permutation operator τ̂rk
interchanging the indices r ↔ k.2 The orbital gradient reads

grk =
∂E(2)(R)

∂Rrk

∣∣∣∣
R=0

= 2(1− τ̂rk)Ark = 2
(
Ark − Akr

)
, (3.21)

and the orbital Hessian matrix hrk,sl can be obtained as [21]

hrk,sl =
∂2E(2)(R)

∂Rrk∂Rsl

∣∣∣∣
R=0

= (1− τ̂rk)(1− τ̂sl)
[
2Gkl

rs − δkl
(
Ars + Asr

)]
. (3.22)

If the energy is optimal, the gradient vanishes:

Akl − Alk = 0 and Aak = 0 (3.23)

which constitutes the variational condition for the orbitals. It is a necessary condition for an
optimized MCSCF wavefunction. In combination with equation (3.13), we can see that the
vanishing gradient also reproduces the generalized Brillouin theorem discovered by Levy and
Berthier [52, 53] in which the overlap of the commutator including the Hamiltonian and a

2Permutation operator: τrkArk = Akr
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single excitation vanishes for the optimal MCSCF wavefunction |Ψ〉:

〈Ψ|[Ĥ, Êrk]|Ψ〉 = 〈Ψ|Ĥ(Êrk − Êkr)|Ψ〉 = 0. (3.24)

The variational condition of the CI coefficients can be obtained by minimizing the expec-
tation value with the constraint that the CI vector stays normalized:

L(c, λ) = cTHc− λ(cTc− 1). (3.25)

Differentiating with respect to cI and projecting by cT yields the Lagrangian multiplier λ =

E(c), and the final variational condition of the CI problem reads∑
J

HIJcJ − EcI = 0. (3.26)

The Hamiltonian matrix and the energy are given in equation (3.2) and (3.4), respectively,
and the Schrödinger equation of the CI expansion is reproduced. Both variational conditions
have to be satisfied simultaneously, which can become rather challenging for a numerical
optimization as discussed in more detail in Chapter 4.

3.3 Restricted open-shell Hartree-Fock

The restricted open-shell Hartree-Fock (ROHF) method [228] is a special case of the MCSCF
method, where the wavefunction consist only of a single determinant in which all active or-
bitals are singly occupied with the same one-electron spin function. This is also known as the
high-spin case, and the number of electrons and active orbitals are equal to 2S, as for example
two electrons in two active orbitals and a triplet wavefunction. In case of a singlet, there are no
active orbitals and the method is better known as the conventional HF method. In this single
determinant case, the one- and two-electron RDMs can be evaluated analytically:

Dtu = δtu and Dtu,vw = δtuδvw − δuvδtw. (3.27)

Inserting the evaluated densities into the MCSCF energy (3.4) yields the ROHF energy:

EROHF = Ec +
act∑
t

Ftt −
1

2

act∑
tu

J tt
uu =

cs∑
i

[
hii + f c

ii

]
+

1

2

act∑
t

[
htt + f c

tt + f o
tt

]
. (3.28)
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The latter equation is based on the matrices f c and fo, which are more suitable for the ROHF
method:

f c
rs = Frs and f o

rs = −
1

2

act∑
t

Ktt
rs. (3.29)

The variational conditions (3.23) can be expressed with the matrices f c and fo as well:

Aai = 2f c
ai = 0, Ati − Ait = f c

ti − f o
ti = 0 and Aat = f c

at + f o
at = 0, (3.30)

resulting in the ROHF Brillouin conditions. If the energy EROHF is minimized with the con-
straint that the orbitals stay orthonormal, one obtains after some rearrangements the following
matrix equation [229]:

frs =

 f c
ij f c

iu − f o
iu f c

ib

f c
tj − f o

tj f c
tu + f o

tu f c
tb + f o

tb

f c
aj f c

au + f o
au f c

ab + f o
ab

 =

εiδij 0 0

0 εtδtu 0

0 0 εaδab

 . (3.31)

Note that the Brillouin elements are located at the off-diagonal entries in the ROHF Fock
matrix frs. If there are no active orbitals, fo and all entries with active indices vanish, and the
equation reduces to the Hartree-Fock-Roothaan equation [200].

The diagonalization of the ROHF Fock matrix frs yields a unitary transformation U which
is used to transform the orbitals. Afterwards, a new (not necessarily diagonal) ROHF Fock ma-
trix is computed from the transformed orbitals. This defines a self-consistency cycle, which
is repeated until convergence is reached and the Brillouin elements vanish. However, conver-
gence acceleration with the direct inversion of the iterative subspace (DIIS) method [230,231]
is vital to achieve a robust convergence.

In principle, it is possible to derive a similar set of equations for the general MCSCF case,
as already indicated in equation (3.30). In the early days of MCSCF development, similar
concepts have been tried for the MCSCF problem [28–32, 232–234] resulting in an often un-
satisfactory convergence [38,39]. Therefore, other MCSCF optimization techniques have been
developed soon, as for example the numerical optimization of the energy.
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3.4 Excited states

The MCSCF theory can also be used to access electronically excited states. Today, the most
common approach is state-averaging where all states share the same set of orbitals [35, 48, 61,
91, 235]. Here, the weighted energy average of the Nav states is minimized:

E =
Nav∑
n

WnEn and
∑
n

Wn = 1, (3.32)

with the weights Wn of the different states. Often, all weights are equal, but other choices, or
even dynamically adjusted weighting [236], are possible as well. Each state n is described by
the CI coefficients cn, which are determined by the CI eigenvalue problem:

Hcn = Enc
n. (3.33)

This is possible, since the Hamiltonian is the same for all states. The state-specific energy En

can be calculated with the state-specific RDMs:

Dn
tu =

∑
IJ

cnI γ
IJ
tu c

n
J and Dn

tu,vw =
∑
IJ

cnIΓ
IJ
tu,vwc

n
J (3.34)

and the MCSCF energy equation (3.4). Furthermore, it is possible to move the weighted
summation to the state-specific RDMs, and the averaged energy can be calculated from the
state-averaged RDMs:

Dav
tu =

∑
n

WnD
n
tu and Dav

tu,vw =
∑
n

WnD
n
tu,vw. (3.35)

However, a definition of a state-averaged wavefunction is not possible, and the averaged energy
(3.32) cannot be expressed as an expectation value. Instead, the total energy is the weighted
sum of the expectation values of the different states. Minimizing this energy functional for
fixed CI coefficients yields the same gradient and Hessian expressions as in the single-state
case with the RDMs being replaced by the state-averaged ones (3.35). The state-averaged
optimization has the great advantage that it is not prone to root-flipping [61, 91], since the
optimization does not depend on the ordering of the states. All of the discussed MCSCF
methods in this thesis use the state-averaged approach to calculate excited states.

Another possibility is the state-specific optimization using the NR method. This can be
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achieved by a saddle-point optimization with the full Hessian including the CI coefficients
and the orbitals. The level-shifting in the Hessian can be adjusted such that convergence to
specific states is possible [71, 87–89, 136]. However, it is difficult to ensure the convergence
into the correct state because of root-flipping problems. Here, the ordering of the states can
change during the optimization, since the targeted state can become lower in energy because
of a more accurate representation of the wavefunction [91].

3.5 Coupled-perturbed MCSCF

The CP-MCSCF is required to calculate state-specific first-order derivatives or non-adiabatic
coupling elements in a state-averaged calculation. Here, an additional linear equation similar
to the coupled NR equation has to be solved. This is necessary, since the state-averaged wave-
function is not variationally optimized for specific states. We begin this section with a more
general derivation of the first-order derivatives with respect to a small perturbation q. In case
of analytic energy gradients, the perturbation is an infinitesimal displacement of a nuclear co-
ordinate, for example q=∆x. We are interested in the calculation of the first-order derivative
of a functional f(q, c(q)) depending on the perturbation q and the wavefunction solution c at
q = 0. In the following discussion, all independent parameters of the wavefunction are sum-
marized in the variable c. In case of the MCSCF wavefunction, c includes all CI coefficients
and (non-redundant) orbital rotation parameters. If nuclear gradients are computed, the func-
tional is simply the energy, but this formalism can be also used to compute energy-difference
gradients or the non-adiabatic coupling elements 〈Ψm|∇K |Ψn〉. The first derivative of f with
respect to the perturbation q can be formally written as

df

dq

∣∣∣∣
q=0

=
∂f

∂q

∣∣∣∣
q=0

+
∑
j

∂f

∂cj

dcj
dq

∣∣∣∣
q=0

. (3.36)

In the following, the notation of the q=0 evaluation is omitted, since the derivatives are always
evaluated at q=0 in this discussion. However, this approach is not very promising, since the
derivatives dcj/dq are not easy to access, and the dependency of the CI and MO coefficients
on the perturbation has to be considered explicitly.

Fortunately, the evaluation of these derivatives can be completely avoided [237] by intro-
ducing a Lagrangian functional L including the functional f and the variational conditions of
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the wavefunction g(q, c(q)) = 0 [238]:

L(q, c(q), z(q)) = f(q, c(q)) + z(q)Tg(q, c(q)). (3.37)

In case of the MCSCF wavefunction, the function g captures the variational conditions intro-
duced in Section 3.2. The parameters z(q) are the Lagrangian multipliers, which have to be
determined to make the Lagrangian stationary with respect to the coefficients cj:

∂L

∂cj
=
∂f

∂cj
+
∑
i

zi
∂gi
∂cj

= 0. (3.38)

This linear system of equation is also known as the Z-vector equation, and the solutions are
the Lagrangian multipliers zi. Per construction, the Lagrangian reproduces the functional f at
(q, c(q)) because of the vanishing stationary conditions g(q, c(q)), and therefore, the derivative
of f can be obtained from the total differential of the Langrangian function:

df

dq
=
dL

dq
=
∂L

∂q
+
∑
j

∂L

∂cj

dcj
dq

+
∑
i

∂L

∂zi

dzi
dq
. (3.39)

If the Z-vector equation is solved, the derivatives ∂L/∂cj are zero. Also, the derivatives of
the Lagrangian multipliers ∂L/∂zi are zero by construction, and the final derivative can be
obtained from

df

dq
=
∂L

∂q
=
∂f

∂q
+
∑
i

zi
∂gi
∂q

. (3.40)

The partial derivatives ∂f/∂q and ∂gi/∂q can be evaluated with integral derivatives, for in-
stance ∂hµν/∂q and ∂(ρσ|µν)/∂q. These derivatives have to be computed separately, and
in Molpro this is done for the MCSCF case with the Cambridge analytic derivation package
(CADPAC) [239] or Alaska [240].

Next, we derive the explicit form of the Z-vector equation of the MCSCF problem. The
explicit form of the Lagragian reads [241]:

L(q, cn,U(R), zn,Z, xn) = f(q, cn,U(R)) +
∑
r>k

Zrk(Ark − Akr)

+
∑
n

Wn

[
(zn)T(H− En)c

n − 1

2
xn((c

n)Tcn − 1)
]
. (3.41)

The stationary condition g(q, c(q)) is given by the MCSCF variational conditions (3.23) and
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(3.26), and the associated Lagrangian multipliers areZrk and znI , respectively. Here, we use the
MO parameterization with the orbital rotation parametersRrk. Additionally, the normalization
of the CI coefficients has to be added separately (parameter xn), since this is not captured in the
CI variational condition. Differentiating the Lagrangian L with respect to the orbital rotation
parameters Rrk yields the first Z-vector equation:

∂L

∂Rrk

=
∂f

∂Rrk︸ ︷︷ ︸
=brk

+
∑
s>l

hrk,slZsl +
∑
In

hrk,InzIn = 0. (3.42)

The first terms is the orbital right-hand side (RHS) brk. The differentiation of the orbital
variational condition reproduces the orbital Hessian matrix hri,sj given in equation (3.22),
and hrk,In results from differentiating the CI variational condition with respect to the orbital
rotation parameters:

hIn,rk = hrk,In = 2Wn

[
AIn

rk − AIn
kr − cnI

(
An

rk − An
kr

)]
. (3.43)

This mixed derivative block in the Hessian captures the coupling between the CI coefficients
and the orbitals, and the matrices AIn

rk and An
rk are defined as

AIn
rk =

occ∑
l

hrlD
In
lk +

occ∑
ijl

J ij
rlD

In
kl,ij and An

rk =
occ∑
l

hrlD
n
lk +

occ∑
ijl

J ij
rlD

n
kl,ij. (3.44)

For simplicity, the matrices are shown here with the full density matrix, and the indices i, j, k, l
represent the occupied orbitals. The matrices AIn

rk and An
rk are constructed from the transition

densities matrices

DIn
kl =

∑
J

γIJkl c
n
J and DIn

kl,ij =
∑
IJ

ΓIJ
kl,ijc

n
J (3.45)

and the state-specific RDMs Dn
kl and Dn

kl,ij defined in equation (3.34), respectively. If the
transition density matrices are evaluated for the closed-shell orbitals, the definition of AIn

rk and
An

rk is equivalent to equation (3.15) where the RDMs are replaced by the transition density
matrices of the active orbitals. More details about an efficient construction of the different A
matrices are presented in Section 5.2.

The second Z-vector equation is obtained by the differentiation of the Lagrangian L with
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respect to the CI coefficients cnI of state n:

∂L

∂cnI
=

∂f

∂cnI︸︷︷︸
=bnI

+
∑
Jn

hIn,Jnz
n
J + 2Wn

∑
r>k

(
AIn

rk − AIn
kr

)
Zrk −Wnxnc

n
I = 0, (3.46)

which results in the RHS bnI and the CI Hessian:

hIn,Jm = δnmWn

[
HIJ − δIJEn

]
. (3.47)

Projecting equation (3.46) by (cn)T from the left-hand side yields an explicit formula for the
Lagrangian multiplier

xn = 2
∑
r>k

[
An

rk − An
kr

]
Zrk +

(cn)Tbn

Wn

, (3.48)

and therefore the final Z-vector equation of the CI RHS is:∑
Jn

hIn,Jnz
n
J +

∑
i>r

hIn,riZri = −bn −
(
(cn)Tbn

)
cnI . (3.49)

In case of single-state MCSCF, the right-hand sides bnI and brk vanish for the energy gradi-
ent, since the MCSCF energy is already optimized variationally. In this case, the solution of the
Z-vector equation is zero, and the first-order derivatives can be directly obtained from ∂f/∂q.
However, this is not true for the state-averaged optimization, since the MOs are optimized for
the state-averaged energy and not for specific states. If state-specific gradients (f = En) or
state difference gradients (f = Em−En) are computed, the Z-vector equation has to be solved
with the following RHS:

State-specific gradients: brk =
[
An

rk − An
kr

]
and bnI = 0, (3.50)

State-difference gradients: brk =
[
Am

rk − Am
kr

]
−
[
An

rk − An
kr

]
and bnI = 0. (3.51)

Following the work of Lengsfield et al. [123, 125, 130], the first-order non-adiabatic coupling
term can be rewritten as

∂f

∂q
=

〈
Ψm

∣∣∣∣ ∂∂q
∣∣∣∣Ψn

〉
= Dmn

rs

〈
φr

∣∣∣∣ ∂∂q
∣∣∣∣φs

〉
− (Em − En)−1(cm)T

∂H

∂q
cn (3.52)

with a non-symmetrized transition density Dmn
rs =

∑
I c

m
I D

In
rs . From here, one obtains the
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following RHS:

brk = (Dmn
rk −Dmn

kr )− (Em − En)−1
[
Amn

rk − Amn
kr

]
and bnI = 0. (3.53)

The matrix Amn
rk is constructed as shown in equation (3.44) from the one- and two-electron

transition density matrices Dmn
ij and Dmn

kl,ij . The term (cn)Tbn in equation (3.49) is zero for all
shown properties, and is therefore neglected in the following.

The Z-vector equation can be summarized into a single linear equation:(
hcc hco

hco hoo

)(
zc

zo

)
= −

(
bc

bo

)
. (3.54)

The size of the Hessian matrix can become massive, and this system of linear equations has to
be solved iteratively. This is typically done with a preconditioned conjugate gradient method
[132,242,243]. In order to improve the convergence of the linear equation solver, we developed
an iterative subspace method including an a priori chosen primary space, which is presented
in more detail in Chapter 4.

3.6 Multi-reference perturbation theory

The MCSCF description misses the contributions of the dynamic correlation, i.e. the miss-
ing configurations with respect to full-CI. This limits the accuracy of the MCSCF method,
and the method is primarily used to obtain a first-principles approximation of the wavefunc-
tion. Missing parts of the dynamical correlation are added in subsequent post-MCSCF meth-
ods by excitations of electrons into non-occupied orbitals. An important and commonly used
post-MCSCF method is the multireference perturbation theory (MRPT) [94–102, 244]. It is
derived from Rayleigh-Schrödinger perturbation theory [200], where the Hamilton operator is
partitioned into a zeroth-order term H(0) and the first-order perturbation λH(1):

Ĥ(λ) = Ĥ(0) + λĤ(1). (3.55)

The general Rayleigh-Schrödinger perturbation theory can be analogously derived by includ-
ing higher-order terms in the Hamiltonian expansion. The parameter λ can have a physical
meaning, but here it is used to simplify the derivation, and it will be later set to λ = 1. The
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wavefunction and the energy are expanded in a power series in the perturbation parameter λ:

|Ψ(λ)〉 =
∑
n

λn |Ψ(n)〉 and E(λ) =
∑
n

λnE(n). (3.56)

In the next step, the equations (3.55) and (3.56) are inserted into the Schrödinger equation, and
the result is sorted with respect to the power of λ:

λ0 → [Ĥ(0) − E(0)] |Ψ(0)〉 = 0, (3.57)

λ1 → [Ĥ(0) − E(0)] |Ψ(1)〉+ [Ĥ(1) − E(1)] |Ψ(0)〉 = 0, (3.58)

λ2 → [Ĥ(0) − E(0)] |Ψ(2)〉+ [Ĥ(1) − E(1)] |Ψ(1)〉 − E(2) |Ψ(0)〉 = 0. (3.59)

This yields a hierarchy of equations which can be solved successively. We further assume the
intermediate normalization 〈Ψ(0)|Ψ(0)〉=1 and 〈Ψ(n)|Ψ(0)〉=0, and the perturbation energies
E(n) are obtained by projecting equations (3.57) and (3.58) from the left by 〈Ψ(0)|:

E(0) + E(1) = 〈Ψ(0)|Ĥ(0)|Ψ(0)〉+ 〈Ψ(0)|Ĥ(1)|Ψ(0)〉 , (3.60)

E(2) = 〈Ψ(0)|Ĥ(1)|Ψ(1)〉 . (3.61)

The equation for energy E(2) can be rearranged, and by adding equation (3.58) one obtains the
Hylleraas functional:

E(2) = 〈Ψ(1)|Ĥ(0) − E(0)|Ψ(1)〉+ 2 〈Ψ(1)|Ĥ(1)|Ψ(0)〉 . (3.62)

In the next step, we set H(1)=H−H(0) and λ=1. Therefore, the first-order Hamiltonian
H(1) describes the correction from the zeroth-order Hamiltonian. The energies E(0)+E(1)

reproduce the eigenvalue of the zeroth-order wavefunction as can be seen in equation (3.60).
The approach is usually used to add dynamical correlation to the system by calculating the
contribution from the Hylleraas functional (3.62). In the single-reference case, this is known
as the Møller-Plesset (MP) perturbation theory [10], where Ĥ(0) is the Fock operator

F̂ =
∑
rs

FrsÊrs, (3.63)

and |Ψ(0)〉 is given by the HF determinant. The first-order wavefunction is built from all
possible double excitations from the HF determinant.3 The higher-order energies E(n) yield

3Single excitations do not contribute because of the Brillouin theorem. Triple excitations vanish because of
the Slater-Condon rules.
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energy corrections to the Hartree-Fock energy adding some parts of the missing dynamical
correlation. The associated post-HF methods are known as MPn. Today, only the MP2 method
is regularly used, since cheaper and more accurate post-HF methods are available for n > 2

[200].

In the multireference case, the choice of the zeroth-order Hamiltonian is not unique and
several options exist [95–97, 100, 101, 245–247]. A commonly used Hamiltonian [101, 103,
245] is

Ĥ(0) = P̂ F̂ P̂ + Q̂F̂ Q̂ with P̂ = |Ψ〉 〈Ψ| and Q̂ = 1̂− |Ψ〉 〈Ψ| . (3.64)

Here, F̂ is the Fock operator (3.63) built from the general Fock matrix (3.16). The zeroth-order
wavefunction is the MCSCF wavefunction |Ψ(0)〉 = |Ψ〉, and the projection operators P̂ and
Q̂ ensure that the MCSCF wavefunction is an eigenfunction of operator Ĥ(0):

Ĥ(0) |Ψ〉 = |Ψ〉 〈Ψ|F̂ |Ψ〉 〈Ψ|Ψ〉 = E(0) |Ψ〉 . (3.65)

This is necessary to fulfill equation (3.57) of the perturbation theory, and the zeroth-order
energy E(0) is given by

E(0) = 〈Ψ|F̂ |Ψ〉 = 2
cs∑
i

Fii +
act∑
tu

DtuFtu. (3.66)

A similar Hamiltonian has been proposed by Wolinski and Pulay [94, 95] but with additional
projection operators into the first-order wavefunction contributions. This Hamiltonian has later
been used by Andersson and Roos [96] in their CAS pertubation theory (CASPT2) method.
Another choice for the zeroth-order Hamiltonian is the Dyall Hamiltonian [247]:

Ĥ(0) = ĤD =
cs∑
ij

F c
ijÊij +

vrt∑
ab

FabÊab +
act∑
tu

F c
tuÊtu +

1

2

act∑
tuvw

(tu|vw)Êtu,vw (3.67)

in which no additional projections are required to feature the MCSCF wavefunction as an
eigenfunction. The Dyall Hamiltonian has been used by Angeli et al. to derive the n-electron
valence state pertubation theory (NEVPT2) method [100, 244, 248].

The first-order wavefunction includes single and double excitations from the occupied
space into empty active or virtual orbitals. In case of a non-CASSCF, the missing configu-
rations from the equivalent CAS wavefunction are added as well [101]. Often, the excitations
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are classified into three different types [96]: (i) internal excitations where only excitation into
active orbitals are considered (e.g. ÊtiÊuj), (ii) semiinternal excitations with mixed excitations
into active and virtual space (e.g. ÊtiÊaj), and (iii) external excitations with excitations only
into the virtual orbitals (e.g. ÊaiÊbj). For simplicity, the first-order wavefunction is written as

|Ψ(1)〉 =
∑
I

TI |Φ̃I〉 , (3.68)

where |Φ̃I〉 represent the excited configurations also known as the first-order interaction space.
In case of an internal contraction, which means that |Φ̃I〉 is constructed by applying the exci-
tation to the whole MCSCF wavefunction, the first-order interaction space is not orthonormal.
This is solved by an additional orthonormalization in the beginning, where nearly redundant
contributions are removed as well [97]. The coefficients TI are obtained by minimizing the
Hylleraas functional (3.62) yielding the following linear equation:∑

J

〈Φ̃I |Ĥ(0) − E(0)|Φ̃J〉TJ = −〈Φ̃I |Ĥ|Ψ〉 . (3.69)

How this equation is solved depends on the choice of the zeroth-order Hamiltonian. A block-
diagonal structure can be achieved in the Dyall Hamiltonian [100] or by additional projection
operators [96, 200], and the coupling between the single and double excitations is zero. An-
other possibility is to use contravariant configurations replacing 〈Φ̃I | in the linear equation to
simplify the equations [188]. The final MRPT energy correction is obtained from the Hylleraas
functional after solving equation (3.69).

Calculation with MRPT can suffer from the intruder states problem. This is typically ob-
served in excited-states calculations, but also ground-state calculations can be affected [249].
A famous example is the dissociation of chromium dimer investigated by Andersson et al.
[250–252], where jumps on the potential energy surface occur. The reason for these problems
can be found in the matrix 〈Φ̃I |Ĥ(0)−E(0)|Φ̃J〉 which can become singular or even negative
definite, since possible solutions of first-order wave-function may yield a slightly lower en-
ergy than the zeroth-order energy E(0). These states are the intruder states, and the singular
matrix can strongly affect the final MRPT energy. A solution was found by Roos and Ander-
sson [251] by introducing a level-shift into the zeroth-order Hamiltonian, which is equivalent
to level-shifting the matrix in equation (3.69):∑

J

〈Φ̃I |Ĥ(0) − E(0) + ε|Φ̃J〉TJ = −〈Φ̃I |Ĥ|Ψ〉 with ε > 0. (3.70)
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Negative or zero eigenvalues are removed by the shift ε, and typical values of the level-shift
are ε= 0.1 - 0.3 Hartree. The effect of the level-shift on the second-order energy is removed
afterwards:

E(2) = E(2)(ε)− 〈Ψ(1)|Ψ(1)〉 ε, (3.71)

and the difference in the final energy is negligible in comparison with the intrinsic error
of MRPT [251]. Nevertheless, the level-shift correction can fix convergence problems and
smooth the energy in potential energy surfaces as shown in Reference [251] for the chromium
dimer.

The simultaneous optimization of multiple states is possible with the multi-state CASPT2
method [253] which includes the coupling between different states and allows a more accurate
treatment of avoided crossings. Furthermore, the accuracy of the MRPT can be improved
by a third-order MRPT [102, 244] or by the integration of explicit correlation [216, 219, 254,
255]. Recent developments are the local MRPT methods in which a linear scaling can be
achieved through local approximations, which allows an application to much larger molecules.
Examples for the local methods are the pair natural orbitals (PNO)-NEVPT2 of Guo et al. [187]
and the PNO-CASPT2 method of Menezes, Katz and Werner [188, 189, 256]. The MRPT can
be also used to derive the Super-CI method of Roos el al [64, 65], which is discussed in detail
in Chapter 7.
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4 | The numerical optimization of the
MCSCF energy

The numerical optimization of the CI coefficients and the orbital rotation parameters R is
based on the variational principle [257]:

Eexact ≤
〈Ψ(c, R)|Ĥ|Ψ(c, R)〉
〈Ψ(c, R)|Ψ(c, R)〉

= E(c,R). (4.1)

The numeric minimization of E(c,R) yields the best possible approximation of the exact en-
ergy with respect to the restrictions of the MCSCF wavefunction. The variational conditions
correspond to the gradient of the energy, and therefore they are fulfilled at a minimum. How-
ever, the numerical optimization cannot guarantee to find the optimal solution, since only local
information can be taken into account. Convergence to a local minimum is not uncommon,
and a good starting guess close to the optimal solution is necessary. On the other hand, the
global minimum is in some cases not the most desired solution. Often, it is more important to
find a solution with a specific set of active orbitals that is used in a subsequent calculation of
the dynamic correlation.

The variety of MCSCF methods divides into two categories: first-order and second-order
methods. The difference between these two categories is best shown in a semi-logarithmic
graph of the energy convergence in Figure 4.1. Second-order methods show a quadratic decay
of the energy and the gradient near the final solution, which is achieved by determining the
minimum of a quadratic expansion at the current position. That is usually accomplished with
a NR optimization [258,259], where the update x is calculated from the current Hessian h and
the gradient g:

hx = −g. (4.2)

The NR optimization includes the orbital-CI coupling in the mixed derivatives in the Hessian,
and in the following, this optimization is also called coupled optimization.

As soon as the quadratic model is approximated in some way, only a linear decay of the
energy can be achieved in the semi-logarithmic graph. This defines the group of the first-order
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Figure 4.1: First- and second-order energy convergence for stretched LiF illustrated by the
energy difference to the converged solution. The calculation is the ground-state optimization
of LiF (rLi-F = 3Å), with a full valance active space, the cc-pVTZ basis [15], and the atomic
density starting guess.

methods. Typically, the optimization of the CI coefficients and the orbitals is separated in first-
order methods and performed in alternating steps. The updated RDMs and orbitals are used
in the next step, respectively. This is also called the two-step method or the uncoupled opti-
mization. An advantage of the uncoupled optimization is that the CI problem can be solved
as an eigenvalue problem to which robust methods exist. On the other hand, the linear de-
cay in the uncoupled optimization can become extremely flat for strongly coupled problems
resulting in a large number of iterations. The optimization level of the orbitals is not to be
confused with the optimization of the MCSCF energy, as unfortunately sometimes done in the
literature. For example, a second-order NR optimization of the orbitals used in the two-step
method will yield a first-order convergence of the MCSCF energy. Furthermore, if the orbital
Hessian is approximated, a coupled optimization does not make sense, since only a first-order
convergence is achieved anyway.

This chapter introduces the numerical framework that is utilized in all presented MCSCF
methods. A stable NR optimization can be achieved with the augmented Hessian (AH) method
presented in Section 4.1. Large eigenvalue problems, as they may occur in the CI problem, are
best solved with the P-space Davidson method presented afterwards. In Section 4.3, the AH
method and the CI optimization are combined in a simple first-order MCSCF method. Finally,
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another application of the P-space method is presented for the coupled-perturbed MCSCF (CP-
MCSCF) which is required to compute state-specific first-order derivatives in state-averaged
calculations.

4.1 The augmented Hessian method

The NR optimization guarantees a second-order convergence, but only for convex functions
where the Hessian is positive definite. However, the MCSCF energy is by no means a convex
function, and often the starting guess is far from the convex region around a minimum. This
can cause severe convergence problems, as for example the convergence to maxima or saddle
points. A solution for this problem is to level-shift the Hessian matrix, such that h becomes
positive definite:

(h− 1ε)x = −g with ε < 0. (4.3)

This equation can be derived by restricting the optimization within a trust radius, and it can
be shown that the quadratic approximation E(2) of the energy E is lowered, if the Hessian is
shifted to be positive definite [258]. The trust radius describes the area where the quadratic
approximationE(2) is an adequate description of the energy such that a decay of the real energy
can be expected. It is possible to guarantee the convergence by rejecting steps and adjusting
the trust radius if the updated energy increases [258].

The level-shift can be automatically computed with the AH method [260] in which the
level-shift is set to the first-order update:

ε = gTx. (4.4)

This allows to transform the shifted NR equation (4.3) into an eigenvalue problem of the AH
matrix: (

0 gT

g h

)(
1

x

)
= ε

(
1

x

)
, (4.5)

where the eigenvalue ε is the level-shift of the Hessian. An additional control of the step-length
is needed though, since the step x might be too large to be within the trust radius. This can be
achieved by introducing a damping factor λ and setting the level-shift to ε = λ2gTx [21]:(

0 gT

g h/λ

)(
1/λ

x

)
= ε

(
1/λ

x

)
. (4.6)
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The damping factor λ is determined such that the step-length |x| is within the trust radius.
However, the step-length can be very sensitive to changes of the damping factor, and a severe
over-damping can occur. In order to avoid this, we used a bisection method to determine the
damping parameter λ, which is only switched on when the step-length exceeds the trust-radius.
The bisection methods then tries to find a step-length which is lower but still close enough to
the trust-radius. If the energy increases after the update, the trust-radius is halved.

Furthermore, we found that the AH method can become numerically chaotic, if the lowest
eigenvalues of the AH matrix are degenerate [1]. The problem is that the update vector x is
not uniquely defined for degenerate eigenvalues, since it can be arbitrarily rotated within the
degenerate subspace. A solution to this problem is to rotate the degenerate vectors with two
by two rotations such that the first entry of one eigenvector is maximized. The rotation angle
γ of the two vectors is given by

tan(γ1) =
v1
v2

and tan(γ2) =
v2
v1
, (4.7)

where v1 and v2 are the first entries of the two degenerate vectors. A rotation with either γ1 or
γ2 maximizes the first entry. The solution with the larger first entry is kept and rotated with
the next degenerate vector. This is repeated until no more rotations are observed and a unique
solution is defined. Throughout this work, the AH method is used for all optimizations even if
the Hessian matrix is approximated. Also, it is not necessary to solve the eigenvalue equation
exactly. In a first-order MCSCF optimization it is accurate enough to let the solver improve
the error of the solution until it is lower than the current gradient multiplied by 0.1.

4.2 The P-space Davidson method

The large eigenvalue problems in the MCSCF optimization are best solved with a direct
method in which only the action of the matrix on a vector is required. In our MCSCF
implementation, all eigenvalue problems are numerically solved with the Davidson method
[261,262] in which the problem is projected into a subspace which is then iteratively enlarged
by the preconditioned residual. The Davidson method is explained here first for the CI opti-
mization. A strong improvement in the CI optimization has been achieved by the introduction
of an a priori chosen primary space (P-space) [92]. Here, dominant CI configurations are pre-
selected, and the Hamiltonian is explicitly constructed within the P-space. This accelerates
convergence considerably and solves root-flipping problems, since a good starting guess is
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obtained from the diagonalization of the P-space matrix.

The P-space contains a set of indices {I} chosen a priori by some criteria. In the following,
we consider a mapping I(P ) which maps the P-space index P to the configuration I in the full
space. Hence, the P-space is spanned by the unit vectors of the configurations I(P ).1 The
complementary space is approximated by a secondary Q-space which is spanned by the dense
expansion vectors BQα. The Q-space is iteratively constructed along the iterations. In the CI
case, the diagonal dominance of the Hamiltonian is used to select the P-space CFs with the
diagonal criterion: HII−Hmin ≤ εp. Here, Hmin is the lowest entry in the diagonal, and εp
is the P-space threshold (usually εp = 0.5). If a large number of states are included in the
optimization, a larger P-space threshold can be necessary to capture at least as many P-space
CFs as states, i.e. NP ≥Nav. If a guess of the CI vector is available from a previous calculation,
the CFs with the largest entries, which are not already captured by the diagonal criterion, are
also added into the P-space. Furthermore, existing CI vectors are orthogonalized to the P-space
and afterwards added into the Q-space. Otherwise, the Q-space is empty in the beginning, i.e.
NQ=0.

The reduced matrix H̄ is built in the Nc=NP+NQ dimensional reduced space:

H̄ =

(
H̄PP ′ H̄Pα′

H̄αP ′ H̄αα′

)
with

H̄PP ′ = HI(P )I(P ′), H̄Pα = H̄αP = [HB]I(P )α,

and H̄αα′ = [BTHB]αα′ .
(4.8)

Here, α labels the NQ Q-space vectors, and I(P ) is the P-space index mapping. The P-space
block H̄PP ′ is a sub-block of the exact Hamiltonian matrix. It is important that its computation
is very efficient, since otherwise, the improved convergence may not compensate the extra
computation time. In case of determinants, all CFs with the same spatial orbital occupation
have to be added into the P-space, and an additional projection into the spin-adapted space is
necessary [93] to avoid spin contamination. The Q-space part is calculated from the Hamilto-
nian action on the Q-space vectors [HB]Qα, which is calculated only once per Q-space vector
and is stored afterwards. Typically, this Hamiltonian action is the dominating step in the CI
optimization.

The reduced problem is solved by diagonalizing H̄:

[C̄TH̄C̄]nm = [CTHC]nm = Enδnm. (4.9)

1In general, it also possible to consider sparse vectors instead of unit vectors. But this is not explicitly used in
this work.
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Here, cnI = CIn are the Nc approximated eigenvectors which are back transformed from the
reduced solution C̄ into the full space:

cnI(P ) = C̄Pn and cnQ = BQαC̄αn. (4.10)

The current residual rn=Hc−Enc of the eigenvector cnI is calculated by

rnI(P ) = 0 and rnQ =

NQ∑
α=1

[HB]QαC̄αn +

Np∑
P

HQP c
n
P − Enc

n
Q, (4.11)

and no additional Hamiltonian action Hc with the full vector is required. The P-space residual
is zero by construction, but the Hamiltonian action on the P-space solution vector cnP has to be
computed separately. However, cnP is very sparse with values only at the P-space configurations
such that this Hamiltonian action is negligible.

A new Q-space vector is obtained for each state from the preconditioned residual and
Gram-Schmidt othonormalization on the excising Q-space.

∆cnQ = −
rnQ

HQQ − En

and BQα = orthoB(∆c
n) with α = NQ + 1. (4.12)

In case of determinants, the denominator has to be averaged for the configurations with the
same orbital occupation, since otherwise spin contamination occurs [198].

We utilize the P-space not only in the CI optimization but also in the diagonalization of the
AH matrix [1]. The derivation for the AH matrix is exactly the same, but the structure is kept
by projecting the gradient g and the Hessian h separately into the P- and Q-space: 0 ḡTP ′ ḡTα

ḡP h̄PP ′ h̄Pα′

ḡα h̄αP ′ h̄αα′

 with
ḡP = gI(P ), ḡα = [BTg]α, h̄PP ′ = hI(P )I(P ′),

h̄Pα = h̄αP = [hB]I(P )α, h̄αα′ = [BThB]αα′ .
(4.13)

The creation of the orbital rotation P-space is also different to the CI case. Here, we first
estimate the update by calculating the quotient |gri/hri,ri| of the orbital gradient and Hessian
diagonal. Defining a selection threshold is not as straightforward as in the CI case, since the
estimated step will decrease with the advancing optimization. Instead, we simply add the
NP = 200 rotations with the largest quotient, which is in our experience enough for a reliable
convergence.

In principle, other types of preconditioning are possible as well. Here, better approxima-
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tions than the diagonal can further improve the convergence. A route to follow is the Jacobi-
Davidson method [263] in which the preconditioning is obtained by solving the following
system of linear equations approximately:

(
1− cncnT

)[
H̃− En1

](
1− cncnT

)
∆c = −rn. (4.14)

This can be done for example with a LU decomposition with a sparse approximation H̃, which
has been implemented by Lipparini et al. [185] for the orbital optimization. Nevertheless, in
our experience, the convergence with the diagonal preconditioning and the P-space is already
satisfying enough. It is also possible to modify the P-space approach for linear equations,
which is discussed in more detail in Section 4.4 for the CP-MCSCF.

4.3 The uncoupled optimization (UC-AH)

A simple MCSCF optimization is achieved by combining the P-space Davidson optimization
of the CI coefficients with the second-order orbital optimization using the AH method into
a two-step method. The orbital gradient and Hessian are already derived in Section 3.2 in
equation (3.21) and (3.22), respectively. The rotation parameters are optimized using the AH
method, and the orbitals are transformed by the unitary transformation U(R) generated from
the rotational parameters (3.9). This yields a robust second-order convergence of the pure
orbital problem, and we never encountered a failing convergence of the second-order orbital
optimization. The explicit orbital-CI coupling is neglected, and thus a first-order MCSCF
convergence is achieved. This method is denoted in the following as "UC-AH" which is an
abbreviation of uncoupled AH. Each iteration of the UC-AH method is started with a com-
putation of the two-electron integrals Jkl

rs and Kkl
rs which are required in the orbital Hessian.

Afterwards, the CI coefficients are optimized until the total CI residual is reduced by the factor
of 0.1 or if a maximum of ten Davidson iterations is reached. The last step is the optimization
of the orbitals with the AH method in which the orbital gradient and Hessian are constructed
from the updated densities.

The computation of the two-electron integrals easily dominates each iteration, and there-
fore the number of two-electron integral computations should be reduced to a minimum. This
can be accomplished by including the orbital-CI coupling to reach the second-order MCSCF
convergence [39], which solves the potentially slow first-order convergence but requires still
many integral evaluations. A better solution has been developed by Werner et al. [21, 90–93],
and it is discussed in detail in Chapter 5. Here, a model energy based on the exact same
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two-electron integrals is introduced, and the optimization is shifted to the model energy. This
drastically reduces the number of two-electron integral evaluations and easily outperforms the
UC-AH method, as can be seen in Chapter 8. Another possibility is to avoid the evaluation of
these integrals by introducing approximations into the orbital Hessian, which is presented in
Chapter 7. Although faster and more robust methods are available, the UC-AH method is still
commonly used today [146, 176, 264], since it provides a reasonable robust convergence for
simple systems with a less complicated implementation.

4.4 Z-vector equation solver for CP-MCSCF

Because of our good experience with the P-space in the eigenvalue problem, we also developed
a P-space method for solving the Z-vector equation in the CP-MCSCF discussed in Section 3.5.
The linear equation solver is very similar to the P-space Davidson method described in Section
4.2, and the linear equation is projected into a similar iteratively enlarged reduced space. Here,
the P- and Q-space capture both the CI coefficients and the orbital rotation parameters. The
linear equation is then solved in the reduced space h̄z̄ = b̄, and the Q-space vectors are
obtained from the preconditioned residual as shown in equation (4.12). The construction of
the P-space is exactly the same as described in Section 4.2.

However, the coupled-perturbed Hessian shows eigenvalues which are zero and they are
associated with the CI vectors of the Nav states. This requires some additional considerations
when the linear equation system is solved. Without a P-space, this problem can be simply
avoided by projecting each new expansion vector onto the orthogonal complement of the CI
vectors [132]. However, this changes with the introduction of the P-space, since the P-space
unit vectors are not orthogonal to the CI vectors. Removing the CI vector contributions by
an extra projection destroys the sparse structure of the P-space vectors and therefore ruins the
efficient evaluation.

Instead, the orthogonal projection with the CI vectors is done within the reduced space.
Here, the reduced space is now separated into the subspace spanned by the reduced CI vectors
C̄

C̄αn = BT
αQc

n
Q and C̄Pn = cnI(P ), (4.15)

and theNP+NQ−Nav dimensional orthogonal complement. The basis vectors of the orthogonal
complement are constructed with a Gram-Schmidt orthogonalization including C̄ and NP +

NQ−Nav unit vectors. This requires one additional Cholesky decomposition in the NP +NQ

dimensional space. Afterwards, the reduced problem h̄z̄ = b̄ is projected into this NP +

48



Chapter 4 The numerical optimization of the MCSCF energy

Table 4.1: Iterations needed for solving the CP-MCSCF equations for the state-specific gradi-
ents of [Fe(NO)(CO)3]– with an active space of CAS(10,8) [164].

With P-space Without P-space
State Energy [Hartree] Pople united separated united separated

11A′ -1730.073403 78 27 33 52 63
13A′ -1730.005203 92 27 33 52 73
23A′ -1729.992157 199 27 38 52 79
13A′′ -1729.992157 183 27 38 52 79
23A′′ -1729.992021 92 27 33 52 73

NQ−Nav dimensional subspace, and the zero eigenvalues from the CI states are removed.
Additionally, convergence can be improved if the CI vectors are added as Q-space vectors
in the beginning, which guarantees that h̄C̄ = 0. The reason for this rather complicated
procedure is that one has to distinguish between small eigenvalues of the coupled Hessian and
the zero eigenvalues associated with the CI states. Therefore, the removal of small eigenvalue
contributions, for example with a singular value decomposition, cannot distinguish between
the important contributions of some small eigenvalues and the negligible contributions of the
CI states.

An example is shown in Table 4.1 where the convergence is compared with the old CP-
MCSCF implementation in Molpro. In the old program, the Z-vector equation is solved with
the Pople linear equation solver [242] which is a special from a of a preconditioned conjugate
gradient method [243]. In the new CP-MCSCF program, the Z-vector equation can be solved
with all RHS vectors united or for each RHS separately, and the results are shown with and
without a P-space. All methods are iterated until the residual is lower than 10-7. The example
is the calculation of the five state-specific gradients of [Fe(NO)(CO)3]– with an active space of
CAS(10,8) [164] and the def2-tzvp basis [213]. The difficulty in this calculation is the near de-
generacy of the two triplet states in the A′ and A′′ symmetry. Therefore, the coupled-perturbed
Hessian shows small eigenvalues which have to be included in the equation solver. This causes
severe convergence problems in the old linear equation solver, and several restarts after getting
stuck have been reported by the program. No such problems occur in the new program in
which a smooth convergence is obtained in all calculations. Here, it is advantageous to solve
the Z-vector equation for all RHS together, since expansion vectors of each RHS can contribute
to other solutions as well. This yields a 30 percent reduction of iterations without any addi-
tional costs. The P-space halves the number of iterations for both the united and the separated
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RHS treatment. However, the reduced coupled-perturbed Hessian is relatively large, since it
includes the P-space Hessian of the orbitals and the five states. In this particular example,
solving the reduced system requires a significant amount of time, such that no improvement in
the computation time could be achieved using the P-space. This might change for larger active
spaces where the action of the coupled-perturbed Hessian becomes more dominant.

50



Chapter 5 Second-order MCSCF

5 | Second-order MCSCF

The development of second-order algorithms [1, 21, 39, 70, 74, 76–93, 156, 179, 185, 265–268]
has been mainly driven in the 1980s to improve convergence of the MCSCF method. A second-
order convergence as shown in Figure 4.1 can be achieved by a NR optimization including both
a parameterization of the CI problem (xc) and the non-redundant orbital rotation parameters
(xo): (

hcc hco

hoc hoo

)(
xc

xo

)
= −

(
gc

go

)
(5.1)

The Hessian includes a CI block hcc, the orbital block hoo, and the block hco = hT
oc which

accounts for the coupling between the CI coefficients and the orbitals. The Hessian can be
similar to the CP-MCSCF Hessian discussed in Section 4.4.

The parameterization of the CI problem differs in various second-order MCSCF methods.
The reason for different CI parameterizations is the redundancy in the CI problem due to the
normalization and orthogonality of the CI states. One possibility of removing this redundancy
is to describe changes in the CI vectors with another unitary transformation as done in the
orbital problem [39,70,74,76,78,79,83,265,266]. Here, the parameters xc in the NR equation
(5.1) describe the CI rotation parameters of the unitary transformation. As an alternative, it is
also possible to work directly in the CF basis by determining the update of the CI coefficients
in the space orthogonal to the current CI vector. This can be achieved by projecting the Hes-
sian onto the orthogonal subspace, which was first proposed by Lengsfield [77] and extended
by Jensen et al. [86–89] later. All optimization methods based on a coupled NR approach
show a second-order convergence when starting close enough to the solution. However, the
starting guesses of a MCSCF optimization can be far away from this second-order region and
many NR steps are required in the beginning until the second-order convergence becomes vis-
ible. Also, the coupled Hessian matrix often exhibits negative eigenvalues in the beginning of
the optimization. This has to be considered when the update step is computed, and the nega-
tive eigenvalues produced convergence problems in the beginning of the second-order method
development [268]. The convergence can even be guaranteed [82] with an appropriate level-
shifting algorithm, although it might become very slow in the beginning. A level-shift can be
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also determined with the AH method for the coupled problem.

The reason for this slow convergence in the beginning is due to the fact that the second-
order expansion E(2)(R) of the energy cannot describe the periodicity of the unitary trans-
formation U(R), and therefore the convergence radius of the second-order orbital optimiza-
tion can be relatively small. A solution for this problem has been presented by Werner
and Meyer [90, 91] where the energy is expanded up to second-order in the orbital changes
T=U−1 instead of the rotation parameters R. This increases the convergence radius for the
occupied-virtual rotations drastically and results in a strong reduction of MCSCF iterations
while still showing a second-order convergence. Furthermore, the expansion in T requires
the exact same integrals Jkl and Kkl as the orbital Hessian and therefore does not introduce
a large computational overhead. However, the optimization with the Werner-Meyer expan-
sion requires additional sub-iterations in order to determine the minimum of the expansion.
The method has been further improved and extended to large CASSCF cases by Werner and
Knowles [21,92,93] yielding the Werner-Meyer-Knowles (WMK) method. In most cases, the
WMK method is superior to the coupled NR optimization, since the number of iterations, and
therefore, the number of integral evaluations, is significantly reduced [21, 92, 93]. Often, the
WMK method reaches convergence in just four iterations.

This entire chapter focuses on the second-order method by Werner and Knowles, and a
detailed review of the WMK method is presented in the first sections. The second part of this
chapter presents new improvements of the WMK method based on ideas and concepts of the
coupled NR optimization [1]. Furthermore, we did an entire reimplementation of the WMK
method in Molpro [190], not only to improve the convergence of the program, but also to
increase computational efficiency and introduce parallelization.

5.1 The WMK method

The foundation of the WMK method is the second-order expansion of the energy in the orbital
change T = U− 1 [90, 91]:

E(2)(T) = E0 + 2
∑
rk

TrkArk +
∑
rk,sl

TrkG
kl
rsTsl. (5.2)

The intermediates Ark and Gkl
rs are exactly the same as in the second-order expansion E(2)(R)

in equation (3.14). A comparison of both energy expansion E(2)(R) and E(2)(T) with the
exact energy is presented in Figure 5.1 for a single orbital rotation Rrk. The figure of the
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Figure 5.1: Energy plots of the exact energy, theE(2)(R) expansion, and the WMK expansion
E(2)(T) for a single active-virtual rotation (left) and for a inactive-active rotation (right). The
system is a N2 molecule with rN-N = 1.09 Å, cc-pVTZ basis [15], full valence active space, and
starting from Hartree-Fock orbitals. The left figure shows the rotation between orbital 3b1u

and 5b1u, the plot on the right hand side shows the rotation between orbital 1ag and 2ag in D2h

symmetry.

active-virtual rotation on the left hand side shows clearly the good approximation of the WMK
energy E(2)(T) for occupied-virtual rotations. A similarly good representation can be ob-
served for other occupied-virtual rotations, although the shape of the energy can vary strongly.
The convergence radius of E(2)(T) is therefore substantially larger compared to the second-
order energy E(2)(R) which shows up as the parabola in Figure 5.1. However, the energy
E(2)(T) exhibits a systematically wrong behavior for the inactive-active rotations, and an
underestimation of the orbital update is the consequence. This problem requires a separate
treatment [21,92] called the internal optimization, which is discussed in more detail in Section
5.1.1. In contrast to the E(2)(R) expansion, it is not possible to determine the minimum of
the E(2)(T) energy from a linear equation, since higher-order terms are included in the WMK
expansion. Instead, an additional optimization of the E(2)(T) energy is required, which is
substantially faster compared to the exact energy minimization.

It is very helpful to regard theE(2)(T) expansion as a surrogate of the exact energy, and the
optimization of the energy is shifted to the surrogate model. The WMK energy is optimized up
to a certain degree, which constitutes a single iteration in the MCSCF optimization. In context
of the WMK method, these iterations are also called macro-iterations. Each macro-iteration
requires a computation of the Jkl and Kkl integrals, just as it is necessary in the UC-AH
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method. The additional steps in the optimization of the WMK energy are hereinafter referred
to as micro-iterations.

The variational conditions of the WMK energy can be obtained by minimizing E(2)(T)

with the constraint that U stays unitary:

L(T, κ) = E(2)(T)−
∑
rs

(
[UTU]rs − δrs

)
κrs. (5.3)

By solving the constrained minimization one obtains the Lagrangian multiplier κrs = [UTB]rs

where the intermediate Brk is defined as:

Brk = Ark +
∑
sl

Gkl
rsTsl. (5.4)

Using the symmetry of the Lagrangian multiplier κrs = κsr one obtains the orbital variational
condition:

UTB−BTU = 0. (5.5)

If U=1, the orbital variational condition of the exact energy in equation (3.23) is reproduced.
The numerical minimization of the energyE(2)(T) is described in more detail in Section 5.1.1.

An analogue second-order expansion in T can be also derived for the Hamilton operator.
This is achieved by replacing the RDMs in Akl and Gkl

rs by the coupling coefficients γIJtu and
ΓIJ
tu,vw. Reordering the terms with respect to the coupling coefficients yields:

H
(2)
IJ (T) = δIJE

(2)
c +

act∑
tu

F c
tu

(2)γIJtu +
1

2

act∑
tuvw

(tu|vw)(2)ΓIJ
tu,vw. (5.6)

The closed-shell energy E(2)
c and the second-order transformed close-shell Fock matrix F c

tu
(2)

read:

E(2)
c =

cs∑
i

[
hii − F c

ii + 2(UTFcU)ii
]
+ 2

cs∑
ij

(TTLijT)ij, (5.7)

F c
tu

(2) =(UTFcU)tu +
cs∑
i

[
2(UTJtuU−Jtu)ii − (UTKtuU−Ktu)ii+

+ (TTLuiT)ti + (TTLtiT)ui

]
. (5.8)

The second-order transformed integral (tu|vw)(2) can be alternatively derived by inserting the

54



Chapter 5 Second-order MCSCF

unitary transformation (3.8) into the two-electron integral, building the expansion, and keeping
only terms up to quadratic order:

(tu|vw)(2) =− (tu|vw) + (UTJvwU)tu + (UTJtuU)vw+

+ (1+τtu)(1+τvw)(T
TKtvT)uw. (5.9)

Both expansions are equivalent and the state-averaged energy E(2)(T) is obtained from the
second-order transformed Hamiltonian H(2)

IJ (T) by:

E(2)(c,T) =
∑
n

Wn

∑
IJ

cnIH
(2)
IJ (T)cnJ . (5.10)

Therefore, the variational condition of the CI coefficients within the T model is:[
H(2)(T)− 1E(2)

n (T)
]
cn = 0. (5.11)

In each macro-iteration, the orbital and CI variational condition are solved up to a certain
degree of accuracy, which is equivalent to an optimization of the model energy E(2)(c,T). In
the original WMK method [21, 92, 93], this optimization is done with a first-order two-step
optimization similar to the UC-AH method described in Section 4.3. The minimization of
the model energy E(2)(c,T) is computationally less expensive, since all intermediates can be
stored in memory and no recomputation of the integrals Jkl and Kkl is required. An overview
of all steps in a single macro-iterations is presented in Figure 5.2.

5.1.1 Micro-iterations

The micro-iterations are the optimization steps of the energy E(2)(c,T) in each macro-
iteration. In the beginning of the WMK development, the optimization of the orbital rota-
tion generators has been achieved by a preconditioned descending gradient optimization [90].
However, a second-order orbital optimization is required for robust convergence [21, 92, 93]
because of the close relationship with the exact energy. In order to derive the gradient and the
Hessian of E(2)(T), an update for a given T(R) is defined [92, 93]:

T(R+∆R) = T(R) +U(R)(∆R+
1

2!
∆R2 + . . .). (5.12)

This is obtained from the iterative update of the unitary transformation U(R+∆R) ≈
U(R)U(∆R). Inserting the update formula into equation (5.2), differentiating with respect
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P-space Davidson CI optimization

MCSCF convergence check
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Micro-iterations

Orbital CI opt.

Internal transformation with R=1
2
(U−UT)

Micro-iterations

Orbital CI opt.

Figure 5.2: Flowchart of a single macro-iteration. The micro-iterations and the internal opti-
mization are discussed in Section 5.1.1 and 5.1.2.

to ∆Rkl, and evaluating at ∆R=0 yields the gradient g̃rk and the Hessian h̃rk,sl for a given T

matrix:

g̃rk =2
(
Ãrk − Ãkr

)
(5.13)

h̃rk,sl =(1− τrk)(1− τsl)
[
2G̃kl

rs − δkl
(
Ãrs + Ãsr

)]
, (5.14)

where
Ãrk =

[
UTB

]
rk
, Ãra = 0 and G̃kl

rs =
[
UTGklU

]
rs
. (5.15)

With the update-equation (5.12), the gradient reproduces the variational conditions of the en-
ergy E(2)(T) in equation (5.5). Furthermore, the orbital gradient (3.21) and Hessian (3.22) of
the exact energy are reproduced at the stating point U=1.

It is important to point out that the computation of G̃kl
rs is not needed if the update step ∆R

is computed with a direct method:∑
sl

G̃kl
rs∆Rsl =

∑
r̄

UT
rr̄

[∑
sl

Gkl
r̄s(U∆R)sl

]
. (5.16)

This reduces the scaling from O(N2
occN

3
orb) for the G̃kl

rs computation to O(N2
occN

2
orb) for each

direct step. In our new implementation, the orbital step ∆R is obtained from the P-space AH
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method as described in Chapter 4. This allows a more accurate computation of the orbital
update compared to the old implementation in which only few iterations of a simple Davidson
procedure are used. After calculating ∆R, the matrices U and T are updated with equation
(5.12) where the fast evaluation of the energy E(2)(T) allows us to verify the energy decay
for the updated T. If the step is too large and the energy increases, the trust-radius of the AH
method is adjusted and a new step ∆R is computed. This procedure guarantees the minimiza-
tion of the model energy in every step.

After the update of U and T, the second-order transformed integrals (5.7) - (5.9) are com-
puted and the CI coefficients are optimized with the P-space Davidson method and the trans-
formed Hamiltonian H(2)

IJ (T). Finally, the one- and two-particle RDMs are recalculated, and
the orbital optimization is restarted. This uncoupled optimization is repeated until the current
orbital gradient g and CI residual r are lower than the squared norm of the initial gradient
|g0| which is obtained after the internal optimization:

√
|g|2 + |r|2 ≤ |g0|2 = ε. This is nec-

essary to ensure the second-order convergence of the macro-iterations. Because of the good
approximation of the WMK energy, it is also reasonable to converge the micro-iterations in
the first macro-iterations with a tighter threshold, and the final convergence criterion of the
micro-iterations is ε=min(|g0|2, 0.01|g0|). Furthermore, the micro-iterations are terminated
for tiny energy changes or after reaching 20 updates of the U matrix to avoid an overdoing of
the model optimization.

The separated optimization of the orbital and the CI problem allows various options for
fine-tuning the micro-iterations by changing the number of orbital updates and Davidson it-
erations in each micro-iteration. In the original implementation, the orbital problem is nearly
fully converged before the Davidson optimization is started. This procedure is designed to
reduce the number of CI updates in the micro-iterations and is denoted "Uncoupled (CI)".
However, we found that this optimization strategy often leads to a slow convergence of the
micro-iterations [1]. It can be improved if more Davidson steps are done in the CI update
and, secondly, if the frequency between the orbital and CI updates is increased. We therefore
implemented a second micro-iteration strategy that is very similar to the previously described
UC-AH method. Here, the CI optimization is started after each update of the U matrix, and the
CI residual is lowered by 0.1 in each CI optimization. The increased number of CI optimiza-
tion steps is partially compensated for by a faster convergence of the micro-iterations. Often,
the number of macro-iterations are reduced as well, which is demonstrated in the benchmark
chapter. Since this strategy focuses on minimizing the orbital optimization steps, it is denoted
as "Uncoupled (Orb)".
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The efficiency of both strategies strongly depends on the problem. For example, an enor-
mous active space justifies the use of the Uncoupled (CI) method, since less Davidson it-
erations are preferable to potentially more macro-iterations. It is possible to chose the opti-
mization strategy automatically by comparing the approximated computational cost of a single
Hamiltonian with the most dominant step in the orbital optimization, the generation of the Gkl

matrices:
q =

OCI

Oorb

=
nCFNavn

4
act

[n4
act + n2

actncs + n2
cs/2]n

2
orb

≈ nCFNav

n2
orb

. (5.17)

In the last step, the contributions of ncs are neglected if ncs � n2
act, which is usually the case

in a second-order optimization. We found q = 10 to be a reasonable threshold for switching
from the Uncoupled (Orb) strategy (q ≤ 10) to the Uncoupled (CI) method (q > 10). The
choice may not be optimal near the switching point, but typically, the computation times of
both strategies are similar at q = 10.

Nevertheless, both optimization strategies yield a first-order convergence of the micro-
iterations, since no explicit coupling terms are considered. This can cause severe convergence
problems if there is a strong coupling between the CI coefficients and the orbitals. In order
to fix this problem, we developed a new micro-iteration solver featuring an explicit orbital-CI
coupling. This coupled optimization is described in more detail in Section 5.2.

5.1.2 Internal optimization

As shown in Figure 5.1, the inactive-active rotations feature a systematically wrong x4 behav-
ior [21,92]. This inactive-active rotations are also called internal rotations, since only occupied
orbitals are involved. The wrong asymptotic behavior reduces the convergence radius of these
internal rotations and results in an underestimation of the internal update. The problem can
be solved by starting each macro-iteration with an additional optimization restricted to the
internal rotations [21, 92]. Fortunately, this internal optimization is very efficient, since all
required internal integrals involve only occupied orbitals and can be held in memory for the
entire optimization. Also, transformations of the internal integrals is very efficient, since only
transformation among occupied orbitals occur. The internal optimization is equivalent to an
UC-AH optimization of the inactive-active rotations. Since the number of internal rotations
is small, the full Hessian and can be directly calculated from the internal integrals, and the
AH matrix can be diagonalized without a direct method. A CI optimization is also done after
each orbital update to include the fist-order orbital-CI coupling. Typically, only 3 iterations
are required to converge the internal optimization. After finishing the internal optimization, a
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final transformation of the full integrals with the internal update Ukl is required:

J k̃l̃
r̃s̃ =

∑
r

Urr̃

∑
s

Uss̃

∑
k

Ukk̃

∑
l

Ull̃J
kl
rs, (5.18)

and the same transformation is also performed for the Kkl
rs integral. Here, U only differs from

the identity in the occupied-occupied block. The transformation scales asO(NorbN
4
occ) and can

still be done in memory. We also implemented a parallelized version in which the loops over
l and k are done in parallel. This transformation avoids the expensive recomputation of the
integrals Jkl

rs and Kkl
rs if only internal rotations are involved. The number of macro-iterations

are considerably reduced with the additional internal optimization, as shown in Reference [21].

Additionally, the number of macro-iterations can be further reduced by an additional in-
ternal transformation (5.18) after converging the micro-iterations [21, 92]. Here, the internal
rotations Rkl are approximated by the antisymmetric part of the total transformation U ob-
tained from the micro-iterations:

Rkl ≈
1

2

[
U−UT

]
kl
. (5.19)

If the internal step is larger than a certain threshold, the additional internal transformation is
performed with the unitary matrix obtained from the rotations Rkl. Afterwards, the micro-
iterations are repeated with the transformed integrals starting with the previously obtained U

matrix. All these extra steps efficiently correct the wrong asymptotic behavior in the WMK
energy, and the additional computational effort is easily compensated for by the faster conver-
gence of the macro-iteration.

5.2 Coupled optimization of the micro-iterations

The optimization in the micro-iteration does not include any explicit coupling between the
CI coefficients and the orbitals. It therefore shows only a first-order convergence which can
potentially become very slow. A consequence is either an extremely large number of CI op-
timization steps or a large number of macro-iterations if the micro-iterations are terminated
prematurely by reaching the given maximum iteration number. This problem can be solved
by including the explicit coupling between the CI coefficients cnI and the orbital rotation pa-
rameters Rrk in a shared Hessian matrix (5.1) as done in many other second-order MCSCF
methods. A prototype of such a coupled optimization was already developed in my master
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thesis [269] which is based on the coupled optimization of Jensen et al. [86–89]. The cou-
pled optimization of the energy E(2)(c,T) solves the problem of the slow convergence but,
unfortunately, required a massive number of Hamiltonian actions and RDM evaluations. The
reason behind is that each block in the coupled Hessian (5.1) requires either a Hamiltonian
action (Hc) or RDM evaluation for each action of the Hessian. This can also be seen in the
equations of the CP-MCSCF in Section 4.4 which are very similar to the coupled optimization
of the WMK energy.

In order to reduce the number of Hamiltonian actions and RDM evaluations, we modified
the approach of coupling the CI coefficients and the orbitals [1]. We keep the basic structure
of the Uncoupled (Orb) method and start with the pure CI optimization first. In the subsequent
orbital optimization, the reduced CI space from the Davidson method is kept and coupled with
the orbital rotation parameters in an united Hessian matrix. A second update of the CI vector
is then obtained from the coupled AH problem. This way, only the coupling with the reduced
space is included and the number of CI evaluations is reduced. The level of coupling can be
increased by adding additional CI expansion vectors derived from the coupled residual. The
advantage of this method is that we can optimize the CI problem first where only a single
Hamiltonian action is required for each Q-space vector and state. Afterwards, we reuse the
reduced space from the Davidson method for the coupling in the orbital optimization.

We recall the definitions of the reduced space in the Davidson method introduced in Section
4.2. The reduced space is spanned by the Nc solution vectors C which are constructed from
the P- and Q-space vectors. The second optimization of the CI problem is done with a unitary
transformation V(S) parameterized by the rotation parameters Spq as done in many other
second-order MCSCF methods [39, 70, 74, 76, 78, 79, 83, 265, 266]:

V = exp(S) with S = −ST. (5.20)

We assume that the vectors in C are sorted according to their energy such that the current
solution of the CI vectors are cnI = CIn. The updated CI solution c̃ then reads:

c̃nI = [C exp(S)]In. (5.21)

Only rotations with the Nav states are required, since all other rotations are redundant and
removed, i.e. Spq for q < Nav are redundant. As shown below, rotations between states with
equal weights Wn are redundant as well and also excluded.

The WMK energy depending on the CI rotations S and the orbital changes T can be ob-
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tained from equation (5.10) where the updated CI vectors c̃nI are inserted:

E(2)(S,T) =
∑
n

Wn

∑
IJ

c̃nIH
(2)
IJ (T)c̃nJ =

∑
n

Wn[exp(S)H̄
(2)(T) exp(S)]nn. (5.22)

Here, H̄(2)(T) is the transformed Hamiltonian H(2)
IJ (T) in equation (5.6) projected into the

reduced space C:
H̄(2)(T) = CTH(2)(T)C. (5.23)

If C includes all CFs, the energy E(2)(S,T) is an equivalent parameterization of E(2)(c,T).
The update formula (5.12) is inserted into the energy E(2)(S,T) to express the dependency
on ∆R for a given T which is indicated in the following by the subscript T. A second-order
expansion of the resulting energy E(2)

T (S,∆R) in S and ∆R reads:

E
(2)
T (S,∆R) = E(2)(T) + g̃Tcxc + g̃Toxo +

1

2
xTc h̃ccxc +

1

2
xTo h̃ooxo + xTo h̃ocxc, (5.24)

where xo and xc contain the non-redundant parameters of ∆R and S, respectively. g̃ and h̃

are the gradient and the Hessian where the subscript o and c indicate the orbital and the CI
sub-blocks as done in equation (5.1).

The orbital gradient and Hessian in equation (5.13) and (5.14) are reproduced, since the
energy E(2)(S,T) is equal to E(2)(T) for S = 0. The CI gradient and Hessian reads:

[g̃c]pm = 2
[
Wm −Wp

]
H̄(2)

pm(T) (5.25)

[h̃cc]pm,qn = (1−τpm)(1−τqn)
[
δmnH̄

(2)
pq (T)

(
2Wm−Wp−Wq

)]
, (5.26)

where we assume p >m, q > n, and Wp = 0 for p > Nav. Both derivatives become zero for
rotations between states with equal weights which shows that these rotations are redundant.
Furthermore, the CI Hessian is block diagonal, since it vanishes for different states where
m 6=n. The coupling block h̃oc is given by:

[h̃oc]rk,pm = 4(Wm −Wp)
[
Ãpm

rk − Ã
pm
kr

]
. (5.27)

Here, the Ãpm
rk is defined analogously to Ãrk, but the density is replaced by the transition

density matrices Dpm
tu and Dpm

tu,vw between the Nav states (m) and the other vectors in C (p):

Dpm
tu =

∑
IJ

CIpγ
IJ
tu c

m
J =

∑
I

CIpD
Im
tu and Dpm

tu,vw =
∑
IJ

CIpΓ
IJ
tu,vwc

m
J . (5.28)
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The expensive computation of the A and Gkl matrix for every transition density Dpm is not
required at all. Instead, the Ãpm matrix can be constructed from additional intermediates Prk

and Qvw
rk :

Ãpm
ri = 2δpmPri +

act∑
tu

Dpm
tu Q

tu
ri and Ãpm

ru =
act∑
u

PruD
pm
ut +

act∑
uvw

Dpm
tu,vwQ

vw
ru . (5.29)

The intermediates P and Qvw are defined as

Prk = (UTFcU)rk +
cs∑
j

(UTLkjT)rj (5.30)

and

Qvw
ri = 2(UTJvwU)ri − (UTKvwU)ri + (UTLiwT)rv (5.31)

Qvw
ru = (UTJvwU)ru + 2(UTKuwT)rv. (5.32)

These intermediates are calculated alongside with the A and G matrices, and their computation
is negligible compared to the G matrix construction.

The optimization step of the energy E(2)(S,T) is calculated with the AH method:−ε g̃Tc g̃To

g̃c h̃cc − ε h̃co

g̃o h̃oc h̃oo − ε


 1

xc

xo

 = 0. (5.33)

The diagonalization of the AH matrix is again done with the P-space Davidson variant where
all CI rotation parameters are added to the P-space. Since we consider only rotations within
the reduced CI space, the number of CI rotations is typically relatively small. The rotational
P-space is determined as described in Section 4.2. The solution of the AH equation yields
the orbital and CI rotations ∆Rrk and Spm, and the orbitals are transformed exactly as in the
Uncoupled optimization. However, they are different compared to the pure orbital optimization
because of the CI part in the Hessian. The CI rotations are also used for a second update of
the CI vectors as shown in equation (5.21). The transformation of the CI vectors can have
the side effect that the off-diagonal elements of the Nav states in the Hamiltonian are not
necessarily zero after the update. This is due to the fact that only the subspace spanned by the
CI vectors is optimized by the CI rotations for equal weights, since all rotations Smn between
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Energy convergence in the second macro-iteration of stretched N2

Uncoupled (Orb)

Coupled (Pspace=50)

Coupled (Pspace=150)

Coupled (Pspace=396)

Figure 5.3: Micro-iteration convergence of the Uncoupled (orb) method and the coupled op-
timization with different sizes of the reduced space. The example shows the micro-iterations
in the second macro-iteration of the ground state optimization of a stretched N2 molecule
(rN-N = 3 Å) with a full valence active space and the cc-pVTZ basis [15].

the states are redundant. This can easily be fixed by a cheap extra diagonalization of the
transformed Hamiltonian in the basis of the Nav transformed states. This is the last step in a
single micro-iteration, and the subsequent micro-iteration is started again with CI optimization
of the transformed Hamiltonian H(2)

IJ (T).

The additional computational costs from the coupling are essentially the evaluation of the
one- and two-particle transition density matrices Dpm. Here, one should definitely reuse the
P- and Q-space structure from the Davidson method to compute only the transition densities
Dnα between the Nav states and the Q-space vectors BQα. The evaluation of the P-space
transition densities DI(P )n

tu and DI(P )n
tu,vw is rather cheap. The final transition-densities Dpm can

be assembled from the solution C̄ of the reduced Hamiltonian and the P- and Q-space transition
density matrices.

If the reduced space C covers all CFs, the coupling is fully described and a second-order
convergence of the micro-iterations can be observed. In practice, this is only possible for a
tiny active space with several hundreds of CFs. The level of coupling depends on the size of
the reduced space spanned by C and increasing the size of C reduces the number of iterations.
This is demonstrated for the stretched N2 molecule in Figure 5.3, where the uncoupled micro-
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iterations in the second macro-iteration show a rather slow convergence. The convergence
is improved with an increasing size of the reduced space, which is achieved by adding more
P-space configurations. A second-order convergence is obtained if all 396 determinants are
added. The full P-space is also used in the uncoupled optimization with Uncoupled (Orb). A
more efficient way of increasing the coupling is presented in the next section, where specially
constructed expansion vectors are added into the reduced space. These vectors are derived
from the solution of the coupled AH problem (5.33).

5.2.1 Additional expansion vectors

New expansion vectors can be added to the reduced space in order to increase the coupling.
They are derived from the residual of the coupled AH method in the full CF basis. The equa-
tion of the coupled Hessian in the full CFs basis is exactly the same as the coupled Hessian
discussed in the CP-MCSCF method in Section 4.4, but with all intermediates replaced by
their tilde version. The CI part of the residual rn of the current update ∆c and ∆R reads:

rnI =
[
[H(2)(T)− 1E(2)

n (T)](cn+∆cn)
]
I
− ε∆cnI+

+ 2
∑
r>k

[
(ÃIn

rk − ÃIn
kr )∆Rrk − cnI (Ãn

rk − Ãn
kr)∆Rrk

]
, (5.34)

where ε is the level-shift from the AH method. The summation over the orbital transforma-
tion generators ∆R can be rewritten into a one-index transformation of the integrals (5.7) -
(5.9). This can be efficiently computed by using the intermediates Prk and Qvw

rk from the Ã

construction:

F̃ c
tu
(2) =

1

2
(1 + τtu)

[ cs∑
i

(∆RTQtu)ii + (∆RTP)tu

]
(5.35)

˜(tu|vw)
(2)

=
1

8
(1 + τtu)(1 + τvw)

[
(∆RTQvw)tu + (∆RTQtu)vw

]
. (5.36)

Thus, it is possible to replace the coupling part in the residual by the Hamiltonian H̃(2)
IJ (T) and

the energy Ẽ(2)
n (T) where both are constructed from the transformed integrals:

rnI =
[
[H(2)(T)−1E(2)

n (T)](cn+∆cn)
]
I
− ε∆cnI + 2

[
[H̃(2)(T)cn]I − Ẽ(2)

n (T)cnI

]
. (5.37)

64



Chapter 5 Second-order MCSCF

In a last step, the update cn+∆cn is replaced by the first-order update of the transformation
V(S) in equation (5.21):

cnI +∆cnI = [C(1+ S)]In, (5.38)

and the final residual reads:

rnI = [H(2)(T)C(1+ S)]In − E(2)
n (T)[C(1+ S)]In − ε[CS]In+

+ 2
[
[H̃(2)(T)cn]I − Ẽ(2)

n (T)cnI

]
. (5.39)

Nav new expansion vectors are obtained by preconditioning the residual as it is done in the
Davidson method (4.12) followed by an orthonormalization to the existing reduced space. Af-
terwards, the transition density matrices and the Hamiltonian action of the Nav CI vectors are
computed and stored for each new expansion vector. They are used to calculate the additional
rows and columns of h̃cc and h̃oc. The first set of expansion vectors is determined when the
Davidson-procedure of the AH matrix is converged. Afterwards, the updated AH problem is
solved again where the Q-space can be reused. In case of multiple states, the number of transi-
tion density matrix evaluations can be reduced by excluding the rotation Snp if matrix element
H̄

(2)
np (T) is close to zero. This is justified by the vanishing gradient g̃np, indicating that this

rotation is not important, and the exclusion of rotation Snp avoids the evaluation of Dnp.

One can either add a fixed number of m expansion vectors per state, which is denoted in
the following as "Coupled (m)", or define an automatic criterion. In the automatic criterion the
expansion vectors are added until the relative change of energy E(2)

T (S,∆R) is lower than ten
percent. Typically, that is achieved after three update vectors, and the WMK method using the
automatic criterion is named "Coupled (auto)". The calculation of the residual requires one
Hamiltonian action, and each new expansion vector requires one action of the Hamiltonian
and one transition density matrix evaluation with each of Nav states. Therefore, the number of
expansion vectors should be as low as possible, and a maximum of five vectors is added in our
program even though the automatic criterion is not fulfilled.

Figure 5.4 shows the convergence of the micro-iterations for the 1A2 state optimization of
the CrO3 molecule [270] for a different number of additional expansion vectors. In the third
macro-iteration, the convergence of the micro-iterations slows down considerably as can be
seen in the blue curve of the Uncoupled (Orb) method. The calculation is done with the def2-
TZVP basis set [213] and a CAS(10,10) active space, including the bonding and anti-bonding
3d orbitals of Chromium with the surrounding Oxygen atoms. The convergence successively
improves the more expansion vectors are added. Strong improvements are obtained through
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Figure 5.4: Micro-iteration convergence in the third macro-iteration of CrO3 [270]. The num-
ber of additional expansion vectors is shown in parenthesis.

the coupling with the reduced space (Coupled (0)) and if one additional expansion vector is
added (Coupled (1)). With the automatic criterion (Coupled (auto)), mostly three additional
expansion vectors are added yielding nearly a second-order convergence.

5.2.2 Disadvantages of the explicit coupling

The explicit coupling solves the problem of the slow first-order convergence in the micro-
iterations. However, this comes to the price of calculating numerous additional transition
density matrices and Hamiltonian action vectors. Unfortunately, the additional cost in the
CI optimization cannot always be compensated for by the faster convergence of the micro-
iterations. This becomes especially critical for a larger number of CFs where the CI part
becomes more and more dominant. An improvement compared to the uncoupled optimization
can only be observed in few cases as shown in benchmark calculations in Chapter 8. This
restricts the application of the explicitly coupled WMK method to very small active spaces
or hardly converging cases. In the next section, we found another approach for including the
orbital-CI coupling into the MCSCF method without performing any additional CI evaluations.
In this method, the uncoupled optimization is combined with a limited-memory BFGS (L-
BFGS) convergence acceleration which treats the coupling on a quasi-Newton level.
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6 | Quasi-Newton coupling

In this section we present a more approximated way of including the orbital-CI coupling with-
out introducing any further CI evaluations. This is possible through the development of quasi-
Newton (QN) methods in which an approximated Hessian is iteratively constructed from the
gradients and steps along the optimization. To illustrate how this works in a two-step environ-
ment, we recall the coupled NR equation (5.1) rearrange it to:

(hoo − hoch
−1
cc hco)xo = −(go − hoch

−1
cc gc) = ḡo. (6.1)

It is also possible to derive a second-order MCSCF based on equation (6.1) [70,83,85]. How-
ever, the Hessian blocks h−1

cc , hco, and hoc require also additional CI evaluations, and therefore
these methods do not feature any strong advantage compared to the coupled NR method.

The gradient ḡo includes the orbital gradient go and a second-order update introduced
through the coupling block hoc and the uncoupled CI step ∆c = −h−1

cc gc. In the two-step
optimization, the orbital gradient ḡo is computed from the updated densities, and therefore
already includes the CI update on a higher-order level as in the shown ḡo. This is the reason
for the first-order convergence of the two-step method, since this already introduces a weak
form of coupling. The Hessian on the right hand side can be seen as an effective Hessian
which includes the orbital Hessian hoo and a correction term −hoch

−1
cc hco accounting for the

coupling. The idea behind the QN coupling is to approximate this correction term with a QN
Hessian. This is possible since the QN Hessian is constructed from the orbital gradient which
includes the coupling through the updated densities.

This idea has already been briefly described in 1990 by Malmqvist et al. [65], but details
are not given. Nevertheless, it is successfully used to accelerate the Super-CI convergence in
the Molcas program [271]. We first developed a QN coupling for the micro-iteration optimiza-
tion of WMK method [1]. In this approach, the orbital Hessian is replaced by a QN Hessian
when close to the convergence. The QN method utilized for the updates is the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) method, which is also briefly discussed in the next section.
However, after publishing this approach, we found a general way to build a convergence ac-
celerator based on the BFGS method [2], which is also derived in Section 6.2. In this work,
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we therefore only present the QN coupling with the L-BFGS acceleration.

6.1 The L-BFGS optimization

In general, a QN method is based on a NR optimization with an approximated Hessian matrix
hQN . There is a large variety of different QN methods, in this work, however, we mainly
focus on the BFGS optimization, since it can be also employed as a convergence accelerator.
The method is named after its discoverers Broyden [272], Fletcher [273] Goldfarb [274], and
Shanno [275], and it is the most used QN method today. The BFGS method is described in
various numerical optimization textbooks. Here, we follow the introduction given by Nocedal
and Wright [259].

The general idea is to construct a model Hessian from the gradients and steps in an iter-
ative minimization of an objective function f(s). The optimization step xn at iteration n is
calculated from the NR equation of the current model Hessian hQN

n :

hQN
n xn = −gn. (6.2)

This step is used to update the current location sn+1 = sn + αxn, where α controls the length
of the taken step. The parameter α is typically determined with a line-search algorithm. The
Hessian is updated in each iteration such that a quadratic model fn+1 reproduces the gradient
at sn+1 and sn:

fn+1(sn+1 + x) = f(sn+1) + gTn+1x+ xThQN
n+1x. (6.3)

By construction, this expansion reproduces the gradient gn+1 for x= 0. The second require-
ment that the gradient gn is reproduced at sn (x = sn−sn+1) yields the following equation:

gn+1 − hQN
n+1(sn+1 − sn) = gn. (6.4)

After rearranging, one obtains the secant equation which is the first condition for the Hessian
update:

hQN
n+1zn = yn. (6.5)

The displacements zn and the change in the gradient yn are the foundation of the BFGS
method, and they are called BFGS vectors in the following:

yn = gn+1 − gn and zn = sn+1 − sn. (6.6)
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Furthermore, the QN Hessian should stay positive definite to avoid convergence problems.
This is achieved by a second condition known as the curvature condition:

ρn = yT
nzn > 0. (6.7)

The curvature condition is not necessarily fulfilled for non-convex functions, and additional
restrictions in the line-search procedures are necessary. This can be achieved, for example,
with a line-search based on the Wolfe conditions [259]. In the one-dimensional case, the
secant equation returns the finite difference approximation, and the QN method reproduces the
secant method. In the multi-dimensional case, however, the secant equation and the curvature
condition are both not enough to uniquely define an update of the QN Hessian, and indeed,
there is a whole class of QN methods with different update equations [85, 259].

The lengthy derivation of the BFGS update formula is omitted here and can be found for
example in Reference [259]:

hQN
n+1 = hQN

n +
yny

T
n

ρn
− (hQN

n zn)(h
QN
n zn)

T

zTnh
QN
n zn

. (6.8)

The initial Hessian hQN
0 is often chosen to be the identity matrix, but also other starting guesses

are possible, as for example the diagonal of the Hessian [276]. It is not mandatory to store the
full Hessian, since the Hessian consists of cheap rank one updates.1 It is also possible to derive
an update scheme for the inverse Hessian:

[
hQN
n+1

]−1

=
(
1− zny

T
n

ρn

) [
hQN
n

]−1
(
1− ynz

T
n

ρn

)
+

znz
T
n

ρn
, (6.9)

which can efficiently be computed using the algorithm shown in Figure 6.1. Furthermore, it
is not necessary to keep all BFGS vectors along the optimization, since the very old updates
may not be relevant anymore. Instead, the BFGS Hessian can be built from the m recent
BFGS vector pairs {yi, zi}. This is particularly important for high dimensional optimization
problems in which the storing and the scalar products with the BFGS vectors may become
critical. The method is known as the L-BFGS method and has been introduced by Nocedal
[186].

In quantum chemistry, the major application of QN methods is the geometry optimiza-
tion [276], since it provides fast convergence without the computation of the extremely ex-

1A rank one update has the following structure: βvvT .
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pensive molecular Hessian [277, 278]. Nevertheless, it has also been used for the MCSCF
optimization as well. Already in 1975, a MCSCF optimization based on a QN updated Hes-
sian has been presented [44]. Since then, the MCSCF orbital optimization with the BFGS
method appears occasionally [85, 135, 136, 184, 279, 280] in order to avoid the computation
of the orbital Hessian. Often, the approach of Fischer and Almlöf [276] is used, where the
initial Hessian hQN

0 is given by an approximated diagonal of the orbital Hessian calculated
from the starting guess [135, 184, 279]. However, it has also been reported in a subsequent
publication [176] that a NR optimization is “significantly more stable”.

We have also developed a BFGS orbital optimization [1] in order to improve the potentially
slow two-step convergence of the micro-iterations in the WMK method. When the step-length
becomes small, the orbital Hessian is replaced by the QN Hessian. Here, the initial Hessian
in the BFGS method is given by the exact full orbital Hessian [136], which is then iteratively
updated as shown in equation (6.8). In this process, it is only necessary to compute and store
the rank one update vectors of the BFGS Hessian. The orbital update is calculated from the
BFGS Hessian with the AH method. This already solves most of the convergence problems,
and examples are given in Reference [1].

6.2 L-BFGS convergence acceleration

The iterative construction of the inverse L-BFGS Hessian can be completely avoided, if only
the action on a vector is required. As shown by Nocedal [186, 259] and in Figure 6.1, it is
possible to unroll the recursive construction of the inverse L-BFGS Hessian (6.9) which is
called the two-loop recursion. It provides an efficient implementation of the L-BFGS method,
and furthermore, it separates the action of the initial Hessian. The algorithm can be divided
into three steps: the first loop (lines 2-6) can be seen as a preconditioning of the gradient
(gn+1 → ḡ1). Afterwards, a step is calculated (line 7) from the preconditioned gradient by the
action of the inverse initial Hessian (ḡ1 → x̄1). At the end, the second-loop (lines 8-12) is a
post-processing of the calculated step (x̄1 → xn+1). In a classical L-BFGS implementation,
the initial Hessian h0 is either kept fix (e.g. the identity matrix) or changes during the iterations
(e.g. a scaled identity matrix). However, as pointed out by Nocedal [259], the choice of the
initial Hessian allows some flexibility as long as it stays positive definite. This can also be seen
when the BFGS update (6.8) is inserted into the secant equation (6.5). The secant equation is
fulfilled without imposing any restrictions on the previous Hessian hQN

n or the initial Hessian
hQN
0 . However, the initial Hessian has to be positive definite, since this cannot be fixed by the
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Input: Gradient gn+1 and the last m {yi}, {zi}, and {ρi}
Output: Step xn+1 = −[hQN

n+1]
−1gn+1

1: ḡm+1 = gn+1

2: for i = m,m− 1, . . . , 1 do
3: j = i+ n−m
4: αi = ρjz

T
j ḡi+1 (store αi)

5: ḡi = ḡi+1 − αiyj

6: end for
7: x̄1 = −[hQN

0 ]−1ḡ1

8: for i = 1, . . . ,m do
9: j = i+ n−m

10: βi = ρjy
T
j x̄i

11: x̄i+1 = x̄i + zj(−αi − βi) (read αi)
12: end for
13: xn+1 = x̄m+1

Figure 6.1: The L-BFGS two-loop recursion algorithm for calculating the action of the inverse
L-BFGS Hessian [186].

BFGS updates. This flexibility allows us to replace the initial Hessian in each iteration by an
approximation of the current Hessian.

We utilize the L-BFGS as a convergence acceleration of the MCSCF method. Here, the
step calculation in line 7 is replaced by the AH method, which also ensures the non-negative
eigenvalues through the level-shift. The Hessian in the AH can either be the true orbital Hes-
sian or an approximated version of the orbital Hessian introduced in the next chapter. The
coupling part in equation (6.1) is approximated by the L-BFGS method. This is more robust
than replacing the complete orbital optimization with the L-BFGS method, since the current
orbital Hessian is fully included. Furthermore, it is also possible to include the CI gradients
and vectors into the L-BFGS procedure, since both are available after the Davidson optimiza-
tion in the two-step method. Before going into detail how this is exactly done in the MCSCF
two-step optimization, we first discuss a simplified example which is the optimization of the
CI eigenvalue, where the L-BFGS is used to accelerate the direct-CI optimization. The con-
vergence is compared to the P-space Davidson method.

Before the Davidson method was developed, the direct-CI optimization had been used for
solving of the full-CI problem iteratively [281]. In the direct-CI method, an update of the
CI coefficients is determined from the preconditioned residual, as it is done in the Davidson
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Figure 6.2: CAS-CI optimization of the chromium dimer (rCr-Cr = 1.69 Å), aug-cc-pVQZ
basis [282], and a full valence active space. The orbitals are obtained from a previous CASSCF
optimization. The difference to the final energy is shown for the non-accelerated direct-CI
method (blue), the L-BFGS accelerated direct-CI (orange and green), and the conventional
P-space Davidson method (red).

method to calculate a new expansion vector:

∆cI = −
gI

HII − E − λ
with g = Hc− Ec and cTc = 1. (6.10)

The parameter λ > 0 is a damping parameter and E = cTHc is the current energy. The CI
vector is normalized after each update. The direct-CI method can be improved by introducing
a P-space similar to the P-space Davidson method. The gradient is calculated by diagonalizing
the reduced Hamiltonian built from the P-space configurations and the current CI solution.
This is not significantly more expensive than the gradient calculation in equation (6.10), but
yields the optimal coefficients for the P-space configurations. Therefore, the CI gradient cal-
culation is equivalent to the Davidson method without any Q-space vectors. The P-space
improves the direct-CI optimization considerably and makes the comparison with the P-space
Davidson method fair.

To obtain the L-BFGS accelerated direct-CI method, the update step with the initial Hes-
sian (Figure 6.1, line 7) is replaced by direct-CI update (6.10). Figure 6.2 shows the energy
convergence of the direct-CI method with and without the L-BFGS acceleration. The conver-
gence of the conventional P-space Davidson method is also shown. The example is a CAS-CI
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MCSCF two-step optimization:

Davidson CI optimization

Orbital gradient calculation

Orbital optimization

Orbital update

L-BFGS accelerated MCSCF optimization:

Davidson CI optimization

Orbital gradient calculation

Add L-BFGS vector pair {yn, zn}

L-BFGS preconditioning

Orbital opt. Direct-CI step

L-BFGS post-processing

CI and orbital update

Figure 6.3: Flowchart of a single iteration in the MCSCF two-step optimization and the L-
BFGS accelerated MCSCF optimization.

ground state optimization of the chromium dimer molecule with a full-valence CAS(12,12)
active space (107216 Slater determinants, and D2h symmetry used). This is a particularly dif-
ficult case, since multiple configurations are strongly contributing to the wavefunction, and
the P-space Davidson method shows a rather slow convergence. The direct-CI optimization
without the L-BFGS acceleration requires a large damping parameter λ = 5, since otherwise,
the energy starts oscillating heavily. The result is a very slow linear convergence. When
the L-BFGS acceleration is added the convergence significantly improves. Furthermore, the
L-BFGS acceleration enables a lower damping parameter λ = 1, which improves the conver-
gence considerably without introducing oscillations, and in the end, the convergence is very
similar to the Davidson method. We found this result quite astonishing, since the Davidson
method yields the optimal results within subspace spanned by the expansion vectors. In this
particular example, the number of BFGS vectors and Davidson expansion vectors are equal.

Now we shift focus back on the MCSCF problem. An overview of the L-BFGS accelera-
tion of the two-step optimization is shown in Figure 6.3. In order to improve the coupling, both
the orbital rotation parameters and the CI coefficients are included in the acceleration. The CI
part is very similar to the previously discussed example, and the CI residual is obtained from
the Davidson solver. The displacement vector of the orbitals is given by the rotation update
R which has been used in the last orbital transformation with U = exp(R). In summary, the
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BFGS vectors of iteration n+1 in the MCSCF optimization read

yn =

(
[gc]n+1 − [gc]n

[go]n+1 − [go]n

)
and zn =

(
cn+1 − cn

Rn

)
. (6.11)

The BFGS vectors are computed and stored after the CI optimization, and the orbital gradient
is calculated with the updated density. At this point, we have a consistent set of the CI vector,
the CI residual, the orbital gradient, and the orbital update to form a new BFGS vector pair
{yi, zi}. The orbital optimization is done with the AH method, where the gradient is replaced
by the preconditioned version. Afterwards, the orbitals are transformed with the exponential
of the post-processed rotation parameters. In case of state-averaged calculations, only the
orbital parameters are included in the BFGS vectors, since otherwise root-flipping problems
can occur for nearly degenerate states. Fortunately, the L-BFGS acceleration performs also
very well, if only the orbital rotation parameters are included. Nevertheless, the inclusion
of the CI parameters in single-state calculations does not hurt, since no additional expensive
computations are necessary, and it helps especially in case of a slowly converging CI.

However, there are some tricks necessary, to take the full advantage of the L-BFGS accel-
eration in the two-step procedure. Most of the tricks are required, because we cannot include
any sophisticated step-length control without additional expensive energy evaluations. The
final energy is only available after the next CI optimization, and therefore it is not possible to
build a model function from the last energies and gradients as it is typically done in line-search
procedures [259]. Instead, we use a very simple approach in which we rescale the orbital up-
date R to be within a trust radius of 0.5. This is necessary since the BFGS yields a good
search direction, but sometimes overshoots the step-length. Furthermore, the curvature condi-
tion (6.7) of a new BFGS vector pair {yi, zi} can be violated. To maintain the positive definite
form of the BFGS Hessian, a new pair is only added if the curvature condition is fulfilled. We
found it also helpful to reset the BFGS optimization if the energy is increasing or if there is a
large change in the density. This is often related to a swap between an active orbital with an
inactive or a virtual orbital, which results in a strong change in the energy functional, and the
extrapolation from old BFGS vectors is no longer helpful. In such cases the energy usually
decreases significantly in the subsequent iteration.

If these tricks are considered, we found the L-BFGS acceleration to perform very reliably.
As shown in benchmark calculations in chapter 8 the MCSCF convergence is strongly im-
proved in all methods. The additional costs through the L-BFGS acceleration are negligible,
since only the storage and scalar products of the BFGS vectors are required. In principle, it
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is possible to completely turn off the CI Davidson optimization in the beginning and do the
CI optimization similar to the direct-CI example. This could be interesting for huge active
spaces, although the convergence usually drops down significantly, and more density evalu-
ations are required. The L-BFGS acceleration is used in the WMK method to improve the
micro-iterations and the internal optimization. This defines a new method, denoted in the
following as the "QN-Coupled WMK" method. Here, a direct comparison between the QN
coupling and the explicit coupling is possible. The L-BFGS acceleration is also vital for
approximated orbital optimizations which are presented in the next chapter. Here, the ac-
celeration does not only compensate for the missing orbital-CI coupling, but also improves
approximations in the orbital Hessian.

The described L-BFGS acceleration has a very general structure, and applications beyond
the MCSCF method are possible as well. It has been used to improve the convergence of the
coupled cluster amplitudes by my colleague Qianli Ma [283], where it worked straight out of
the box without further adjustments, but showed a convergence slightly slower as the usually
used DIIS method [284]. Furthermore, we found several single-reference calculations where
the approximated orbital optimization with the L-BFGS acceleration finds a lower energy than
the corresponding HF calculation with DIIS. Such an example is also shown in Chapter 8.
Although the L-BFGS acceleration appears to be a strong tool for non-linear optimization
problems, it is rarely mention in the literature [285–287]. Therefore, it would be interesting to
try out other applications and examples beyond the MCSCF context.
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7 | First-order MCSCF

The calculation of the full orbital Hessian requires the computation of the integrals Jkl
rs and

Kkl
rs. This computation scales with O(N5), where N represents the molecule size. This is

due to the linear dependency of the number of occupied orbitals Nocc and the total number
of orbitals NMO on the system size. The scaling originates in the first step in the integral
transformation from the AO basis to the MO basis:

(ρσ|µk) =
AO∑
ν

(ρσ|µν)Cνk, (7.1)

which scales as O(N4
AONocc)=O(N

5) where NAO is the number of AO basis functions. The
assembly step in density fitting shows a similar scaling: O(N2

MONfitN
2
occ)=O(N

5). Here, the
number of fitting functions Nfit is also linearly depending on the molecular size. However, it
is also possible to perform the density fitting during the Hessian action calculation, where one
index is contracted before the density fitting is performed [174, 176]. This yields formally a
scaling of O(N4) as shown in the following example. The contraction of the J ij

rs matrix with
the current step ∆R occurs during the Hessian action calculation and can be rewritten as:

hri,sj∆Rsj →
∑
sj

J ij
rs∆Rsj =

∑
Ā

cs∑
j

(ij|Ā)
[∑

s

(Ā|rs)∆Rsj

]
. (7.2)

Here, the contraction of (Ā|rs) with ∆Rsj scales as O(NfitN
2
orbNcs) = O(N4), and the as-

sembly shows a scaling of O(NfitN
2
csNorb)=O(N

4) where Ncs is the number of closed-shell
orbitals. However, hundreds of Hessian actions are easily required in the MCSCF optimiza-
tion, and therefore a large pre-factor is the consequence.

All of this makes a second-order orbital optimization nearly impossible for larger
molecules with more than 100 atoms. The problem can be solved by introducing approxima-
tions into the orbital optimization which destroy the second-order convergence. The discussed
MCSCF methods in this chapter are similar to the UC-AH method introduced in Section 4.3,
but with the orbital optimization replaced by a cheaper and more approximated treatment.
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Without introducing local approximations, the best possible scaling is O(N4), since this is the
scaling of the Fock matrix construction required in the gradient calculation. The presented
approximated methods require not much more than the intermediates of the orbital and CI
gradient calculation.

We first review the Super-CI method [50, 54, 63–65] which has successfully been used in
many applications of MCSCF optimization during in the last decades. It requires considerably
more iterations than a second-order optimization, but with a significantly lower computation
time per iteration. The Hessian in the Super-CI method can be derived from multireference
perturbation theory (MRPT), which is also discussed in the following section.

A new approximated orbital optimization is presented in the second part of this chapter.
Here, only the inactive-virtual rotations are approximated by the Super-CI method while the
active orbitals are still treated on the second-order level [2]. In the following, this method
is called the SO-SCI method, and it is not significantly more expensive than the Super-CI
method, but shows a faster convergence as shown for many examples in Chapter 8.

7.1 The Super-CI method

The Super-CI method has been first presented in 1971 by Grein and Chang [54], who also in-
troduced the expression Super-CI. The method is based on the generalized Brillouin theorem
in which the Hamiltonian overlap between the optimized MCSCF wavefunction and single
excitations vanish.1 The Super-CI wavefunction |ΨSCI〉 is construct from these single excita-
tions [54]:

|ΨSCI〉 = (1 + R̂) |Ψ〉 = |Ψ〉+
∑
r>k

Rrk |rk〉 , (7.3)

and the singly excited states |rk〉 are called Brillouin states [50] in the following:

|rk〉 = (Êrk − Êkr) |Ψ〉 . (7.4)

The Super-CI wavefunction is a first-order approximation of the exponential transformation
of the wavefunction (3.11). The Brillouin states are non-orthogonal, and the non-vanishing

1Historically, the Super-CI method is also called the Generalized Brillouin Theorem Multiconfiguration
(GBT-MC) method in the literature [57–59].
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overlap terms 〈rk|sl〉 read [65]:

〈ti|uj〉 = 2δtuδij − δijDtu, (7.5)

〈ai|bj〉 = 2δabδij, (7.6)

〈at|bu〉 = δabDtu, (7.7)

〈tu|vw〉 = −2
[
〈Ψ|Êtu,vw|Ψ〉 − 〈Ψ|Êtu,wv|Ψ〉

]
+ (1− τtu)(1− τvw)δuwDtv. (7.8)

The evaluation of equation (7.8) is only needed in case of a non-CASSCF optimization. Here,
the coupling coefficients are considered in the non-symmetrized form. If natural orbitals are
used, the overlap matrix becomes diagonal for the CASSCF wavefunction.

In the beginning of the Super-CI method development, the coefficients Rrk have been
determined via perturbation theory, where only the diagonal of the Hamiltonian in the Bril-
louin state basis is required [56]. However, this neglects any orbital coupling, and soon, the
Hamiltonian in the full Brillouin state basis has been computed to achieve a more robust con-
vergence [55, 57, 61]. The Super-CI coefficients Rrk are determined by solving the secular
problem (summation over the indices s and l is implied):(

−ε 〈Ψ|Ĥ|ls〉
〈rk|Ĥ|Ψ〉 〈rk|Ĥ − E0 − ε|sl〉

)(
1

Rsl

)
= 0. (7.9)

Here, the secular problem is shifted by the MCSCF energy E0. The off-diagonal terms are
given by the generalized Brillouin theorem in equation (3.13), and they are equal to the gra-
dient times 0.5. Equation (7.9) shows a very close relationship to the similar structured AH
matrix (4.5). The only difference is the inclusion of the overlap matrix 〈rk|sl〉 because of
the non-orthogonal Brillouin states. However, the evaluation of the Hamiltonian element
〈rk|Ĥ − E0|sl〉 requires third-order density matrices and the integrals Jkl

rs and Kkl
rs. The exact

equations can be found in Reference [50] in which the authors also concluded that this Super-
CI approach is less favorable than a second-order NR optimization of the orbitals, since the
second-order optimization yields a quadratic convergence from the exact same integrals and
without the third-order densities.

Nevertheless, Roos et al. [50, 63–65] found a way to reduce the computational costs of
the Super-CI method significantly, by approximating the Hamiltonian in the matrix element
〈rk|Ĥ − E0|sl〉 by an effective Hamiltonian:

Ĥeff = F̂ =
∑
rs

FrsÊrs (7.10)
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which is built from the general Fock matrix Frs (3.16). This approximation can be derived
from MRPT introduced in Section 3.6, and we recall the definition of the MRPT zeroth-order
Hamiltonian in equation (3.64):

Ĥ(0) = P̂ ĤeffP̂ + Q̂ĤeffQ̂. (7.11)

The first-order wavefunction |Ψ(1)〉 is constructed from the Brillouin states, and the Super-CI
wavefunction is reproduced by the wavefunction expansion:

|ΨSCI〉 = |Ψ(0)〉+ |Ψ(1)〉 = |Ψ〉+
∑
r>k

|rk〉Rrk. (7.12)

Thus, the Hylleraas functional (3.62) of the Super-CI wavefunction reads:

E(2) = 2
∑
r>k

Rrk 〈rk|Ĥ|Ψ〉+
∑
r>k
s>l

Rrk 〈rk|Ĥeff−E(0)|sl〉Rsl = xTg +
1

2
xThSCIx, (7.13)

where x represents again the non-redundant rotation parameters Rrk. The total energy E0+

E(2) is equivalent to the second-order expansion of the energy in which the orbital Hessian is
replaced by the Super-CI Hessian:

hSCI
rk,sl = 2 〈rk|Ĥeff − E(0)|sl〉 . (7.14)

The minimization of the Hylleraas functional can be accomplished by the AH method. In
practice, the convergence is considerably accelerated by orthogonalizing the Brillouin states
as usually done in MRPT [96], which can be achieved by the Cholesky decomposition of the
overlap matrix:

Ork,sl = 〈rk|sl〉 → LLT = O→ |r̃k〉 =
∑
r>k

[L−1]r̃k,rk |rk〉 . (7.15)

Since this is a linear transformation, the orthogonalization can be moved outside the gradient
and Hessian evaluation, and the generalized eigenvalue problem in equation (7.9) is repro-
duce with the matrix element 〈rk|Ĥ − E0|sl〉 replaced by the Super-CI Hessian. Because of
the close relationship with the AH method, this resembles a NR orbital optimization with an
approximated orbital Hessian.

The evaluated terms of the Super-CI Hessian are presented in Figure 7.1. Here, the terms
including active-active rotations for non-CASSCF optimizations are derived under the approx-
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hSCI
rk,sl = δrsNkl − δklMrs +DklFrs +DrsFkl (7.16)

with

Nij = −2Fij, Nti = Nit = −
act∑
v

FivDvt (7.17)

Ntu =
act∑
vw

[
Dtu,vw−DtuDvw

]
Fvw, Nra = Nar = 0, (7.18)

and

Mrs = Nrs +
occ∑
k

DrkFks +
occ∑
k

FrkDks. (7.19)

Figure 7.1: Evaluated terms of the Super-CI Hessian hSCI
rk,sl. The equations are obtained from

Reference [65].

imation (Êtu − Êut) |Ψ〉 ≈ Êtu |Ψ〉 for t > u [65]. The Super-CI Hessian depends only on
the one- and two-particle RDMs and the generalized Fock matrix Frs. Parts of the generalized
Fock matrix are also needed in the orbital gradient (3.15), and therefore no large overhead
is introduced compared to the gradient calculation. Nowadays, the expression Super-CI is
exclusively used for the Roos method [64, 65] which is part of the Molcas program [271].

We implemented the Super-CI method in Molpro to be able to make a fair comparison with
the other MCSCF methods. In our implementation, the secular problem in equation (7.9) is
solved with the P-space Davidson method for the AH matrix. The P-space is determined as
usual by selecting the parametersRrk with the largest quotient of the gradient and the diagonal
of the Super-CI Hessian. The major difference in the Davidson method is the inclusion of the
overlap matrixOrk,sj = 〈rk|sl〉, which has to be explicitly computed for the P-space rotations.
It is then iteratively enlarged for each new Q-space vector. The reduced system of the AH
matrix with the overlap matrix reads (the damping parameter λ is omitted for simplicity): 0 ḡTP ′ ḡTα

ḡP h̄PP ′ h̄Pα′

ḡα h̄αP ′ h̄αα′


 1

R̄P ′

R̄α′

 = ε

1 0 0

0 ŌPP ′ ŌPα′

0 ŌαP ′ Ōαα′


 1

R̄P ′

R̄α′

 . (7.20)

The reduced overlap matrix Ō is constructed as the reduced matrix H̄ in equation (4.8). The
general eigenvalue equation is solved by calculating the Cholesky decomposition of the over-
lap matrix first (LLT = Ō). Afterwards, the reduced AH matrix is multiplied with the inverse
lower triangular matrix L−1 from the left and right hand side, and the usual eigenvalue problem
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is obtained. However, the overlap matrix can become singular if natural orbitals are exactly
doubly- or non-occupied. Rotations with these orbitals are redundant and should be removed
from the optimization beforehand, since otherwise the Cholesky decomposition fails. In the
beginning of each orbital optimization, the one-particle RDM is diagonalized and searched
for eigenvalues close to 0 or 2.2 The associated rotations are then removed from the current
optimization to avoid the singularities in the overlap matrix. This procedure solves most of the
numerical problems, but still, a slow convergence might occur in case of occupation numbers
very close to zero or two. The second-order optimization does not need the overlap matrix,
and it is in our experience less vulnerable to nearly redundant rotations.

Each iteration in the Super-CI method starts with the computation of the closed-shell Fock
matrix Fc and the integrals (tu|vw), which are both needed in the CI optimization. The thresh-
olds in the CI optimization are the same as is in the UC-AH method. Subsequently, the RDMs,
the active part of the Fock matrix, as well as the gradient grk are computed. After determining
the parametersRrk, the orbitals are transformed with the unitary transformation U(R) as done
in Reference [65]. However, the Super-CI method as described so far is not very robust and
sometimes starts to oscillate. This is solved by adding a level-shift to the Super-CI Hessian,
which is automatically adjusted depending on the diagonal of the Hessian [271]. This damps
the update and avoids oscillations. However, even with an adequate damping, the convergence
can become extremely slow, and a convergence acceleration as presented in Section 6.2 is vital
for a good convergence. The acceleration does not only include the missing orbital-CI cou-
pling, but also counters approximations in the Super-CI Hessian. The L-BFGS acceleration is
implemented as shown in Figure 6.3, where the orbital optimization is replaced by the Super-
CI method. However, even the accelerated Super-CI method can show a slow convergence,
and sometimes around hundred Fock matrix evaluations are necessary.

The presented derivation is only possible for the single-state case, since the formulation
of a state-averaged Super-CI wavefunction is not possible. In the early days of the Super-CI
development, excited states have been also treated with a Super-CI saddle point optimiza-
tion [55, 58, 59], but today, state-averaged optimizations are more common. Nevertheless, a
working state-averaged Super-CI can be directly obtained by replacing all RDMs by the state-
averaged ones. This does not affect the convergence, and the state-averaged case performs
similarly to the individual state optimization.

The derivation of the Super-CI method with MRPT opens a path to further approximating
orbital optimization methods, based on the different choices of the zeroth-order Hamiltonian

2Thresholds are 10-4 for the eigenvalue 2 and 10-6 for the eigenvalue 0.
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Ĥ(0) in MRPT. Angeli et al. [264, 288] derived an alternative Super-CI optimization using
the the Dyall Hamiltonian ĤD [247] introduced in equation (3.67). However, it neglects the
coupling between all three rotation types Rai, Rti, and Rat, since the Hessian becomes block
diagonal in the Brillouin basis. We did not implement the Angeli Super-CI method, since we
developed another approach with a more accurate treatment of the active rotations. Neverthe-
less, a direct comparison of both Super-CI methods would be an interesting project, since no
comparison has been published yet.

7.2 The SO-SCI method

In this section, we present a new approximated orbital optimization (denoted as the SO-SCI
method) in order to improve the convergence of the Super-CI method [2]. This new method
combines the second-order optimization of the active orbitals with the Super-CI optimization
of the inactive-virtual rotations. The calculation of the general Fock matrix in the Super-CI
method requires the two-electron integrals J tu

rs and Ktu
rs . Fortunately, these integrals can also

be used to construct the Hessian matrix of the active orbitals. In case of density fitting, the
density fitting intermediates in the Super-CI method [289] can be reassembled to generate the
integrals Jtu and Ktu [2]. The additional assembly step does not introduce a large computa-
tional overhead, and it is usually compensated for by a faster convergence. Furthermore, the
optimization of the active orbitals is expected to be more difficult, since they capture the strong
correlation and interact with the CI optimization. For example, swaps between active and non-
active orbitals are more likely, especially if the choice of the active orbitals is not ideal from
the beginning. The optimization of the inactive-virtual rotations is usually less challenging,
since they are energetically more separated.

The SO-SCI method is derived by splitting operator R̂ in equation (3.11) into two separate
operators. We refer to rotations with active orbitals as active rotations, and the operator includ-
ing them is denoted as Â. The remaining closed-virtual rotations are called inactive rotations
with the associated operator Ĉ:

Â =
act∑
t

[ vrt∑
a

RA
at(Êat − Êti) +

cs∑
i

RA
ti(Êti − Êit) +

act∑
t>u

RA
tu(Êtu − Êut)

]
, (7.21)

Ĉ =
∑
ai

RC
ai(Êai − Êia). (7.22)

The sum with rotation parameters RA
tu disappears in case of CASSCF wavefunction. We now
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separate the rotations of the inactive rotations from the rotations with active orbitals:

|Ψ̃〉 = exp(Â) exp(Ĉ) |Ψ〉 . (7.23)

Since Â and Ĉ do not commute, equation (7.23) should be considered as an Ansatz, and the
orbital transformation in equation (3.9) has to be adjusted accordingly:

U = exp(RC) exp(RA). (7.24)

Other separations of Â and Ĉ are also possible, and they are discussed in Section 7.2.1. We
have chosen this approach to reproduce the Super-CI Hessian for all terms with inactive rota-
tions. In contrast to the Super-CI method, we do not terminate the exponential series. Instead,
it is important that the exponential series is kept, since otherwise the active Hessian cannot be
reproduced. Next, the energy is expanded with help of the BCH formula as done before in
Section 3.2:

E(RA,RC) = 〈Ψ|Ĥ|Ψ〉+ 〈Ψ|[Ĥ, Ĉ]|Ψ〉+ 〈Ψ|[Ĥ, Â]|Ψ〉+ 〈Ψ|[[Ĥ, Â], Ĉ]|Ψ〉+

+
1

2

[
〈Ψ|[[Ĥ, Â], Â]|Ψ〉+ 〈Ψ|[[Ĥ, Ĉ], Ĉ]|Ψ〉

]
+ . . . (7.25)

= E0 + gTx+
1

2
xThx+ . . . . (7.26)

Again, x includes the non-redundant parameters of RA and RC . The orbital gradient is exactly
reproduced, since the transformation Ansatz only affects higher-order terms. The double com-
mutator 〈0|[[Ĥ, Â], Â]|0〉 reproduces the Hessian of the active rotations, and it can be evaluated
without approximations from the integrals Jtu and Ktu. The evaluated Hessian equation has
been already presented in equation (3.22). The terms 〈0|[[Ĥ, Ĉ], Ĉ]|0〉 and 〈0|[[Ĥ, Â], Ĉ]|0〉
are the Hessian blocks including inactive rotations. However, the computation of the exact
Hessian parts arising from Ĉ require the computation of the integrals Jki, Kki, and the scaling
of the second-order optimization would be reproduced. To avoid the computation of these in-
tegrals, the Hamiltonian operator in these two double commutators is replaced by the effective
Hamiltonian Ĥeff from the Super-CI method (7.10):

1

2
xThx ≈ 1

2
xTheffx =

1

2
〈Ψ|[[Ĥ, Â], Â]|Ψ〉

+
1

2
〈Ψ|[[Ĥeff, Ĉ], Ĉ]|Ψ〉+ 〈Ψ[[Ĥeff, Â], Ĉ]|Ψ〉 . (7.27)
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The evaluation of the commutators involving the Hamiltonian Ĥeff can be done with the com-
mutator relation given in equation (2.35). The cumbersome evaluation of these commutator
terms has been automatically derived with a Mathematica [290] script. One finds, that the
evaluated approximate Hessian terms heff

rk,sl with at least one inactive index are equal to the
Super-CI Hessian shown in Figure 7.1:

heff
ai,bj =h

SCI
ai,bj, heff

ai,bu = hSCI
ai,bu, heff

ai,uj = hSCI
ai,uj, and heff

ai,tu = hSCI
ai,tu = 0. (7.28)

However, this is exclusively true for the double commutators that contain Ĉ, and the active part
in the Super-CI Hessian is not reproduced if the Hamiltonian in 〈Ψ|[[Ĥ, Â], Â]|Ψ〉 is replaced
by the effective Hamiltonian.

The rotational parameters RA and RC are obtained from the AH matrix diagonalized with
the P-space Davidson method. In the AH matrix, the exact Hessian is used for all blocks with
two active rotations, while the remaining blocks are given by the Super-CI Hessian. As in
the Super-CI method, the overlap matrix of the inactive-virtual rotations (7.6) is taken into
account since it improves convergence. In contrast to the WMK method, the Hessian is not
computed as shown in equation (3.22), since the construction of theGtu

rs matrix can be avoided.
Instead, the Hessian matrix is stored in a four dimensional tensor H tu

rs = hrt,su to enable a
faster computation, since it can be directly evaluated from the integrals. Here, the most time
consuming step is the contraction with the two-electron RDM:

H tu
rs ←

act∑
vw

[
Jvw
rs Dtu,vw + 2Kvw

rs Dtv,uw

]
(7.29)

which scales as O(N4
actN

2
orb). This is a disadvantage of the SO-SCI method compared to the

Super-CI method in which the evaluation of the Super-CI Hessian matrix is trivial. However,
the computation ofH tu

rs can be done very efficiently by splitting rs into blocks and evaluate the
sum in equation (7.29) as a matrix multiplication over the index pairs vw and tu. The blocks
in rs are chosen to be central processing unit (CPU) cache efficient, and the computation
of the Hessian matrix becomes negligible even for a large number of active orbitals. Also,
the parallelization over the blocks is trivial. This method is also adapted in the new WMK
implementation to solve a similar performance issue in the construction of the Gtu

rs matrix.

The MCSCF optimization of the SO-SCI method is very similar to the L-BFGS accelerated
UC-AH and Super-CI method. The CI optimization is exactly the same in all three methods,
and the only differences are the orbital Hessian and the orbital transformation (7.24). As in the
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Super-CI method, the presented derivation only works for the single-state case, but replacing
the density by the state-averaged RDMs works here as well.

7.2.1 Other wavefunction transformation approaches

The presented separation of the active and inactive rotations (7.23) is only one possible ap-
proach, and it was chosen to reproduce the Super-CI Hessian for the inactive rotations. How-
ever, there are two other possible separations which are briefly discussed in this section. The
Ansatz in Equation 7.23 is labelled as |Ψ̃1〉 in the following, and the two other separations are:

|Ψ̃2〉 = exp(Ĉ) exp(Â) |Ψ〉 and |Ψ̃3〉 = exp(Ĉ + Â) |Ψ〉 = exp(R̂) |Ψ〉 . (7.30)

The transformation |Ψ̃3〉 is similar to the original transformation with exp(R̂). The corre-
sponding orbital transformations read:

U2 = exp(RA) exp(CA) and U3 = exp(RA +CA). (7.31)

The derivation follows the exact same path as described in Section 7.2. The major difference
is located in the BCH expansion in equation (7.25), where the double commutators including
both Ĉ and Â are different:

|Ψ̃1〉 → 〈Ψ|[[Ĥ, Â], Ĉ]|Ψ〉 , (7.32)

|Ψ̃2〉 → 〈Ψ|[[Ĥ, Ĉ], Â]|Ψ〉 , (7.33)

|Ψ̃3〉 → 1

2

[
〈Ψ|[[Ĥ, Ĉ], Â]|Ψ〉+ 〈Ψ|[[Ĥ, Â], Ĉ]|Ψ〉

]
. (7.34)

Therefore, the Super-CI Hessian for the inactive sub-block heff
ai,bj is reproduced in all ap-

proaches. However, the Hessian blocks which couple the active and inactive rotations are
different (summation over repeated indices implied):

|Ψ̃1〉 → heffai,bu = −2δabDuvFvi and heffai,uj = δij[4Fau − 2FavDvu], (7.35)

|Ψ̃2〉 → heffai,bu = −4δabFui and heffai,uj = 4δijFau, (7.36)

|Ψ̃3〉 → heffai,bu = −δab[DuvFvi + 2Fui] and heffai,uj = δij[4Fau − FavDvu]. (7.37)

All three approaches are implemented into the SO-SCI program, and they can be activated by
an additional option.
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Table 7.1: Number of MCSCF iterations for the SO-SCI transformation Ansatz |Ψ̃1〉, |Ψ̃2〉
and |Ψ̃3〉.

System active space states Ansatz |Ψ̃1〉 Ansatz |Ψ̃2〉 Ansatz |Ψ̃3〉

[FeCo[No]3]– CAS(10,8) state-averaged 23 23 20
CrO3 CAS(10,10) 1A2 26 23 23
Co2O complex CAS(14,10) 1A 34 33 35
Co2O complex CAS(14,10) 3A 49 55 53
Co2O complex CAS(14,14) 1A 32 33 34
Co2O complex CAS(14,14) 3A 36 33 33

A comparison for different systems is shown in Table 7.1. In many systems, the SO-SCI
convergence is exactly equal in all three approaches, and only systems with varying numbers
are shown. More details about the calculations can be found in Section 4.4 and 5.2.1 for
[FeCo[No]3]– and CrO3 respectively. The Co2O complex is discussed in detail in Section 8.4
in the next chapter. The largest variation is found for the difficult triplet calculation of the
Co2O complex with an active space of CAS(14,10). However, the convergence in all three
approaches is still very similar, and we have chosen approach |Ψ̃1〉 as the default, since the
Super-CI Hessian is reproduced.

7.2.2 Start with the WMK method

In order to further improve the convergence of the SO-SCI method, we implemented an option
in which the active-virtual rotations are optimized with the WMK method in the beginning,
while all other rotations are treated with the SO-SCI method [2]. This is done in the first few
iterations, until the total step of in the WMK optimization becomes lower than 0.1. The WMK
optimization is possible, since the energy expansion E(2)(T) can be built from the integrals
Jtu and Ktu if the optimization is restricted to active-virtual rotations. Adding the optimization
of the inactive-active rotations is only possible with approximations and unfortunately leads
to an unstable convergence. The optimization of the energy E(2)(T) is done as in the WMK
method with a two-step optimization including the CI optimization. This corresponds to a
WMK optimization with frozen closed-shell orbitals. Subsequently, the remaining orbital-
rotations are optimized with the SO-SCI method starting from the updated RDMs. However,
the integrals and the Fock matrix are not updated to avoid the expensive recomputation. We
therefore neglect the coupling between the virtual-active and all other rotations in these first
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iterations. Calculations show that convergence is only improved for very large active-virtual
rotations, and even then the savings are small. Often, the additional CI optimization in the
WMK method cannot be compensated for by the reduction of the MCSCF iterations.

An example, where the optimization with the WMK method makes a difference, is the
optimization of Rydberg orbitals, which is shown in the benchmark chapter in Section 8.5 for
Pyrrole and Furan. In our implementation, the start with the WMK method can be activated
by an extra option, but it is not set as the default.
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8 | Benchmark calculations

In this chapter, benchmark calculations with all introduced MCSCF methods are presented to
discuss the convergence properties and the efficiency of the methods. The MCSCF optimiza-
tion is iterated until the orbital gradient and CI residual are lower than 10-5. Additionally, we
check the energy change of each particular state in every MCSCF iteration. Here, we use a
convergence threshold of 10-8 Hartree for the first-order methods in which the convergence
is checked after the CI optimization. The second-order MCSCF allows a less strict criterion
because of the second-order convergence, and the energy change of each state has to be less
than 10-6 Hartree. Here, the convergence is verified after the internal optimization.

We begin this chapter with the starting guess generation based on the Automated Con-
struction of Molecular Active Space from Atomic Valence Orbitals (AVAS) procedure [164],
which is utilized in almost all calculations. The first benchmark computes the first π–π∗ ex-
citations of 21 simple aromatic systems [188], and these molecules are small enough to allow
a comparison of all presented MCSCF methods. Afterwards, the convergence difficulties of
the uncoupled optimization are illustrated for the strongly coupled [(NH3)3Cu]2O2+

2 isomer-
ization [291]. Here, a strong improvement through the explicit and QN couplings can be
achieved. The efficiency of the first-order MCSCF is demonstrated for three larger transition
metal complexes with up to 231 atoms [187, 292], where single-reference calculations and a
comparison with the HF method are presented as well. Furthermore, we investigate the effect
of the WMK optimization at the beginning of the SO-SCI method (see Section 7.2.2) for the
3s and 3p Rydberg orbitals of Furan and Pyrrole. The final two examples also include an ap-
plication of MRPT. We performed multireference calculations of a catalyzed rearrangement
of two vinylcyclopropane species to the cyclopentene versions [293]. This includes a huge
CAS(18,16) active space covering all orbitals involved in the reaction. The last example is a
RASSCF study of the first electronic excitation in Mg-porphyrin in which the results are also
compared with experimental values.

We have already published similar calculations as presented in Section 8.2, 8.3, and 8.4
(see [1,2,190]). However, adjustments in thresholds and other minor improvements have been
made in the meantime so that iterations and computation time can vary slightly. Nevertheless,
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the observations and conclusions made in these publications are not affected by the recalcula-
tions.

The calculations are run in parallel using 20 processes on workstations equipped with either
2x12 Intel® Xeon® E5-2650 v4 CPUs at 2.20GHz or 2x10 Intel® Xeon® E5-2660 v3 CPUs at
2.60 GHz. If not noted otherwise, the calculations are carried out using density fitting in
which Molpro’s default JK fitting basis have been used for the MCSCF. The speedup through
parallelization is discussed at the end of this chapter.

8.1 Starting guesses

A good starting guess is very important for a successful MCSCF optimization. In particular,
the active orbitals should have the qualitatively correct character in order to avoid the con-
vergence into unwanted solutions and local minima. A simple but common construction of
the starting orbitals is achieved by hand-picking orbitals from a previous HF or DFT solution.
This might be straightforward for small molecules, but in case of larger systems, the amount
of orbitals complicates a manual selection and hence cumbers the process.

This can be avoided by using the Automated Construction of Molecular Active Space from
Atomic Valence Orbitals (AVAS) method developed by Knizia et al. [164]. The AVAS proce-
dure rotates the orbitals of a previous (nearly) converged single-reference solution such that
the overlap with a predefined target space of atomic orbitals is maximized. This target space
is chosen to describe the strongly correlated orbitals, for example the 3d orbitals of a tran-
sition metal. The rotations are determined by calculating the overlap matrix of the occupied
orbitals with a projection operator built from the target orbitals. A diagonalization of this over-
lap matrix yields a unitary transformation which is then used to rotate the occupied orbitals.
The eigenvalues correlate with the overlap of the target orbitals, and orbitals with eigenvalues
larger than a user-defined AVAS threshold are added to the active space. This is also done in a
separated step for the virtual orbitals such that closed-shell and virtual orbitals are not mixed.
Open-shell orbitals can be included in the closed-shell procedure, or they are simply added to
the active space. Furthermore, AVAS also automatically determines the number of electrons
in the active space, since the electrons are obtained by the number of selected closed-shell and
open-shell orbitals.

The AVAS procedure avoids the cumbersome manual selection of orbitals as it automati-
cally detects the orbitals similar to the target space. However, we found that a previous HF or
DFT optimization is not needed for generating a starting guess with qualitatively correct ac-
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tive orbitals. Instead, we use orbitals from an atomic density guess which is constructed from
a minimal basis of atomic orbitals and pre-optimized fractional occupation numbers of each
atomic orbital [222]. A Fock matrix is computed from this density guess, and the final orbitals
are obtained from the diagonalization of this Fock matrix. Afterwards, these orbitals are used
in the AVAS produce to construct the active space and the starting orbitals for the MCSCF
optimization. This becomes especially important for large molecules, where our fastest MC-
SCF methods are only slightly more expensive than the HF calculations (if the active space is
small). Furthermore, in some open-shell cases the standard Hartree-Fock procedure sometimes
fails to converge.

The described procedure is obviously not a black-box method, since the AVAS target or-
bitals have to be manually selected by chemical intuition. Often, the valence orbitals of specific
atoms are a good starting point, for example the two atoms in a bond breaking scenario. The
selection of the target orbitals still requires some experiments, but nevertheless, the described
procedure considerably simplifies the active space construction. AVAS may generate more
active orbitals than target functions, which is often very useful to detect bonding orbitals. For
example, AVAS is capable of adding the bonding and anti-bonding orbitals with a 3d orbital
automatically, although only the 3d orbital is put into the target space [164]. The number of
selected orbitals can be manually adjusted by changing the AVAS threshold. In our experience,
a threshold of 0.3 - 0.5 often yields the desired solution.

8.2 Aromatic systems

In this benchmark calculations, the lowest π–π∗ excitation for 21 aromatic systems are com-
puted with a state-averaged CASSCF. This benchmark set has been introduced by Menezes et
al. to demonstrate the accuracy the PNO-CASPT2 method [188]. The geometries are obtained
from Reference [188] which also provides an overview of the molecules and the various active
spaces. The active space includes all π orbitals of the aromatic system and covers various
sizes from CAS(6,6) (Pyridine) to CAS(12,12) (Biphenyl). The size of the molecules shows
a range between 24 occupied orbitals (Pyridine) and 58 occupied orbitals (Tryptophan). The
reference active spaces of Niacinamide, Niacin and Picolinic-Acid are adjusted by removing a
almost doubly occupied orbital yielding CAS(8,8) instead of a CAS(10,9) active space for all
three molecules. The calculations are performed with the aug-cc-pVDZ (avdz), aug-cc-pVTZ
(avtz), and the aug-cc-pVQZ (avqz) basis sets [282]. The active space and the starting guesses
are generated with AVAS and the 2p orbitals perpendicular to the aromatic ring. Since these
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Table 8.1: Results of the second-order MCSCF for the aromatics benchmark set [188]. The
table shows the total number of macro-iterations, orbital optimizations in the micro-iterations,
CI work (Hc, RDM, and transition density matrix evaluations), and the computation time in
minutes. All numbers are summed over the 21 calculations.

avdz avtz avqz

Method Mac Orb CI Time Mac Orb CI Time Mac Orb CI Time

WMK (old impl.) 77 858 6092 214.5 78 882 6212 1599.1 78 884 6213 6649.6
Uncoupled (CI) 77 476 5288 16.6 77 479 5324 80.5 77 478 5324 312.9
Uncoupled (Orb) 74 465 5572 15.2 75 465 5568 71.1 75 466 5568 282.5
Coupled (0) 74 419 12182 17.5 76 435 12642 78.9 75 428 12488 297.9
Coupled (1) 71 408 14881 18.1 74 412 14864 76.2 74 413 14972 292.2
Coupled (auto) 72 395 20624 18.4 73 405 21062 77.9 74 408 21291 293.9
QN-Coupled 72 450 5276 14.6 74 449 5230 69.9 73 449 5212 279.6

are rather small systems, we can compare all the various presented MCSCF methods. The
systems are not posing any challenge for the convergence, and the discussion is limited on
the results summed over all 21 calculations. However, many characteristics of the different
MCSCF methods are already observable for such simple systems.

The results of the second-order WMK method with the different micro-iteration solvers are
presented in Table 8.1. In addition to the macro-iterations and computation time, the number
of orbital optimizations with the AH method and the CI work is shown. Here, the CI work
refers to the sum over all Hc, RDM and transition density matrix evaluations which all require
roughly the same computation time. Additionally, the results of the old WMK implemen-
tation [21, 92, 93] are presented for comparison, where the same improved density fitted and
parallelized CI routines are used as in the modern program. The large computation times in the
old implementation are explained by a heavier disk usage and by the non-parallelized orbital
optimization and internal transformation.

All methods show an average convergence of only 3-4 macro-iterations. The Uncoupled
(CI) algorithm follows the same optimization strategy as the old implementation, which is
also reflected in a similar number of macro-iterations. However, the convergence of the micro-
iterations is strongly improved by the introduction of the rotational P-space. This nearly halves
the number of required AH calculations, and the CI work is also lowered through the faster
convergence. The increased number of CI optimization steps in the Uncoupled (Orb) algorithm
reduces the number of AH calculations further and also yields less macro-iterations. The
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coupling with the reduced CI space in Coupled (0) has no strong impact on these weakly
coupled systems. However, the computation time increases, since the CI work is doubled
through the calculation of the transition density matrices. Adding more expansion vectors
decreases the number of macro-iterations, but the additional CI work cannot be compensated
for, and the computation time further increases. The last row in Table 8.1 shows the results
of the L-BFGS accelerated micro-iterations in the QN-Coupled method. Here, the number of
macro-iterations is very similar to the Coupled (auto) algorithm but without introducing any
further CI work. Moreover, the QN-Coupling exhibits also the lowest number of CI work,
since less macro-iterations are required compared to the uncoupled methods. This yields the
lowest computation time of all second-order methods, although the differences are not strongly
pronounced for these simple systems. The differences between the methods become more
visible for a strong orbital-CI coupling as shown in Section 8.3.

Table 8.2 shows the number of iterations and computation time of the first-order meth-
ods. The SO-SCI method requires less than half of the iterations than the Super-CI method,
regardless of the L-BFGS acceleration. The number of iterations is further reduced by the
UC-AH method, but the computation time is about three to five times higher than in the SO-
SCI method due to the more expensive integral evaluations. If the L-BFGS acceleration is
activated, the number of iterations and timings of the Super-CI and the SO-SCI method are
more than halved. The improvements in the UC-AH method are less significant, indicating

Table 8.2: Results of the first-order MCSCF for the aromatics benchmark set [188]. The total
number of MCSCF iterations and the total computation times in minutes are presented, and all
numbers are summed over the 21 calculations.

avdz avtz avqz

Method Iter. Time [min] Iter. Time [min] Iter. Time [min]

Without L-BFGS acceleration:

Super-CI 1307 22.8 1329 85.4 1342 346.7
UC-AH 213 16.4 217 88.8 217 395.6
SO-SCI 564 9.9 592 39.6 596 163.4

With L-BFGS acceleration:

Super-CI 510 9.1 518 32.7 524 131.8
UC-AH 168 13.8 166 71.8 169 332.0
SO-SCI 228 4.1 235 15.4 235 62.4
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that the L-BFGS procedure compensates not only for the missing orbital-CI coupling, but also
for some of the approximations in the Super-CI and the SO-SCI orbital optimizations. There-
fore, the L-BFGS is important for achieving a robust convergence, and it is enabled by default
unless otherwise noted. The computation time of the SO-SCI method is considerably lower
compared to all other optimization methods including the second-order MCSCF. The com-
putation of all 21 systems with the large avqz basis set takes only one hour with the SO-SCI
method, which is 100 times faster than the old WMK implementation.

8.3 [(NH3)3Cu]2O2+
2 isomerization

This section discusses an example of a strongly coupled system. The example is taken from
a study of Cramer et al. [291] and demonstrates the isomerization of the [(NH3)3Cu]2O2+

2

complex [294] from the bis(µ-oxo) to the µ-η2:η2 peroxo structure. The system has been
heavily investigated on the theoretical level, since studies showed a poor performance of the
CASPT2 method [291, 295, 296]. The disagreement of the MRPT has been solved by using
a RASPT2 approach [297] including the Cu 3d-4d correlation in the reference wavefunction.
In the meantime, DMRG calculations [298–300] and DMRG-CASPT2 [301] results are also
available.

We carried out similar CASSCF calculations as described in Reference [291], where an
active space of CAS(16,14) has been presented. The calculations are performed with the aug-
cc-pVTZ basis set [282] and the C2h symmetry, where O2 lies on the z-axis, and the Cu atoms
are displaced in y-direction. The benchmark includes six CASSCF calculations of the 1Ag

ground state along an isomerization path from the bis(µ-oxo) (F=0) to the peroxo (F=100)
structure. The structures are obtained from the Supporting Information of Reference [291] in
which also more details on the active space can be found. We started the calculations at the
bis(µ-oxo) structure, where the AVAS starting guess is generated from the 2s, 3s, 2p, and 3p
orbitals of the oxygen atoms, and the 3dyz orbitals of the Cu atoms. The result is a CAS(18,19)
active space (4ag, 5au, 5bu, 5bg), and the orbitals of the CAS(16,14) active space are obtained
by removing the 4ag, 4au, 5au, 5bu, and 5bg active orbitals.

All subsequent calculations along the reaction path start from the final orbitals of the pre-
vious structure. However, despite these apparently good starting orbitals, the convergence
slows down dramatically along the isomerization path. We found that this is due to qualitative
changes of the weakly occupied 23ag and 13bg orbitals which are localized at the O-O bond.
Both orbitals and the structure of the [(NH3)3Cu]2O2+

2 complex are shown in Figure 8.1 for
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bis(µ-oxo) (F=0) µ-η2:η2 peroxo (F=100)

Figure 8.1: The structure of the [(NH3)3Cu]2O2+
2 complex [291] and the 23ag (left) and 13bg

(right) orbital for F=0 and F=100.

F=0 and F=100. The 23ag orbital changes its character from a 3p sigma bonding orbital at
F=0 to the 3s sigma bonding orbital at F=100, while the 13bg orbital rotates from the 3px π

∗

at F=0 to the 3py π
∗ orbital at F=100. The strongest changes of the orbitals are observed in

the range F=60-100. The rotation of the 13bg orbital induces a strong coupling between the CI
coefficients and the orbitals leading to an extremely slow convergence if no treatment of the
coupling is included. The strong coupling and the change of the orbitals can be removed by
adding the missing ag and bg orbital to the active space resulting in a CAS(16,16) space.

We first discuss the results of the first-order methods which are shown in Table 8.3. With-
out the L-BFGS acceleration, the number of iterations increases drastically at F=60-100 for all
first-order methods, and hundreds of iterations are required to fulfill the convergence criteria.
The slow convergence can be clearly attributed to the absence of the orbital-CI coupling, since
the UC-AH method with the exact second-order orbital optimization shows a similar perfor-
mance. Also, the CI optimization in each iteration convergences relatively fast, so we can
conclude that the difficulties are caused by the two-step optimization. When the L-BFGS ac-
celeration is switched on, the convergence is massively improved, and maximal 20 iterations
are required for the SO-SCI and the UC-AH method. The Super-CI convergences slightly
slower but still within an acceptable speed. A plot of the energy convergence at the most dif-
ficult structure F=80 is presented in Figure 8.2. The dashed lines show the extremely slow
linear decay of the uncoupled optimization. The results with the L-BFGS acceleration are
indicated by the sold lines. The BFGS treatment starts at iteration number four, however, a
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Table 8.3: Number of first-order MCSCF iterations of the isomerization of [(NH3)3Cu]2O2+
2

from the bis(µ-oxo) to the peroxo structure [294] with an active space of CAS(16,14) and
CAS(16,16). Also, the total computation times summed over all six isomerization steps are
presented in minutes.

CAS(16,14)

without L-BFGS with L-BFGS

F SCI SO-SCI UC-AH SCI SO-SCI UC-AH Energy [Hartree]

0 51 46 25 20 16 14 -3764.853 570
20 40 42 14 17 12 11 -3764.868 411
40 54 67 25 16 14 12 -3764.880 120
60 209 179 140 23 17 15 -3764.898 386
80 418 285 283 26 20 18 -3764.912 442
100 239 184 162 23 15 14 -3764.906 682

Sum 1011 803 649 125 94 84

Time 131.0 107.1 556.6 18.0 13.9 77.0

CAS(16,16)

without L-BFGS with L-BFGS

F SCI SO-SCI UC-AH SCI SO-SCI UC-AH Energy [Hartree]

0 52 25a) 14 17 13 10 -3764.906 346
20 36 21a) 9 13 9 6 -3764.924 469
40 56 29a) 9 14 9 7 -3764.940 779
60 73 35a) 9 15 9 7 -3764.960 163
80 80 16a) 10 15 9 8 -3764.973 119
100 40 30a) 12 17 10 8 -3764.966 311

Sum 337 156 63 91 59 46

Time 325.5 129.9 112.4 89.5 58.7 86.5

a) Additional level-shift of 0.3 for the inactive-virtual rotations.
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Energy convergence of the [(NH3)3Cu]2O
2+
2 complex at F=80

Super-CI

SO-SCI

UC-AH

Super-CI with L-BFGS

SO-SCI with L-BFGS

UC-AH with L-BFGS

Figure 8.2: Energy convergence of the first-order MCSCF methods for the CAS(16,14) cal-
culation of the [(NH3)3Cu]2O2+

2 complex at F=80. Results are shown with and without the
L-BFGS convergence.

strong difference is first identified at iteration ten after collecting several BFGS vectors. Then,
a rapid linear convergence of all accelerated methods can be observed.

In case of the CAS(16,16) active space, the UC-AH method does not depend heavily on
the L-BFGS acceleration to show a robust convergence, indicating that the orbital-CI coupling
is much weaker. Here, the effect on the Super-CI and the SO-SCI method is more dominant,
since the approximated orbital optimization is improved in addition to the orbital-CI coupling.
The convergence of the not accelerated SO-SCI is strongly enhanced by an extra level-shift for
the inactive-virtual rotations in the orbital Hessian, but this is not required in the accelerated
version. In case of the Super-CI optimization, the additional shift yields no change, since a
level-shifting procedure is already included in the Super-CI. The accelerated SO-SCI method
shows a significant lower number of iterations than the Super-CI method, and it again achieves
the lowest computation time of all (first-order) methods.

The convergence difficulties of the CAS(16,14) active space are also visible in the second-
order MCSCF. Table 8.4 shows the convergence of the macro-iterations at each isomerization
step. Additionally, the number of AH optimizations, the CI work as defined in the previous
section, and the computation times are also available with the results summed over all six
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Table 8.4: Number of second-order MCSCF iterations of the isomerization of
[(NH3)3Cu]2O2+

2 from the bis(µ-oxo) to the peroxo structure [294] with an active space of
CAS(16,14) and CAS(16,16). Also, the number of AH optimziations, the CI work, and the
total computation times in minutes summed over all six isomerization steps are presented.

macro-iterations at F = summed over all F

Method 0 20 40 60 80 100 Macro Orb CI Time [min]

CAS(16,14)

WMK (old impl.) 7 4 7 36 40 40 134 1613 5246 813.6
Uncoupled (CI) 6 3 3 6 11 7 36 1004 3737 76.7
Uncoupled (Orb) 5 3 3 5 9 6 31 910 4238 71.0
Coupled (0) 5 3 3 4 5 4 24 550 5169 63.8
Coupled (1) 5 3 3 3 4 3 21 330 4276 52.6
Coupled (auto) 5 3 3 3 3 3 20 146 3084 43.8
QN-Coupled 5 3 3 3 4 3 21 245 1336 38.5

CAS(16,16)

WMK (old impl.) 6 3 4 3 3 4 23 309 1089 402.5
Uncoupled (CI) 5 3 3 3 3 3 20 213 1156 168.5
Uncoupled (Orb) 5 2 3 3 2 3 18 163 1071 146.6
Coupled (0) 5 2 3 3 2 2 17 123 1625 201.0
Coupled (1) 5 2 3 3 2 2 17 120 1888 225.1
Coupled (auto) 5 2 3 3 2 2 17 122 2395 280.7
QN-Coupled 5 2 3 3 2 2 17 139 916 137.6
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isomerization steps. The old implementation hardly reaches convergence at F=60-100, and the
optimization is aborted after reaching the limit of 40 macro-iterations. The new uncoupled
implementations are able to find a solution, but many macro-iterations are required due to
the slow convergence of the micro-iterations. When the explicit coupling is activated, the
convergence is significantly improved. Here, additional expansion vectors further decrease the
number of the micro-iterations, and the increased CI work can be compensated for by a lower
number of micro- and macro-iterations. As a result, the coupled methods provide a faster
computation time than the uncoupled optimization. However, the performance of the L-BFGS
accelerated QN-coupled method is very similar without performing additional CI evaluations
yielding the fastest computation time in the second-order MCSCF. Nevertheless, the SO-SCI
time of 14 minutes cannot be undercut, since more CI optimization steps are necessary to reach
the second-order convergence.

The optimization with the CAS(16,16) active space is not challenging at all, and the con-
clusions are very similar to the previously discussed benchmark of the aromatic systems in
Section 8.2. The explicit coupled methods improve the convergence, but cannot compensate
for the additional CI work. The QN-Coupling shows a comparable convergence as the explicit
coupled methods and yields again the fastest second-order computation time. Here, signifi-
cantly less CI evaluations than in the Uncoupled (CI) optimization are required.

This example clearly shows that it is not necessary to compute the expensive coupling
terms to overcome the convergence difficulties of a strongly coupled scenario. In the end, a
comparable convergence can be accomplished with the considerable cheaper L-BFGS accel-
eration. Furthermore, the L-BFGS acceleration also improves convergence for weakly cou-
pled systems without introducing any computational overhead, and therefore the QN-Coupled
method is from now on the default in our second-order MCSCF.

8.4 Large transition metal clusters

The next benchmark demonstrates the performance for three large transition metal clusters.
The structures of all three complexes are shown in Figure 8.3, and the largest system is the
nickel complex with 231 atoms and 826 electrons. The iron and the nickel complex are ob-
tained from Guo et al. [187], and they have also been used to benchmark local PNO-NEVPT2
and PNO-CASPT2 methods [187–189]. Here, the preceding CASSCF optimization has been
identified as a severe bottleneck and enormous MCSCF computation times have been reported.
The third complex is the Co2ON4C70H106 complex (in the following Co2O complex) from
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FeC72N2H100 [187] [NiC90N20H120]
2+ [187] Co2ON4C70H106 [292]

Figure 8.3: Structures of the transition metal complexes for the calculations in Section 8.4.

Roy et al. [292] which shows an extremely strong multireference character for the two low-
est states. All three complexes contain too many occupied orbitals for a second-order orbital
optimization, and only calculations with the Super-CI and the SO-SCI method are possible.
The iron complex has Ci symmetry, while the other two complexes are optimized without
any symmetry treatment. Additionally, we carried out single-determinant calculations for the
single-reference states of all three clusters. The convergence and the timings are compared
with the ROHF method, which is discussed in Section 8.4.1. All calculations are done with
both the def2-tzvp and the def2-tzvpp bases [213] using 20 processes on a singe workstation
with 2 x 10 Intel® Xeon® CPU E5-2660 v3 processors at 2.60 GHz and 512 GB memory.

We begin the discussion with the CASSCF calculations of the iron and the nickel com-
plexes. In Reference [187], the active space includes only the 3d orbitals of the transition
metal, resulting in a CAS(6,5) for the iron complex, and a CAS(8,5) for the nickel complex.
However, the quintet state of the iron complex and the triplet state of the nickel complex are
strongly dominated by the high-spin determinant such that some active orbitals are nearly dou-
bly occupied. This leads to convergence problems for all methods, as already observed for the
nickel complex in Reference [302]. In order to circumvent this problem, we did a double d-
shell calculation and added the five 4d orbitals into the active space. This results in CAS(6,10)
active space for the iron complex and a CAS(8,10) for the nickel complex. The number of
Super-CI and SO-SCI iterations for both complexes are shown in Table 8.5. The SO-SCI
method shows the lowest computation time and the smallest number of iterations in all calcu-
lations, even though the Super-CI already performs to satisfaction. The computation time of
SO-SCI with def2-tzvp is less than 7 hours, and compared to the reported calculation time of
around 3 days for the PNO-NEVPT2 method [187] or up to 9.5 hours for the PNO-CASPT2
method [189] (both with the def2-tzvp basis), our CASSCF is no longer a bottleneck for the
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Table 8.5: Number of MCSCF iterations, timings (in hours) and energies (in Hartree) for the
CASSCF calculations of the iron and the nickel complex [187]. The number of basis functions
is also shown in parenthesis.

Super-CI SO-SCI

Basis State It. Time [h] It. Time [h] Energy

FeC72N2H100

def2-tzvp 3Ag 23 2.2 20 1.8 -4156.154 789
(2939) 5Ag 39 3.6 33 2.9 -4156.227 647
def2-tzvpp 3Ag 25 3.4 21 2.8 -4156.206 566
(3785) 5Ag 40 5.3 37 4.9 -4156.279 034

[NiC90N20H120]
2+

def2-tzvp 1A 23 7.6 19 6.5 -6074.846 689
(4175) 3A 25 8.3 17 5.9 -6074.923 467
def2-tzvpp 1A 22 10.4 19 9.5 -6074.890 582
(5154) 3A 26 12.2 17 8.6 -6074.966 405

subsequent treatments.

Next is the cobalt complex, where we used the DFT optimized geometry from Refer-
ence [292]. We tried to reproduce the CAS(20,13) active space of Reference [292], including
the 3d orbitals of the two cobalt atoms and the 2p orbitals of oxygen. Although the AVAS
starting guess of the 2p oxygen orbitals is reasonable, the 2p oxygen orbitals are rotated out
in the CASSCF optimization, and the 3p orbitals of one of the cobalt atoms become active.
Obviously, the 3p orbitals of cobalt yield a lower energy through dynamic correlation, even
though the final 3p orbitals are also almost doubly occupied. This indicates that the three 2p
orbitals of oxygen can be safely removed from the active space without changing the qualita-
tive description of the molecule. The final CAS(14,10) active space reproduces the 3d orbitals
of Reference [292]. However, we included the 2p oxygen orbitals in the AVAS starting guess
generation, since this visually improved the starting orbitals. In addition, we did calculations
with an increased active space of CAS(14,14) in which we added the four 4d orbitals asso-
ciated with the four strongest occupied 3d orbitals. The starting guess of this active space is
generated by adding the 4dz2 and 4dxy orbital in AVAS.

The computation time and the number of iterations of the cobalt complex are shown in Ta-
ble 8.6. The cobalt complex is a rather difficult system with a large number of CFs contributing
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Table 8.6: Number of MCSCF iterations, timings (in hours) and energies (in Hartree) for the
CASSCF calculation of the cobalt complex with CAS(14,10) and CAS(14,14). The number of
basis functions are displayed in parenthesis.

Super-CI SO-SCI

Basis State It. Time [h] It. Time [h] Energy

CAS(14,10)

def2-tzvp 1A 54 6.4 34 4.1 -5768.857 959
(3051) 3A 86 10.2 49 5.9 -5768.857 641
def2-tzvpp 1A 51 9.0 35 6.5 -5768.898 833
(3937) 3A 86 15.2 48 8.9 -5768.898 515

CAS(14,14)

def2-tzvp 1A 39 5.1 34 4.9 -5768.941 538
(3051) 3A 40 5.2 32 4.6 -5768.940 887
def2-tzvpp 1A 40 7.7 34 7.7 -5768.982 734
(3937) 3A 40 7.7 35 7.9 -5768.982 084
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Figure 8.4: Energy convergence of the triplet calculation of the cobalt complex with def2-tzvp
and CAS(14,10). Shown is the difference to the converged energy in Table 8.6.
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on a similar level. The convergence of the Super-CI methods slows down drastically for the
CAS(14,10) active space, and over 80 iterations are required in the triplet state calculation.
The energy convergence of the slowly converging triplet state is also shown in Figure 8.4.
In the beginning, the convergence of both methods is similar, but the Super-CI decelerates
considerably between iteration 10 and 55. The plateau in the energy difference is due to the
semi-logarithmic plot, and the energy change in each iteration is still more than 0.1 milli-
Hartree. The energy decay in the SO-SCI also diminishes after iteration 10, but the method
manages to escape this slow zone considerably faster and finishes in 49 iterations. If the 4d
orbitals are added, the convergence is strongly improved. In case of the larger def2-tzvpp
basis, the timings between the SO-SCI and the Super-CI method are comparable. Here, the
evaluation of the Jtu and Ktu matrices becomes noticeable, since a larger number of active
orbitals is included. The Super-CI shows even a slightly faster computation time for the triplet
state.

8.4.1 Single-reference calculations

We also carried out single-reference calculations for all three complexes. The multireference
character of the triplet and quintet state in the iron complex is not strongly pronounced. Here,
the open-shell determinant in the CASSCF calculation shows a CI coefficient of 0.953 for the
triplet state and 0.992 for the quintet state, and a single-reference treatment is justified. The
same applies for the triplet state in the nickel complex and the septet of the cobalt complex with
leading CI coefficients of 0.989 and 0.967, respectively. Therefore, we did single-determinant
calculations with a CAS(2,2) (triplet), CAS(4,4) (quintet) and CAS(6,6) (septet) active space,
which is equivalent to a ROHF calculation. The number of iterations and the computation
times are shown in Table 8.7. Results from the ROHF calculations with the ROHF program in
Molpro [190] are presented as well. All calculations are started from the atomic density guess
since this is also the starting guess in the ROHF program.

In case of the iron complex, we are not able to converge into the correct minimum with the
HF program, and the obtained solution yields a significantly higher energy than the MCSCF
calculations. Various level-shifts and experiments with Molpro’s second RHF program [222]
could not fix the problem. The difference to the SO-SCI energy is 29.1 milli-Hartree for the
triplet and 1.2 milli-Hartree for the quintet, and it is therefore significant. Comparing the final
orbitals shows that the ROHF program finds the wrong 3d open-shell orbitals. We can be
sure about the correct 3d orbitals because we know the results of the CAS(6,10) calculation
capturing all 3d orbitals. The Super-CI was able to find the correct minimum, but requires a
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Table 8.7: Number of iterations (Iter.) and computation times (in hours) of the single-
determinant calculations of the large transition metal clusters.

ROHF Super-CI SO-SCI

Basis State Iter. Time [h] Iter. Time [h] Iter. Time [h] Energy

FeC72N2H100

def2-tzvp 3Ag a) 98 8.8 42 3.4 -4156.068 370
(2939) 5Ag a) 81 7.3 28 2.3 -4156.160 091
def2-tzvpp 3Ag a) 98 12.6 42 5.0 -4156.120 185
(3785) 5Ag a) 82 10.6 28 3.4 -4156.211 440

[NiC90N20H120]
2+

def2-tzvp 3A 26 7.3 28 9.1 16 5.0 -6074.798 901
def2-tzvpp 3A 26 10.1 27 12.6 16 7.2 -6074.841 763

Co2ON4C70H106

def2-tzvp 7A 68 6.2 86 10.1 27 3.1 -5768.851 186
def2-tzvpp 7A 67 9.1 87 15.2 29 5.1 -5768.892 008

a) No convergence into the right solution.

massive number of iterations while the SO-SCI method shows a nice and fast convergence into
the correct solution.

In case of the nickel and the cobalt complexes, the Hartree-Fock yields the same solution
but requires almost twice as many iterations as the SO-SCI program. Although the compu-
tation time per iteration is faster in the Hartree-Fock program, the SO-SCI method shows
the lowest total computation time. The Super-CI method requires a higher number of itera-
tions than Hartree-Fock (especially for the cobalt complex) and offers no advantage over the
Hartree-Fock method. Therefore, the new SO-SCI method is strongly recommended for open-
shell calculations. In the meantime, similar observations have been also reported by other
colleagues in our institute, where the SO-SCI method is now routinely used for open-shell
calculations.
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8.5 Rydberg orbitals

This example demonstrates the effect of the WMK optimization at the beginning of the SO-
SCI method (see Section 7.2.2) for the Rydberg orbitals of Furan and Pyrrole. Rydberg orbitals
are chosen in this benchmark because the optimization has to rotate them into the active space,
leading to large active-virtual rotations. The base active space without any Rydberg orbitals is
a CAS(6,5) built from the five π orbitals of the systems. AVAS is not needed in these examples,
since the atomic density guess already yields a suitable approximation of the five π orbitals.
The 3s and the three 3p Rydberg orbitals are captured in a CAS(6,9) active space. All Rydberg
orbitals are optimized together in a state-averaged calculation with C2v symmetry, and the
optimization includes the ground state (11A1) as well as the four Rydberg states describing the
excitations into the Rydberg orbitals: 21A2 for 3s, and 11B1,11B2, and 21A2 for the three 3p
Rydberg orbitals.

In order to describe the extremely diffuse character of the Rydberg orbitals qualitatively,
we used the d-aug-cc-pVTZ basis [303]. Here, density fitting was disabled due to the lack of a
fitting basis. The structures are obtained from experimental data in Reference [304] and [305].
These calculations do not aim to be very accurate, since additional basis functions, single-
state calculations, and a post CASSCF treatment are missing. More precise results for the
Rydberg excitations of these molecules can for example be found in the work of Chrisitansen
et al. [306, 307].

Table 8.8 shows the number of iterations and the computation time of the CAS(6,5) and the
CAS(6,9) active space. The optimization of the active-virtual orbitals with the WMK method
in the beginning is denoted as "SO-SCI (WMK)". In case of the Rydberg orbitals, the extra
optimization reduces the number of iterations considerably compared to the SO-SCI method.
However, one reason for the slow convergence of the SO-SCI method is a premature start
of the L-BFGS acceleration in which the step restriction in the L-BFGS strongly damps the
optimization in the beginning. Therefore, we did additional calculations, where the L-BFGS
acceleration is not started until the step is lower than 0.1. This brings the number of iterations
closer to SO-SCI (WMK) for Furan, but a difference is still visible in case of Pyrrole. The
slow convergence of the Super-CI method is not connected to the L-BFGS acceleration, and
it is therefore caused by the approximated treatment of the active rotations. The optimization
of the π orbitals is not overly complex, and all methods converge quickly for the CAS(6,5)
active space. Here, the additionally start with the WMK optimization has no large effect, but
requires additional CI optimizations in the micro-iterations. We observed a similar behavior
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Table 8.8: Iterations and computation time for the Furan and Pyrrole calculations. The
CAS(6,9) active space includes the 3s and three 3p Rydberg orbitals in addition to the five
π orbitals.

Furan Pyrrole

CAS(6,5) CAS(6,9) CAS(6,5) CAS(6,9)

Method Iter. Time [s] Iter. Time [s] Iter. Time [s] Iter. Time [s]

Super-CI 10 10 47 71 11 13 52 102
Super-CI a) 10 10 47 76 11 13 52 102
SO-SCI 10 10 27 43 10 12 21 47
SO-SCI a) 10 10 16 26 11 14 16 32
SO-SCI (WMK) 8 8 13 22 9 11 11 25
UC-AH 9 33 17 88 9 45 23 145
UC-AH a) 9 34 16 83 9 47 14 99
WMK (QN-Coupled) 3 14 4 30 3 19 4 39

a) The L-BFGS acceleration is not started until the step is lower than 0.1.

in other cases where the active orbitals are qualitatively correct in the beginning. However,
the computational overhead from the extra WMK optimization might become significant for
larger active spaces, and therefore the start with the WMK optimization is implemented only
as an option.

8.6 The Ni(NHC) catalyzed rearrangement

This section presents CASSCF calculations of the catalyzed rearrangement of a vinylcyclo-
propane (VCP) species to the cyclopentene versions. The reaction is obtained from the work
of Zens et al. [293] in which the rearrangement of several VCPs with different catalysts have
been investigated experimentally. Additionally, a first computational analysis at the DFT level
is also presented in Reference [293] by Florian Bauer from our institute with whom we col-
laborated for this project. Throughout this section, we use the same labelling as in Refer-
ence [293]. Our discussion is limited to the rearrangement of the endo-8b and endo-8c species
which are displayed on the left hand side in Figure 8.5. The only structural difference between
the two species is the position of the methyl group. A yield of 38% has been found for the
endo-8c structure while the endo-8b species shows no rearrangement. The question why a
rearrangement is only observed with the endo-8c structure is the main interest in the theoret-
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Figure 8.5: The left hand side shows the rearrangements and the yields from the endo-8c
and endo-8b reactants to the 9b and 9c products. The NHC ligand which forms the catalyst
together with nickel is presented on the right hand side. The structures are reproduced from
Reference [293].

ical investigation. The catalyst used in the reaction is formed by Nickel and a N-heterocyclic
carbene (NHC) ligand. The structure of the ligand is shown in Figure 8.5 on the right hand
side. The formation of the catalyst from a Ni(COD)2 compound and a imidazolium salt has
been investigated in detail in Reference [293] and is not discussed here. The reaction takes
place at 120 ◦C in a solution of toluene.

A possible mechanism of the catalyzed rearrangement has been already presented in Refer-
ence [293], and the reaction cycle of the endo-8c rearrangement is displayed in Figure 8.6. The
seven intermediate (INT) and transition state (TS) structures have been optimized by Bauer at
the DFT level and are obtained from the Supplementary Information of Reference [293]. The
absorption of the reactant and the separation of the product have been neglected in this cy-
cle. Calculations with the B3LYP-D3 DFT functional [7] and a subsequent correction with
B2PLYP [308] have been presented in Reference [293]. Solvent effects of the toluene were
treated with COSMO [309]. Additionally, zero-point energy corrections have been obtained
from the harmonic approximation and B3LYP-D3 calculations. The contrary yields of the
two species has been explained by different overall reaction barrier heights. However, after
the publication, Bauer has done explicitly correlated PNO-CCSD(T)-F12 [310] calculations
to obtain more accurate results. These agreed more with the B3LYP-D3 results implying that
the B2PLYP correction is most likely systematically wrong. Furthermore, the energies of the
F12a and F12b approximations in the PNO-CCSD(T)-F12 varied strongly (up to 20 kJ/mol)
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Figure 8.6: Reaction cycle of the endo-8c rearrangement. The carbon atoms forming bonding
and anti-bonding orbitals with nickel are additionally labelled by numbers. The structures and
the reaction cycle are reproduced from Reference [293].

indicating that this might be a multireference case. In order to investigate the strength of the
multireference character, we did CASSCF calculations for the whole reaction cycle.

CASSCF calculations along reaction paths are particularly challenging due to the fact that
the multireference character of the wavefunction and the active orbitals can strongly vary for
the different geometries. However, the active space should contain the same set of orbitals in
all calculations, since otherwise the correlation contribution in the CAS wavefunction strongly
changes and the energies are not comparable. The construction of the active space was a cum-
bersome process despite the AVAS tool. It was helpful to interpolate between the structures
such that an active space could be propagated through the reaction without heavy changes in
the calculations. However, the finally obtained active space is robust enough to be passed
through the reaction without the interpolation.

Along the reaction, the 3dxz orbital of nickel (with the imidazole oriented in the xz plane)
forms bonding and anti-bonding orbitals with the surrounding oxygen and the carbon atoms
labeled by 1 to 5 in Figure 8.6. Each involved atom participates in this bond with one of
the three 2p orbitals, and this interaction with nickel shows a considerable multireference
character. Furthermore, the sigma bond breaking between carbon atoms 2 and 3 in TS2 and
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the sigma bond forming of carbon atoms 2 and 5 in TS4 also feature a weak multireference
contribution. Here, the sigma orbitals are formed by the same 2p orbitals which interact with
nickel in the other structures, and therefore no additional orbitals are required in the active
space. The resulting seven natural active orbitals are shown in Figure 8.7 for the INT1, the
TS3 and the INT4 state together with the sigma bond between nickel and the NHC ligand. In
the initial structure INT1, the MOs 161 and 164 are the π and π∗ orbital of oxygen and carbon
atom 1. These two orbitals interact with nickel in the INT4 state, which can be seen in the
MOs 155, 162, and 163 in INT4. The sigma bond of carbon atoms 2 and 3 in INT1 (MO 156
and 169) is broken, and the involved 2p orbital of carbon atom 3 forms first a sigma bond with
nickel (154 in TS3) and later a π and π∗ orbital (MO 161 and 164 in INT4) with carbon atom
4. The π and π∗ orbital of carbon atoms 4 and 5 interact first with nickel in INT1 (MO 155,
162, and 163). In TS3, the carbon atom 2 is also involved in this interaction (MO 161, 162,
163 and 164), and in structure INT4, the carbon atoms 2 and 5 form a new sigma bond shown
in the MOs 156 and 164 in Figure 8.7.

The four remaining 3d orbitals of nickel hardly exhibit any interaction with the ligands
and are basically isolated in the reaction. However, excitations into the 4d orbitals can yield a
significant energy lowering through dynamic correlation, and they rotate into the active space
for some structures. We hence added all 3d orbitals of nickel as well as the four 4d orbitals
associated with the isolated 3d orbitals. In total, this yields a CAS(16,15) space, and first
calculations of the endo-8c rearrangement confirmed the multireference character.

We begin the calculations at the last intermediate structure, since INT4 is better oriented
for the AVAS program. It is possible to construct a CAS(14,13) with AVAS, and the remain-
ing two 2p orbitals are rotated in manually in a subsequent calculation. From here, the re-
action is calculated backwards, where the previous orbitals are reused as the starting guess.
All calculations are performed with the def2-tzvp basis [213] which has also been used in
Reference [293]. Since nearly 100 atoms are involved in the reaction, we can only use the
first-order methods. As a benchmark, we did the CAS(16,15) optimization with the Super-CI
and the SO-SCI method. Here, the Super-CI method requires about 50% more iterations than
the SO-SCI method while showing a similar computation time per iteration. Furthermore, the
Super-CI converged into a higher energy in the first CAS(14,13) calculation yielding another
set of active orbitals.

However, the CASSCF optimization of the TS3 state rotates MO 154 in Figure 8.7 with the
sigma bonding orbital of nickel and the NHC ligand (MO 155). To maintain a consistent active
space in all computations, we additionally moved this sigma orbital into the active space. This
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INT1

154 (1.999) 155 (1.993) 156 (1.978) 161 (1.932)

162 (1.923) 163 (0.085) 164 (0.069) 169 (0.022)

TS3

154 (1.998) 155 (1.996) 160 (1.951) 161 (1.932)

162 (1.877) 163 (0.132) 164 (0.073) 165 (0.051 )

INT4

154 (1.998) 155 (1.995) 156 (1.983) 161 (1.922)

162 (1.880) 163 (0.128) 164 (0.078) 169 (0.018)

Figure 8.7: The natural active orbitals of the INT1, TS3, and INT4 state of the endo-8c
rearrangement. The isolated 3d and 4d orbitals are neglected. Additionally, we display the
orbital numbers and natural orbital occupation numbers in parenthesis.
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Figure 8.8: Reaction energies calculated with PNO-CASPT2 for the endo-8b and the endo-8c
species. The energy is relative to the first intermediate state INT1.

results in a CAS(18,16) that contains all orbitals interacting with nickel at some point. The CI
expansion of the CAS(18,16) space includes 130 873 600 determinants, and it is the largest CI
presented in this thesis. However, the 3p and 3s outer core orbitals of nickel now rotate easily
with almost doubly occupied active orbitals during the optimization yielding a slightly lower
energy. To converge into the desired local minimum, we did several CASSCF calculations
for each structure, where either the 3p and 3s orbitals or the lowest four active orbitals are
frozen. These two MCSCF optimizations are alternated until the energy is fully converged,
and the final orbitals are obtained from the calculation with the nickel core orbitals frozen.
This procedure is used for both the endo-8b and endo-8c system.

Subsequently, CASPT2 calculations with the PNO-CASPT2 [188, 189] program are per-
formed to obtain the final energies. Here, the outer core orbitals of nickel are included in the
correlation, since the swapping with the active orbitals already clarified the importance of cor-
relating these orbitals. The final reaction energies are presented in Figure 8.8, and they strongly
deviate from the results in Reference [293]. However, we believe that the PNO-CASPT2 re-
sults are more trustworthy, since the clear multireference character of the system is treated ap-
propriately. The highest barrier is extremely similar in both systems, and therefore we cannot
reproduce the original statement that explains the different yields by the varying reaction rates.
Our calculations do not include any solvent effects since this is not possible with the current
implementation. However, we know from the DFT calculations that they are considered neg-
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Figure 8.9: The reaction energies of various methods for the endo-8c species. All energies
are relative to the corresponding energy of the first intermediate state INT1. The B2PLYP
values are obtained from the Supplementary Information in Reference [293], the other single-
reference results are provided by Bauer.

ligible for this system. More dominant are the zero-point corrections, which are unfortunately
too expensive to be calculated on the PNO-CASPT2 level. Each PNO-CASPT2 calculation
requires a computation time of nearly 24 hours using two processes. A parallelization with
more processes is not possible because of the huge memory requirements in the CASPT2 pro-
gram induced by the large active space. Nevertheless, in a first approximation, we can add the
zero-point energy corrections provided by Bauer which are calculated using B3LYP-D3. This
shifts the first barrier by 16 kJ/mol for endo-8c and 29 kJ/mol for endo-8b, which is significant
compared to the PNO-CASPT2 barrier height of 34.0 kJ/mol and 43.9 kJ/mol for endo-8c and
endo-8b, respectively. However, the final barrier heights are not large enough to explain why
the endo-8b rearrangement is not observed as both barriers still allow a fast reaction according
to transition state theory. We can thus conclude that the difference between the endo-8b and
the endo-8c rearrangement cannot be found in the reaction mechanism. Another route for in-
vestigation could be the absorption of the reactant, since here the outer position of the methane
group in endo-8b might inhibit the process.

A comparison of the reaction energies calculated with B3LYP-D3, B2PLYP [293], PNO-
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CCSD(T)-F12a,-F12b (all kindly provided by Bauer) and our PNO-CASPT2 values is pre-
sented in Figure 8.9 for the endo-8c system. The B2PLYP values strongly deviate from the
other results, indicating that these energies are not very reliable. The severe differences be-
tween the F12a and F12b energies in the coupled cluster results are visible for all states. The
best agreement is found between the PNO-CASPT2 and the PNO-CCSD(T)-F12b with a still
a difference between 10 and 30 kJ/mol. The overall picture looks very similar for the endo-8b
system.

8.7 RASSCF calculations of Mg-porphyrin

Although CASSCF is probably the most typical application, all presented methods are also
capable of running calculations for general MCSCF wavefunctions. This section discusses
an example of a RASSCF optimization of the Mg-porphyrin complex. Derivatives of the
porphyrin molecule are important in biochemical processes. An example is Fe-porphyrin (also
known as heme) which plays an essential role in the oxygen transport in the human metabolism
[311]. The Mg-porphyrin complex is serving as a model for the structurally similar chlorophyll
molecules required for the photosynthesis in plants [312].

The π system of the free-base porphyrin molecule shows a multireference character [147],
and it has been concluded [150, 313, 314] that the inclusion of all 24 π orbitals into the active
space is necessary for an accurate description of the porphyrin molecule and its derivatives. In
the recent years, numerous calculations of the Fe-porphyrin complex including all π orbitals
have been presented with various approximating full-CI solvers [147, 150, 161, 179, 313–316]
improving the agreement between theory and experiment.

In this section, we use the RASSCF method (see Chapter 3) to calculate the first vertical

6b1u 4b2g 4b3g 2au

1.88 (1.55) 0.13 (0.47) 0.13 (0.62) 1.88 (1.38)

Figure 8.10: The four natural orbitals RAS2 orbitals of Mg-porphyrin. The occupation num-
bers of the RAS(26,24) calculation are shown for the 1Ag (no parenthesis) and the 1Eu (in
parenthesis) state.
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excitation energy of the Mg-porphyrin complex including the full π system. We only allow a
maximum of two holes in RAS1 and two electrons in RAS3, hence we consider only single
and double excitations from RAS1 and into RAS3, respectively. Since the full-CI structure of
the wavefunction is destroyed, active-active rotations are additionally included in the orbital
optimization.

Recently, occupation numbers of all 24 π orbitals of the free-base porphyrin complex have
been presented by Li Manni et al. [147] using the FCIQMC method and a CAS(26,24). The
interaction between the magnesium orbitals and the surround π system is considered to be
very weak, since all occupied magnesium orbitals are isolated and energetically close to the
core orbitals. Therefore, the active space of Mg-porphyrin can be assumed to be similar to
the one of free-base porphyrin. In the first three states, there are only four natural orbitals
with occupation numbers strongly deviating from two and zero [147]. These four orbitals,
also known as the Gouterman orbitals [317], are displayed in Figure 8.10 with the occupation
numbers for the ground state (1Ag) and the first excited state (1Eu) of Mg-porphyrin. Mg-
porphyrin features a D4h symmetry, but all calculations are carried out in the D2h symmetry for
technical reasons with the molecule oriented in the xy plane. The excitation into the first 1Eu

state can be then described by the 1B3u state in D2h symmetry [318].

The RAS of Mg-porphyrin is constructed by putting the nearly doubly occupied orbitals
into RAS1 (2-5b1u, 1-3b2g, 1-3b3g, 1au), the four orbitals with varying occupations into RAS2
(6b1u, 4b2g, 4b3g, 2au), and the nearly non-occupied orbitals into RAS3 (7-8b1u, 5-6b2g, 5-6b3g,
3-5au). The same RAS space has also been used in other calculations of free-base porphyrin
[101] or Mg-porphyrin [318,319]. Unfortunately, no excitation energies on this RASSCF level
have been reported in the References [318, 319]. Additionally, we run CAS(4,4) calculations
with the four RAS2 orbitals in the active space to measure the impact of the missing π orbitals.
The structure of the Mg-porphyrin complex is obtained from the Supplementary Information
of Reference [147], and all calculations are done with the def2-atzvpp basis set. We have
also run calculations with the smaller det2-tzvp basis set, but the results only slightly differ,
indicating that the excitation energy is not highly depending on the basis set choice.

Table 8.9 shows the number of iterations and the computation time of the first-order meth-
ods and the WMK method with and without the L-BFGS acceleration. In case of the CAS(4,4)
active space, the L-BFGS acceleration only improves the Super-CI and the SO-SCI methods,
indicating that the orbital-CI coupling is weak in the CAS(4,4) calculations. The SO-SCI
calculation without the L-BFGS acceleration requires an additional level-shift of 0.3 for the
inactive-active rotations in the orbital Hessian, since otherwise the convergence slows down
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Table 8.9: Number of iterations (Iter.) and computation times (in minutes) for the Mg-
porphyrin calculation with an active space of CAS(4,4) and RAS(26,24).

CAS(4,4) RAS(26,24)
1Ag

1B3u
1Ag

1B3u

Method Iter. Time Iter. Time Iter. Time Iter. Time

Without L-BFGS acceleration:

Super-CI 24 6.9 33 9.4 65 22.2 74 26.2
SO-SCI 19a) 4.4a) 20a) 4.5a) 68 32.5 40 19.8
UC-AH 5 19.6 7 26.2 68 276.5 40 165.0
WMK (Unc. (Orb)) 3 14.0 3 14.2 4 26.4 4 25.5

With L-BFGS acceleration:

Super-CI 13 3.9 16 4.7 22 7.9 23 8.4
SO-SCI 11 2.6 12 2.8 22 10.9 17 8.7
UC-AH 5 19.6 6 22.8 20 84.2 16 67.7
WMK (QN-Coupl.) 3 14.0 3 14.2 3 18.5 3 18.8

a) Additional level-shift of 0.3 for the inactive-virtual rotations.

considerably and nearly hundred iterations are required. Again, the level-shift is not needed if
the L-BFGS acceleration is activated.

The L-BFGS acceleration becomes more important in the RASSCF optimization, and a
strong improvement is visible for all methods. This coincides to the well known observation
that the additional active-active rotations increase the orbital-CI coupling through a nearly
linear dependency in the variational problem [65]. This linear dependency can be alternatively
removed by considering only double excitations in the RAS definition. The convergence of
the Super-CI method and the SO-SCI method is very similar in the 1Ag state calculation, but
the time per iteration is lower in the Super-CI method. The computation of the active Hessian
in the SO-SCI method is still negligible for this large number of active orbitals (7 seconds in
total), and the main difference is the assembly of the two-electron integrals required in the
SO-SCI method. The WMK method shows its clear advantage over the UC-AH method, in
particular in the RASSCF case.

The results of the first vertical excitation energy are presented in Table 8.10. Additionally,
results with the MRPT2 method [101] are shown for the CAS(4,4) and RAS(26,24) active
space, respectively. The 2p and 2s orbitals of magnesium are included in the MRPT2 treat-
ment, and a level shift of 0.3 is used to avoid problems with intruder states. Furthermore, ex-
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Table 8.10: Vertical excitation energy of 1Ag → 1Eu (1B3u) of Mg-porphyrin.

Method Active Space Excitation energy [eV]

MCSCF CAS(4,4) 3.55
MCSCF RAS(26,24) 2.89
FCI-QMC [147] CAS(26,24) 2.50
MRPT2 CAS(4,4) 1.75
MRPT2 RAS(26,24) 2.04
Experiment [320] 2.20
Experiment [321] 2.17

perimental values [320, 321], and the result from the FCIQMC calculation of Li Manni [147]
are displayed. The excitation energy of the CAS(4,4) calculation resembles the previously
reported 3.59 eV in Reference [318] but deviates strongly from the experiment. The RASSCF
improves the results strongly and is already closer to experiment than the largest CASSCF
calculation presented in Reference [318] in which an excitation energy of 3.06 eV is obtained
for a CAS(15,18). This demonstrates that the inclusion of all π orbitals is crucial. With a
CAS(26,24) as achieved by Li Manni et al. [147], the CASSCF result is further improved.
The MRPT2 with the CAS(4,4) strongly underestimates the excitation energy, which has also
been observed in the work of Rubio et al. [318]. The subsequent MRPT2 treatment with the
RAS(26,24) space reproduces the experimental values within the expected accuracy of 0.3 eV
for the MRPT [322].

8.8 Computational performance

A serious amount of time was spent to improve the efficiency of the program and especially
to achieve a good parallelization. Today, even small computers include numerous CPUs so
that parallization is of key importance for an effective use of modern computers. We therefore
rewrote most parts the MCSCF program multi in Molpro [190] in order to improve efficiency
and robustness. The first multi implementation is now over 30 years old, and the computa-
tional architecture has changed substantially in the meantime. Memory requirements have
been more strict at that time. Often, even small data was stored on disk, while today a few
megabytes difference in memory is not critical. The unchanged routines from the original
implementation are responsible for the input processing and initialization as well as for ana-
lyzing and storing the wavefunction information. This simplifies the communication with the
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Figure 8.11: Computation times of the QN-coupled WMK optimziation of the
[(NH3)3Cu]2O2+

2 isomerization at F=0. The calculations are run with 20 processes.

Molpro environment. The density fitting routines for the integral generation are now based on
a very efficient program written by Hans-Joachim Werner. The program has originally been
designed for the Hartree Fock program [222] and is adjusted to compute the electron integrals
Jkl and Kkl as well. The original determinant and CSF framework is reused [198], but it has
been heavily improved through an efficient parallelization implemented by Peter Knowles and
Iakov Poliak. However, the Davidson program for the CI optimization has been completely
rewritten, since convergence problems in the old implementation are sometimes observed.

A comparison with the old code is possible in the second-order MCSCF, and it is shown
in Section 8.2 in Figure 8.1 for the aromatic benchmark set. This version of the old code
already includes the modernized density fitting and CI routines, and the large difference in the
computation time is achieved by the more efficient and parallelized new program. The largest
difference is observed in the construction and contraction of theGkl

rs matrices. Here, a blocking
of the rs indices yields a massive improvement in the computation time, and a speedup of more
than 100 is obtained in the Gkl matrix generation (parallelization included). An example of
the distribution of the computation time in the second-order method is presented in Figure
8.11 for the F =0 calculation of the [(NH3)3Cu]2O2+

2 isomerization with the CAS(16,14) and
CAS(16,16) active spaces (see Section 8.3). The results are shown for the QN-Coupled version
of the WMK method. In case of the CAS(16,14) more than half of the computation time is
spent in the calculation of two-electron integrals followed by the CI optimization in the micro-
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Figure 8.12: Computation time per iteration of the first-order [(NH3)3Cu]2O2+
2 CAS(16,14)

optimization at F=0 and the singlet CAS(14,14) Co2O complex example. The calculations are
run with 20 processes.

iterations and internal optimization. The orbital part in the internal optimization is dominated
by the internal transformation. Less than ten percent of the total computation time is required
for the second-order orbital optimization. If the active space is increased to CAS(16,16), the
CI evaluations dominates the whole optimization, which can be seen on the striped pattern in
Figure 8.11.

The computation time of the first-order methods is shown in Figure 8.12 for the same
CAS(16,14) example. Here, the time is displayed for a single iteration to enable the compari-
son between the Super-CI and the SO-SCI method. The different density fitting evaluations of
the integral based terms (blue and orange) are clearly visible. In the SO-SCI method, the eval-
uation of the Coulomb and exchange integrals leads to a larger computation time in the first
density fitting routine (blue), but the subsequent calculation of the generalized Fock matrix and
the Ark matrix is negligible. In case of the Super-CI method, additional destiny fitting routines
are required in the latter step, but the total computation time is similar in both methods. The
time spent on the CI optimization is equal in both methods, since the same thresholds are used
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Figure 8.13: Speedup relative to the non-parallel execution for the Co2O complex on the left
hand side, and for the [(NH3)3Cu]2O2+

2 example on the right hand side.

in the Davidson method. The orbital optimization in the Super-CI method is slightly longer,
since the action of the overlap matrix is noticeable here. However, the picture changes for the
second example, which is the singlet CAS(14,14) def2-tzvp optimization of the Co2O complex
presented in Section 8.4. Here, the computation of the Jtu and Ktu integrals takes consider-
ably more time than the density fitting evaluation of all intermediates in the Super-CI method.
Also, the orbital optimization in the SO-SCI method takes slightly longer, since a very large
Hessian matrix is included. However, in this calculation, the SO-SCI can compensate for the
longer iteration time by a faster convergence.

Last, we present speedup curves in Figure 8.13 for the two examples showing the accelera-
tion through parallelization. In case of the large Co2O complex, the first-order optimization is
terminated after 10 iterations to avoid the lengthy single-core computations while this prema-
ture abortion hardly affects the speedup. The Co2O calculations are strongly dominated by the
integral evaluation routines. Therefore, the obtained speedups are very similar to the Hartree-
Fock program in which a speedup of around 15 has also been reported for 20 processes [222].
In case of the [(NH3)3Cu]2O2+

2 calculation, a lower speedup of 12.5 can be obtained in all
methods due to the slightly less efficient parallelization in the CI optimization which domi-
nates this example. Here, the marginally better parallelized CSF code has been used. Another
very important observation is that the speedup is nearly identical in all methods. Therefore,
the discussions and conclusions presented in this chapter are also transferable to non-parallel
computations.
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9 | Conclusion and Outlook

In this work, we improved the stability of the second-order WMK method, and, furthermore,
developed a new fist-order MCSCF which allows a robust optimization of large molecules. We
first introduced a new micro-iteration optimization for the WMK method where the explicit
orbital-CI coupling is included. While this solves the convergence difficulties for strongly
coupled cases, the additional CI evaluations introduced by the explicit coupling cannot always
be compensated for. A lowering in computation time is only observed for cases with a severe
orbital-CI coupling. To improve this unsatisfying result, we developed a second approach in
which the coupling is treated on an approximated level with a QN method. Here, the QN-
coupling can be implemented in form of a general convergence accelerator based on the L-
BFGS optimization. The accelerated WMK method provides a MCSCF convergence as fast
as the explicit coupled version but without any additional CI evaluations. The convergence
is also improved in more weakly coupled systems, and the QN-coupling is superior to all
other implemented and tested optimization strategies in the WMK method. Furthermore, the
convergence accelerator has a general structure which allows an usage beyond the MCSCF
context. An application in other optimization problems might be an interesting consideration
in future method development.

In case of larger molecules, the second-order MCSCF becomes less favorable because
of the expensive evaluation of the two-electron integrals required in the orbital Hessian. To
perform MCSCF for more than 100 atoms, we developed a first-order method and compared
different orbital optimizations. We implemented the Super-CI method of Roos [64, 65] and
discussed its connection to MRPT. Furthermore, we presented a new orbital optimization (SO-
SCI) in which the active orbitals are still optimized on a second-order level while the remaining
inactive-virtual rotations are treated by Super-CI. Here, the two-electron integrals required in
the active Hessian can be efficiently computed by an additional assembly of the Super-CI
density fitting intermediates, and no large computational overhead compared to the Super-CI
method is required.

The convergence of the new SO-SCI method is superior to the Super-CI method, and a
significantly lower number of iterations is observed in all our calculations. In combination
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with the L-BFGS accelerator, this yields a robust convergence, and less than 50 iterations are
observed even for difficult systems. Here, the accelerator does not only include the missing
orbital-CI coupling, but also compensates for approximations introduced by the Super-CI.
In almost all cases, the SO-SCI method provides the lowest computation time, so we can
conclude that the SO-SCI offers an optimal compromise between efficiency and robustness.
Much effort was spend on an efficient and parallel implementation, and the largest calculations
with 231 atoms and 5154 basis functions required less than 10 hours computation time using
20 processes. Together with the local PNO-CASPT2 method, it is now possible to perform
large scale multireference calculations in Molpro [190].

Furthermore, we found that a preceding HF optimization is not required to obtain a proper
starting guess for the MCSCF optimization. All our starting guesses are generated using the
AVAS procedure [164] based on orbitals of an atomic density guess [222]. If properly used, this
yields the qualitatively correct starting orbitals, and our MCSCF methods are robust enough
to converge from these guesses. This is especially important in case of the first-order MCSCF
in which the pure orbital optimization requires only a slightly higher computation time as the
HF.

Furthermore, the SO-SCI method shows a more reliable and even faster convergence of
single-determinant open-shell calculations than the usually used ROHF. The application of the
SO-SCI method is therefore not only limited to the MCSCF method, but it is also strongly
recommended for restricted Hartree-Fock calculations of open-shell systems.

Motivated by the strong performance in the HF case, a future project could be the devel-
opment of a similarly combined optimization for other orbital optimizers. A first application
could be the configuration-averaged Hartree-Fock (CAHF) in which all possible excited states
are included. In this case, the state-averaged density is independent of the CI coefficients,
since the density can be written as a trace. This allows the separation of the orbital and CI
optimization, and the orbital optimziation in CAHF is usually done with a conventional ROHF
optimization [229]. Here, a strong improvement in the convergence is expected through the
SO-SCI method.

Additionally, the integration of approximated CI solvers as for example the FCIQMC or
the DMRG method into the first-order MCSCF is straightforward. This is possible, since the
orbital optimization depends only on the densities which are usually provided by the approx-
imated CI. The acceleration with the L-BFGS is still possible, since it can work without any
knowledge about the CI problem. We already provided for this scenario when writing the
first-order MCSCF program such that first results could be achieved relatively quickly.
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