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Zusammenfassung


Das zweite Highlight des dritten Kapitels ist die Optimierung der Wachstumsbedingungen von SrRuO$_3$ auf (100) SrTiO$_3$, um mittels Laserstrahlverdampfens als Wachstumstechnik die höchstmögliche Materialqualität zu erzielen. Wir implementieren eine neu entwickelte Technologie des \textit{in situ} thermischen Temperns, um die Substratoberfläche für das epitaktische Wachstum vorzubereiten. Die Technologie ermöglicht eine höhere Qualität und bessere Reproduzierbarkeit des gewachsenen Materials im Vergleich zur üblicherweise verwendeten chemischen Behandlung von Substraten.
Zusammenfassung


Durch Analyse des Verhaltens der Hystereseschleifen der Nanopunkte verfolge ich die Entwicklung von $M(B)$ mit abnehmender Strukturschicht. Ich sehe, dass die Hysteresekurven ab einer Punktgröße von $\approx 10 \mu$m und kleiner von der Dünnschichtform abweichen. Ich beobachte eine allmäßliche Verringerung des Verhältnisses von Remanenz zu Sättigungsmagnetisierung von $M_{rem}/M_{sat} = 0.85$ in den Dünnschichten auf $M_{rem}/M_{sat} = 0.51$ und $M_{rem}/M_{sat} = 0.44$ in 200 und 50 nm Punkten. In der Messung ist das Magnetfeld orthogonal zur Probenebene orientiert. Das zeigt, dass sich die magnetische Leichtachse in einem anderen Winkel ausrichtet. Aus der Steigung der Hysteresekurven bei kleinen Feldern schätze ich die Werte des Anisotropiefelds und der Anisotropiekonstante und schließe daraus, dass sie nach der Strukturierung in der gleichen Größenordnung bleiben. Um das Verhalten der magnetischen Anisotropie in den Punkten quanti-
Zusammenfassung
tativ zu beschreiben, müssen jedoch andere experimentelle Methoden verwendet werden. Ich stelle auch fest, dass eine Modifikation des hysteretischen Verhaltens im Bereich der Magnetfelder von $\approx 0$ bis $2.5\,\text{T}$ mit wechselnder Periodizität der Punkte stattfindet, das eine Wechselwirkung zwischen den Punkten impliziert. Durch die SQUID-Messungen allein konnte nicht festgestellt werden, ob diese Effekte von entmagnetisierenden Schachbrettzuständen oder von Wirbel- oder Multidomänenzuständen innerhalb der Punkte stammen.

Neben der Erforschung von Nanopunkten untersuchte ich auch den elektrischen Transport in Nanodrähten aus SrRuO$_3$, wie in Kapitel 6 beschrieben. Für diese Proben wurde (110) DyScO$_3$ als Substratmaterial verwendet, um Leckströme zu vermeiden, die in SrTiO$_3$ auftreten, das mit Ionen beschossen wurde. Ich habe erfolgreich Drähte mit Breiten bis zu $30\,\text{nm}$ und einer Dicke von $12\,\text{nm}$ hergestellt und gezeigt, dass das Material leitfähig und ferromagnetisch bleibt. $R(T)$-Kurven, die in einem Temperaturbereich bis zu $2\,\text{K}$ gemessen wurden, zeigen dieselben charakteristischen Merkmale wie die entsprechenden Dünnschichten. Die Drähte sind robust und halten eine Leistung von bis zu $\approx 300\,\mu\text{W}$ aus, das einem Strom von $I \approx 300\,\mu\text{A}$ und einem Spannungsabfall von $U \approx 1\,\text{V}$ entspricht. Die Eigenschaften von $I(V)$ Kurven sind glatt mit einer Nichtlinearität, die durch den Effekt der Widerstandserwärmung verursacht wird. Bei einer Leistung von $P \approx 50\,\mu\text{W}$ wird bei Nanodrähten aller Größen eine kleine Anomalie beobachtet, die im $dI/dV$-Signal gut sichtbar ist. Die Anomalie tritt anscheinend auf, wenn die lokale Temperatur des Drahtes die des ferromagnetischen Phasenübergangs übersteigt.

Zusammenfassung
Chapter 1

Introduction

1.1 Quantum confinement, correlated electrons and magnetism

We live in a three-dimensional world. At least that is what we know from our daily experience. Laws of nature are closely bound to dimensionality. It defines the strength and character of interactions between objects, laws of electromagnetic radiation, etc. [1,2]. Some researchers even argue that the three-dimensional world is the only possible one in which complex systems can exist [3].

In solid state physics, the problem of dimensionality is no less important than in cosmology or general relativity. Properties of solids are defined by the movements and interactions of electrons that make them up. Of course, the intrinsic dimensionality of space does not change for these particles. But it is possible to confine electrons in one or more dimensions by varying the material structure or applying external conditions through electromagnetic fields or patterning. This allows to reduce the number of degrees of freedom effectively available for electrons and to significantly modify the properties of the electron systems.

Already in the 1960s, the role and importance of size effects in so-called mesoscopic systems (i.e., objects that have sizes intermediate between single atoms or molecules and bulk) was first analyzed by studying absorption spectra of excitons [4,5]. The first confinement experiments were done in the field of III-V semiconductor materials which was rapidly developing at the time. Researchers found that size effects may significantly affect the density of states, the size of the band gap, the behavior of excitons, phonon distributions and many other characteristics of semiconductors [6].

Materials may be confined in multiple dimensions – 2D confinement is realized in thin films [7,8], at interfaces [9,11] or in layered materials [12,13]; 1D
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confinement is possible in nanolines [14]; and 0D confinement results in quantum dots, also dubbed as artificial atoms [15]. Furthermore, upon confinement in one or several dimensions, materials demonstrate properties that increasingly deviate from their bulk form [6]. Figure 1.1 shows schematically what happens to the density of states of a semiconductor upon various types of confinement. Of course, the exact form and features of such a transformation depend uniquely on the material, but in general it can be thought of as a gradual transition from the continuous density of states to a set of discrete energy levels observed in 0D objects. Such an energy structure resembles the one which exists in isolated atoms which is the reason to call such objects "artificial atoms" [16].

Low-dimensional semiconductor systems have been extensively studied for several decades and have already found widespread applications in various research fields and even commercial devices [17,20]. Conventional semiconductors represent "mean-field" systems in which interactions between electrons are negligible compared to their kinetic energy. In such materials, the interaction of a single electron with the other electrons can be described as a movement in an averaged,
mean potential. Modern solid state physics is exploring a broad class of compounds in which such an approach no longer holds. These are correlated materials in which individual electron-electron interactions can no longer be neglected [21]. Even in their bulk form, the complexity of the electron behavior in such systems produces competing ground states with different symmetries that gives rise to a much larger variety of possible functional behavior and novel, interesting physics. This may include, but is not limited to, various magnetic phases, ferroelectricity, high-temperature superconductivity, and Mott insulator behavior. Often, a large number of such phases may exist in a single material, generating complex phase diagrams [22].

As has been mentioned above, effects of spatial confinement may modify the properties and behavior of electron systems significantly and introduce complexity and electron correlations even in relatively simple compounds. In complex, intrinsically correlated compounds, however, the effects of such a confinement have been explored to a much smaller extent.

Recently, more and more research groups focus on studying 2D confined correlated systems. This includes interfaces between different materials giving rise to 2D electron liquids and gases [23], ultrathin films generating quantum well effects [8], superlattices with cross-talking layers [24], etc. In most cases, however, the investigations do not go beyond 2D confinement. There are only scarce reports on what happens with correlated systems confined in more dimensions - quantum wires or quantum dots. The reason for this is the high complexity of such materials. Only recently, growth techniques such as pulsed laser deposition or molecular beam epitaxy have developed to an extent that allows the growth of high-quality layers of these substances. Patterning them to smaller dimensions remains a challenge.

In this work, we make the next step below the 2D confinement and explore correlated systems confined in more dimensions. Of special interest for us is the case of quantum dots. Questions that motivate this research are: how do properties of intrinsically correlated systems change upon confinement to low-dimensional structures? What new interesting effects can be generated in these complex correlated compounds as compared to confined mean-field systems?

Several successful attempts have been made by other research groups to fabricate such devices. For example, in the group of J. Levy at the University of Pittsburgh, USA, an AFM-based technique was developed to modify properties of the LaAlO$_3$/SrTiO$_3$ interface using the interaction between the sample surface and the tip of an atomic force microscope [25,26]. They found that local voltage pulses applied to a three-unit-cell-thick layer of LaAlO$_3$ grown on SrTiO$_3$ can switch the interface from its normally insulating to a conducting state creating areas of conductivity. This can be done with an outstanding spatial resolution
of just a few nanometers. Such structures, however, are unstable and deteriorate rapidly in air and under the light irradiation. A different set of ways to create such nanooobjects is based on bottom-up self-assembling techniques utilizing such methods as chemical solution deposition \cite{27} or diffusion controlled growth on mixed termination substrates \cite{28}. These powerful approaches permit the creation of structures with sizes down to dozens of nanometers. However, they do not provide control over the form or arrangement of the objects, which is essential for creating complex systems of nanoobjects.

Here, we want to fabricate confined systems of correlated materials in a controllable manner with the aim to create ensembles of interacting devices and even build artificial solids of such objects. In this work, we develop the top-down approach based on electron beam lithography to fabricate nanodevices. It allows us to create nanostructures of arbitrary two-dimensional form and mutual arrangement. Such an approach has been applied before to pattern various correlated systems \cite{29,31}. The structure sizes, however, were much larger than what is expected to enter the quantum confinement regime. We succeed in fabricating nanodots with diameters as small as 15 nm which is several times smaller than previously reported. As a model system for the study, we choose SrRuO$_3$ epitaxially grown on (100) SrTiO$_3$ and (110) DyScO$_3$. For several reasons this is the material of choice. First, one of the most important requirements for successful quantum confinement is the material purity. Impurities or defects in the substance act as inelastic scattering centers that result in the loss of quantum coherence. It is therefore of major importance to use materials that can be grown with high purity and low defect concentrations. SrRuO$_3$ is such a compound. Due to its many remarkable properties, such as unconventional electrical transport and ferromagnetism, it is one of the most studied and used perovskite compounds, the growth of which is relatively well understood \cite{32}. Second, the ferromagnetism inherent in SrRuO$_3$ is straightforward to measure and that provides further insights into the material structure. Ferromagnetism is also a function of electron correlations and it is interesting to study how magnetic properties can be modified in such confined magnetic systems. As described below, the ferromagnetic properties of SrRuO$_3$ are sensitive to the material purity, stoichiometry and applied strain. This allows, by measuring the magnetism, to observe how the material structure changes during the nanodevice fabrication process and to draw conclusions about the formation of defects and dead layers.

1.2 Structure of this work

This thesis is devoted to the fabrication and study of nanodevices fabricated of the intrinsically correlated and ferromagnetic SrRuO$_3$. Both, nanodots and
nanolines are investigated. For nanodots the focus is directed to the study of the magnetic properties, for nanolines it is aimed on the properties of the electrical transport.

The current chapter gives the basic introduction and motivation for the research project and describes the properties of the materials used in the devices.

Chapter 2 is devoted to the theoretical background of the work. This research lies at the intersection of several areas of physics - confined quantum systems, nanoscience, correlated materials and magnetism. A brief introduction aims to provide the necessary background knowledge and literature review for the understanding of the content of the following chapters. It also intends to identify points of contact between the research fields.

Chapter 3 describes the procedure of sample fabrication covering all its steps - from the substrate cleaning to the patterning of the nanodevices. It also describes the experimental techniques involved in the fabrication process such as pulsed laser deposition, electron beam lithography, ion milling, etc.

In Chapter 4 various physical properties of the samples are examined at different stages of the sample preparation process. This includes the analysis of structural (AFM, XRD) and electrical properties of the SrRuO$_3$ thin films grown on (100) SrTiO$_3$ and (110) DyScO$_3$ as well as the properties of the nanodots and nanolines. Magnetic properties of the samples are discussed separately in the following chapter.

Chapter 5 presents the main results of the thesis. It is entirely devoted to the studies of the magnetic properties of the nanostructured SrRuO$_3$. We compare the material properties before (in the thin film form) and after the patterning into nanodots. This reveals how the material is modified upon patterning and what new effects appear in the confined material as compared to the bulk form. Interesting behavior and phenomena in the nanodots such as an enhancement of the Curie temperature, the modification of hysteretic properties, and others are described here.

Chapter 6 concentrates on SrRuO$_3$ nanolines. We fabricate nanolines of SrRuO$_3$ with widths down to 30 nm and perform electrical transport measurements on the structure. We show that down to such sizes the material preserves its functional properties remaining conductive and ferromagnetic.

Chapter 7 is the last chapter that interprets the main experimental output of the work. Results are put together and discussed in the context of the future development and perspectives of this new emerging field of low-dimensional structures of intrinsically correlated materials.
1.3 Materials

1.3.1 SrRuO$_3$

SrRuO$_3$ is in many respects a remarkable material. It belongs to a family of quasi-cubic ABO$_3$ perovskite oxides. In the bulk form, above 677°C it exhibits the cubic symmetry but experiences a sequence of phase transitions with decreasing symmetry upon cooling - to a tetragonal phase at 677°C and finally to an orthorhombic structure at 547°C in which it remains down to low temperatures [33]. According to some studies, the transition temperatures in thin films are different. For example, for films grown on (100) SrTiO$_3$ the orthorhombic-tetragonal and the tetragonal-cubic transitions occur at 350°C and 600°C, respectively [34]. At low temperature, the rotations of RuO$_6$ octahedra produce an enlarged unit cell which has the lattice parameters $a = 5.5670$ Å, $b = 5.5304$ Å and $c = 7.8446$ Å [35], corresponding to a pseudo-cubic lattice parameter of $a = 3.93$ Å. The excellent chemical stability of SrRuO$_3$ together with crystal parameters well-suitable for epitaxial growth on SrTiO$_3$, and its electrical conductivity make it a preferable bottom electrode or a stable functional layer in
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Figure 1.3: Electronic structure of SrRuO$_3$ calculated by spin-density functional theory. Majority and minority spin bands are plotted upward and downward, respectively. From [37].

numerous different oxide heterostructures [36].

SrRuO$_3$ exhibits metallic behavior due to a partially filled band associated with Ru 4$d(t_{2g})$ orbitals hybridized with O 2$p$ levels [37]. Its electronic transport properties are unusual and controversial. According to various studies, indications of bad metal behavior [37], Fermi-liquid behavior in samples with low residual resistivity [38] and non-Fermi-liquid behavior in samples with higher degree of disorder [39,40] are observed. SrRuO$_3$ has a rather high carrier concentration of the order of $10^{22}$ cm$^{-3}$ [41] and a relatively high conductivity of about 300 $\mu\Omega$·cm in the bulk at room temperature [37]. The conductivity of thin films depends on the substrate material and the growth technique and normally lies in the range of $100 - 400 \mu\Omega$·cm [42]. Infrared conductivity measurements reveal a temperature-dependent effective mass in the range of $m^* = (1-6) m_e$ [43].

The density of states of SrRuO$_3$ was first calculated by Allen et al. [37] and Singh [44] using first principle calculations (see Fig. 1.3). The large Stoner band splitting of $\approx 1$ eV makes SrRuO$_3$ a strong itinerant ferromagnet (the degree of itineracy is $q \approx 1.3$). Due to the large crystal field, SrRuO$_3$ is expected to stabilize in the low-spin configuration with a magnetic moment of 2 $\mu_B$ per Ru atom. Experimentally observed magnetic moments are, however, lower - 1.1 – 1.68 $\mu_B$ (depending on the crystal structure) which is attributed to electron delocalization [44,45]. Nevertheless, this magnetic moment is one of the largest
among all 4d compounds. Up to date, there is only scarce evidence of a high-spin configuration in SrRuO$_3$ [46].

The Curie temperature of the material is relatively high - $T_C = 160 \pm 10$ K in the bulk [47]. For thin films, the value of $T_C$ is smaller and depends on numerous factors such as the substrate material, the film thickness and the growth technique. On (100) SrTiO$_3$, one of the highest values of $T_C = 150$ K are achieved by MBE growth (the film thickness of 85 nm) which is $\approx 10$ K smaller than in the bulk [48]. Good ferromagnetic properties are combined with a strong uniaxial magnetocrystalline anisotropy. For thin films grown on SrTiO$_3$, the easy axis lies in the (100) plane and is oriented at an angle of $\sim 45^\circ$ to the film normal [49], rotating to $\sim 30^\circ$ at low temperatures at a rate of $\sim 0.1$ deg/K [42]. The reported values of the anisotropy field are, however, controversial and span a range from 2 to 12 T [32]. As was first reported in [50], the magnetic properties of SrRuO$_3$ films also depend on the film thickness - the authors find that ferromagnetism (including both $T_C$ and the magnetic moment) starts to decay with reducing film thickness below 10 unit cells to completely disappear below 4 unit cells [51]. On the other hand, measurements of single-unit-cell-thick layers of SrRuO$_3$ embedded in SrTiO$_3$ and SrRuO$_3$/SrTiO$_3$ superlattices [52] reveal that the material remains ferromagnetic and conducting down to this extreme thickness limit. The reason for such a large spread in reported properties is presumably the purity of the grown films, significantly affecting their properties. Magnetic domains in SrRuO$_3$ form stripes with widths from $\sim 200$ nm to several $\mu$m with a domain wall width of $\sim 3$ nm [53]. Usually, the domains are oriented along the $b$ axis of the lattice.

Another major parameter influencing the properties of SrRuO$_3$ is its stoichiometry. It is especially relevant for PLD grown films as there is no direct way to vary the stoichiometry of the target. The most common off-stoichiometry for SrRuO$_3$, especially PLD grown, are Ru vacancies which are caused by the high Ru vapor pressure. Even a small Ru deficiency in the films affects their properties and results in an increase of the unit cell volume and a reduction of $T_C$ [54]. For this reason, the optimization of growth parameters is the essential step in obtaining high quality structures. Some research groups use Ru-rich SrRuO$_3$ PLD targets to compensate the loss of Ru during growth [55]. In our work, however, a careful optimization of growth parameters sufficed to achieve high quality films.

Strain is also one of the mechanisms known to influence magnetic properties of SrRuO$_3$. Using ab-initio DFT calculations, it was shown that uniaxial and epitaxial strain in SrRuO$_3$ significantly alter its magnetism [56]. Studies of SrRuO$_3$ grown on different substrates demonstrate that the magnetic properties differ depending on the amount of strain in thin films [57]. Furthermore, SrRuO$_3$ films released from their substrates show a 10 K higher $T_C$ of 160 K [58]. Another study showed that a SrTiO$_3$ capping layer grown on SrRuO$_3$ epitaxial films de-
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DyScO$_3$ modifies the oxygen octahedral structure in the SrRuO$_3$ with a corresponding increase of $T_C$ [59].

SrRuO$_3$ is a material with moderate electron correlations. The correlations originate from the extended nature of the $4d$ orbitals in this material and manifest themselves in various effects. For example, a comparison of DFT band structure calculations with the band structures obtained from photoemission spectroscopy and bremstrahlung-isochromat spectroscopy reveals that the peaks in the density of states associated with $t_{2g}$ levels are significantly broadened as the result of electron-electron correlations [60]. Other measurements show that the low-temperature resistivity minima often observed in SrRuO$_3$ originate from weak localization and electron interaction [61]. Others confirm this result and show that this effect is not related to the magnetic properties as it is also present in structurally disordered thin film samples without magnetic order [62]. P. B. Allen et al. also find evidence of electron correlations in specific heat measurements of SrRuO$_3$ bulk single crystals where they discover a strong enhancement of the Sommerfeld constant $\frac{\gamma_{\text{expt}}}{\gamma_{\text{theor}}} = 3.7$ compared to theoretical predictions [37]. They argue that such an enhancement is caused by Coulomb correlation effects or by spin fluctuations.

1.3.2 SrTiO$_3$

In many respects, substrates are no less important than the material of interest. It is the substrate that defines the strain induced in the structure and the interaction with the substrate can significantly influence the functional properties of the film. SrTiO$_3$ can be considered the working horse of all perovskite substrates. Historically, it became important as a substrate for the growth of the high-temperature superconductor YBCO [63] and since then has remained popular in the family of perovskite substrate materials. Its cubic structure, chemical stability, well-understood properties and the lattice constant, suitable for many materials, make it the substrate of choice for a large fraction of heterostructures [64]. SrRuO$_3$ is no exception.

SrTiO$_3$ has a cubic unit cell with a lattice parameter of 3.905 Å that provides a compressive strain of $s = (d_{\text{SRO}} - d_{\text{STO}})/d_{\text{SRO}} = 0.64\%$ for an epitaxial SrRuO$_3$ film grown on it. Well-developed methods of surface treatment (either chemical or thermal) allow to prepare SrTiO$_3$ with a singly terminated surface (rich in Sr oxide or in Ti oxide) that also has a large impact on the properties of the deposited film. At 105 K, SrTiO$_3$ reveals a phase transition from cubic to tetragonal with a symmetry reduction from Pm3m to I4/mcm [65] [66].

A wide band gap of 3.2 eV [67] grants SrTiO$_3$ good insulating properties which, however, change to semiconducting if the material is doped with oxygen vacan-
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cies [68,69]. Oxygen vacancies also endow SrTiO$_3$ with magnetic properties. Depending on the concentration of oxygen vacancies, the material may exhibit paramagnetic or ferromagnetic behavior [70,71]. Oxygen vacancies may form through various processes, such as high-temperature reduction in an oxygen poor environment [72], exposure to ion fluxes [73] or chemical treatment [74]. In case the insulating properties are crucial for the structure, these processes have to be avoided. The fabrication process used to produce nanostructures for our study includes Ar milling which also creates oxygen vacancies in SrTiO$_3$. Since both conductivity and magnetism play an important role in this work, it is important to take these properties of the material into account. Paramagnetic contributions from the substrate can be dealt with as they become significant only at low temperatures. The appearance of conductivity, however, is more crucial and spoils electrical transport measurements. For that reason, for some devices, SrTiO$_3$ has to be replaced with another substrate which remains insulating even after Ar milling.

1.3.3 DyScO$_3$

DyScO$_3$ belongs to a new class of rare-earth perovskite scandate (ReScO$_3$) substrate materials [75–77]. The necessity to use DyScO$_3$ as an alternative substrate for SrRuO$_3$ growth for nanoline devices is explained in detail in Sec. 6.1. In general, scandate substrates are good candidates for SrRuO$_3$ growth due to a very favorable range of pseudo-cubic lattice parameters from 3.93 Å to 4.05 Å, the range which is not covered by any other commercially available substrates [78]. Such a gradual variation of the pseudo-cubic lattice parameter is possible because of the Sc-O-Sc angle changing from 139° to 144° depending on the rare-earth element [78]. Similar to other scandates, DyScO$_3$ has an orthorhombically distorted perovskite unit cell with lattice parameters $a = 5.444$ Å, $b = 5.721$ Å, $c = 7.906$ Å and belongs to the 62-$Pnma$ space group [79]. The (110) surface of such substrate represents a square mesh with a lattice spacing of $a = 3.944$ Å.

At $T = 1273$ K, DyScO$_3$ undergoes a structural phase transition from orthorhombic to cubic [78]. This value is, however, beyond the temperature range of most applications. The material is well insulating with a band gap of $\approx 5.9$ eV [80] and a large dielectric constant [81]. The thermal expansion is slightly anisotropic due to the rotation of the ScO$_6$ octahedra. On average, however, the coefficient of thermal expansion is close to that of other perovskites, which is convenient for its application as a substrate material for epitaxial perovskite films [78].

DyScO$_3$, as well as other rare-earth scandates, is strongly paramagnetic with a saturation magnetization of up to $M_s \approx 8 \mu_B$/Dy at low temperature [82]. The crystallographic easy axis is oriented along the [100] and the hard axis along the
[001] directions. At a temperature of $T_N \approx 3.1\,\text{K}$ the material experiences a phase transition to the anti-ferromagnetic state. This relatively low temperature, however, does not affect most applications.

Strong magnetism of DyScO$_3$ is important for its applications as a substrate for magnetic films as the magnetization coming from the substrate itself can completely mask the one of a thin film. For this reason, DyScO$_3$ is not suitable for the investigation of magnetic properties in SrRuO$_3$ structures. However, because it stays insulating after the ion irradiation, it can be used for several applications, such as the study of the electrical transport in SrRuO$_3$ nanolines.
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Background knowledge

2.1 Magnetism at the nanoscale

Magnetic properties can be substantially altered when the substances are structurally restricted in space on the micrometer and nanometer scales. Size changes may cause modifications of the crystal and domain structures, the magnetic anisotropy, the density of states, and of other properties. In this section, we give a brief overview of these modifications which are essential for understanding the behavior of magnetic nanodots and nanolines.

Historically, the science of magnetic nanostructured materials has been developed mainly for 3d (Fe, Co, Ni) and 5d (Gd) ferromagnetic metals, their alloys and compounds. With the rapid advance of the semiconductor technology, a wide range of magnetic semiconductors have been discovered. These materials can be divided into two main families. The first family comprises dilute magnetic semiconductors (DMSs) based on traditional semiconductors doped with transition metals, for example GaAs or InSb doped with Mn. The second family consists of doped oxides such as ZnO, MgO, TiO$_2$.

Despite the very different structure and chemistry, these classes of magnetic materials share some common behavior upon the size restriction. Nanostructured systems can be classified into two-dimensional (2D), one-dimensional (1D) and zero-dimensional (0D) structures. In the following, we describe for these three cases which modifications of the magnetic properties can be observed.

2D confinement. Two-dimensional magnetic structures include thin films, monolayers, interfaces and superlattices. Modification of the magnetic properties in these structures can involve several mechanisms. For example, materials that are not ferromagnetic in bulk but close to the Stoner criterion may become ferromagnetic when grown as thin films. Examples are V, Cr, Mn, Ru, Pt. This may happen via an interaction with the substrate or due to a reduced band-
width and the resulting increase of the density of states. Also, structural phases with magnetic order may become energetically more favorable when growing thin films on suitable substrates \[87\]. For example, the crystal structure of Co which is hcp in the bulk changes to fcc and bcc when Co is grown on Cu and GaAs, respectively \[88\]. These metastable phases possess different band structure and exchange splitting and, therefore, reveal different magnetic properties. Another possible spot for stabilization of metastable phases are misfit dislocations and patches appearing when growing on substrates with a large lattice mismatch.

Near the Curie temperature \(T_C\), the magnetization of a conventional ferromagnet can be described by \[89\]:

\[
M \sim \left(1 - \frac{T}{T_C}\right)^\beta, T \to T_C
\]  

(2.1)

where \(\beta\) is the critical exponent which depends on the dimensionality of the system and the number of degrees of freedom for spins. According to the Ising model for nearest neighbor interacting spins, the value of the critical exponent should equal \(\beta = 0.325\) and \(\beta = 0.125\) for three- and two-dimensional lattices of spins, respectively \[90,91\]. Therefore, the temperature dependence of the magnetization is expected significantly differ for these two cases. With decreasing film thickness, the transition between the regimes is rather abrupt and happens about 6 unit cells layer thickness for 3d ferromagnetic materials \[91\]. Another well-known and universal phenomenon is the reduction of \(T_C\) with reducing film thickness. The effect is related to reducing the number of nearest neighbors and the corresponding destabilization of the magnetic order \[92\]. In first approximation, this effect does not depend on the material and can be described by another critical exponent \(\alpha\) and normalized to bulk \(T_C\) \[83\]:

\[
\frac{T_C(n)}{T_C(\infty)} = 1 - \left(\frac{n_0}{n}\right)^\alpha, n \to \infty
\]  

(2.2)

with \(\alpha = 1.56\) as predicted by the Ising model. According to this formula, \(T_C\) reduces by half at \(\sim 5\) unit cells and the complete disappearance of the ferromagnetic properties at the thickness of one unit cell is expected. This effect is observed not only in thin films but also in nanolines \[93\] and quantum dots \[92\]. The behavior of the magnetic anisotropy also changes upon thickness reduction. Normally, for thin films the magnetic easy axis lies in the film plane, governed by the shape anisotropy (this rule, however, is not universal, SrRuO\(_3\) being one of the exceptions). At the thickness of \(\sim 5\) unit cells, the interface or surface anisotropy comes into play that reorients the easy axis in the out-of-plane direction \[94,97\]. The fact that magnetic properties change in many respects close to a thickness of five unit cells implies that the exchange interaction with the second nearest neighbors makes a significant contribution to the magnetic behavior \[83\].
2.1. Magnetism at the nanoscale

1D confinement. One-dimesional magnetic structures, i.e., nanolines and atomic steps, can be described in a similar manner as two-dimensional structures. The difference is that equations, for example for the exchange energies, have to be formulated in a cylindrical geometry rather than a planar one. All effects taking place in two dimensions can be also extended to the one-dimensional case. Additional effects like the appearance of curvature-induced anisotropy or longitudinal domain walls may take place. As a result of the cylindrical geometry, special azimuthal magnetic domain structures may appear. The mechanism for this structure formation is similar to the one described below for nanodots. In the context of spintronics applications, great attention was attracted to the phenomenon of domain wall motion occurring in nanolines under the influence of an external magnetic field or a spin-polarized current through the line. The common approach to describe the domain wall motion is the solution of the Landau-Lifshitz-Gilbert equation for adiabatic and non-adiabatic spin-torques:

\[ \dot{m} = -\gamma_0 (m \times H) + \alpha (m \times \dot{m}) - (u \cdot \nabla)m + \beta m \times [(u \cdot \nabla)m], \]

where \( \gamma \) is the gyromagnetic ratio, \( \alpha \) is the damping parameter, \( \beta \) is the non-adiabatic coefficient and \( u \) is the spin-polarized current velocity.

0D confinement. In nanoparticles fabricated of magnetic materials, one can observe drastic changes of magnetic properties that happen several times when the particle size approaches different fundamental lengths. The most important of these lengths are the crystalline anisotropy length \( l_K \), the applied-field length \( l_H \), and the magnetostatic length \( l_S \), defined as:

\[ l_K = \sqrt{J/K}; \quad l_H = \sqrt{2J/HM_S}; \quad l_S = \sqrt{J/(2\pi M_S^2)} \]

where \( J \) defines the exchange interaction, \( K \) is the magnetic anisotropy constant, \( H \) is the value of an applied magnetic field and \( M_S \) is the saturation magnetization. For most magnetic substances these lengths are in a range of 1-100 nm.

\( l_K \) is a measure of a length scale at which the magnetic anisotropy becomes relevant. The value of \( l_K \) may also define the domain wall width. For nanoparticles, the description of the magnetic anisotropy is rather complex as in addition to the crystalline anisotropy, which is common for bulk, other contributions become relevant. The magnetocrystalline anisotropy originates from the spin-orbit coupling and is intrinsic to the material itself and to its crystal structure. When the magnetocrystalline anisotropy is present in a substance, it is energetically favorable for the magnetization to be oriented along one (in the case of uniaxial anisotropy) of the crystallographic directions (for SrRuO\(_3\) it is the (001) planes). The uniaxial anisotropy energy can be described as \( E = K \sin^2 \theta \), where \( \theta \) is the angle between the magnetization and the easy axis. For epitaxially-grown nanoparticles, other
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Figure 2.1: Schematic illustration of the behavior of the coercivity as a function of the particle size. A transition between multidomain, single domain and superparamagnetic states upon size reduction is observed. Modified from [102].

common contributions to the anisotropy energy are the shape anisotropy and the stress anisotropy. The shape anisotropy becomes relevant when the shape of a material is not spherical. It is caused by the demagnetizing fields which appear in the material. For example, in a long needle made of ferromagnetic material, it is more favorable for the magnetization to be oriented along the long axis of the needle as this orientation significantly reduces the demagnetizing field. For nanoparticles, the shape anisotropy can be rather strong and it is the only type of anisotropy, the value of which can be comparable to the crystalline anisotropy [103]. The stress anisotropy is relevant when a magnetic crystal is subjected to a strain which is often the case for epitaxially grown layers. It may also appear as the result of the application of an external pressure, a rapid cooling, etc [103].

Bulk ferromagnets are usually divided into a set of magnetic domains separated by domain walls. This configuration reduces the amount of the external stray field, and thus saves energy. The structure of the magnetic domains is intrinsic to a material and can be diverse. In large particles, the coercivity to large extent is governed by the nucleation and motion of the magnetic domains rather than by other factors. With reducing the particle size, it becomes more favorable to reduce the number of the domains and, at some critical length $D_c$, switch to a single domain regime (see Fig. 2.1) [102]. In multi-domain particles, the coercive field increases with decreasing size. At sizes smaller than $D_c$, however, it falls down. For different materials, the value of $D_c$ varies in the range of $\sim 10 - 200$ nm [104]. If the shape anisotropy is present, particles can remain single domain at larger sizes. With reducing the size further down, the nanoparticle spins become more easily affected by thermal fluctuations and may begin to flip randomly. The characteristic time of such flips is called the Neel relaxation.
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Time \([105]\):

\[
\tau_N = \tau_0 \exp \frac{KV}{k_B T},
\]  
(2.5)

which depends on the particle volume \(V\), its magnetic anisotropy \(K\), temperature \(T\) and the \(\tau_0\) time constant characteristic for the material. Then, if the measurement time is much larger than \(\tau_N\), the particle appears paramagnetic with no coercivity and no net magnetization without the external magnetic field. As \(\tau_N\) depends exponentially on a particle volume, superparamagnetism is normally observed only in very small particles at sizes of just several nanometers.

Several magnetic particles, if located close to each other, may interact by means of the dipole-dipole interaction \([106-108]\). For a simplified case, the magnetic field created by a particle with a size \(l\) at a distance \(r\) can be written as:

\[
H_d = \frac{2mr}{[r^2 - (l/2)^2]^{3/2}}; \quad H_d = \frac{m}{[r^2 - (l/2)^2]^{3/2}},
\]  
(2.6)

along the line of the dipole and perpendicular to it, respectively \([103]\). As can be seen, the dipole interaction decreases as the function of \(1/r^3\) and becomes negligible at distances larger than several \(\mu m\). However, if particles are formed in dense arrays with distances between particles comparable to their size, the interaction between them can influence the magnetic behavior of the system significantly.

Another interesting effect which can be observed in magnetic nanoparticles is the formation of complex magnetic structures, e.g., vortex or closure domain states. The mechanism of the vortex state formation is schematically illustrated in Fig. 2.2 (a) \([109]\). Such structures may be energetically favorable for small nanoobjects as they allow to decrease the amount of the external stray field and thus reduce the energy of the system. Usually they exist only at relatively small magnetic fields as the external influence quickly drives the system to the saturated state. The formation and the exact character of such structures depends on many factors, such as the nanoobject shape, size and aspect ratio, and external fields \([103]\).

Demagnetized states appearing in arrays of interacting nanoobjects have the same underlying mechanism as the vortex states, i.e., the minimization of the system stray field to save energy. Only in this case, the elements of the structure are whole nanoobjects (see Fig. 2.2 (b)). The minimization of energy here can be achieved by the formation of anti-ferromagnetic checkerboard states with a part of the magnetic moments oriented upside and an another part downside. These states depend strongly on the magnetic anisotropy of the system and appear mainly when the magnetic easy axis is oriented in the out-of-plane direction \([103]\).
Figure 2.2: (a) Schematic illustration of the process of magnetic vortex formation. At a high magnetic field (1,5), the magnetic system is saturated and all magnetic moments are aligned ferromagnetically. At zero field (3), the energetically favorable magnetic vortex state is observed. At moderate fields (2,4), intermediate regimes take place. (b) Magnetic force microscopy image of an array of interacting magnetic dots of Co at room temperature forming a demagnetized checkerboard state. Adapted from [109][110].
2.2 Electron correlations

The origin of many interesting physical effects and of a broad spectrum of functional properties of substances lies in the interaction between electrons. Even the behavior of relatively simple mean field materials with a weak intrinsic electron interaction can be substantially enriched by the enhancement of electron correlations which is one of the motivations behind studying various nanodimensional systems.

For many simple metallic compounds, the behavior of electrons can be described in terms of the free electron model according to which electrons in solids move independently and do not interact with each other [111]. Though the model is extremely successful in describing a large number of effects, it fails in many systems when the individual interactions between electrons can no longer be neglected. This may be the case in low-dimensional systems or in complex materials with extended and strongly overlapping orbitals.

The first attempt to take into account the interaction between electrons was done by Wigner in 1934 who proposed the term "correlation energy" [112]. He described it as a lowering of the electronic energy value by introducing Coulomb correlations into a Hartree-Fock wavefunction. Later, Hubbard suggested his simple yet powerful and elegant model which expanded the concept to more complex systems of transition and rare-earth metals with partially filled d- and f-bands [113]. In the framework of the Hubbard model, the behavior of electrons in a periodic potential is described as a hopping between atomic lattice cites governed by two parameters - the kinetic energy of particles $t$, also called the hopping integral, and the interaction strength $U$ – the Coulomb repulsion between particles at the same atomic site. The correlation strength can be characterized by the ratio $U/t$. In the limit where $U/t \ll 1$, the system is reduced to a common tight binding behavior. The opposite case of $U/t \gg 1$ represents a set of isolated magnetic moments, a Mott insulator. The region of values between these extremes comprises interesting phases, including ferromagnetic and antiferromagnetic behavior.

More generally, the Coulomb repulsion and the hopping term can be substituted by the electron interaction energy $E_{\text{int}}$ and the kinetic energy $E_{\text{kin}}$, respectively [114]. Coulomb repulsion $U$, exchange energies, bosonic or multiple particle-hole excitations make a major contributions to $E_{\text{int}}$, whereas the electrons’ bandwidth characterizes $E_{\text{kin}}$. The case of $E_{\text{kin}}/E_{\text{int}} \gtrsim 1$ corresponds to mean-field materials, the opposite case to correlated electron systems. Even in compounds with intrinsically small interaction between electrons, electron correlations can be induced by reducing $E_{\text{kin}}$. The effective band width can be reduced by spatial confinement, depletion of the electron system by a gate field or creation of Landau levels by application of magnetic fields to 2D electron systems.
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Figure 2.3: Examples of materials with inherently correlated electron systems plotted as a function of $U/D$ where $U$ is the strength of Coulomb interaction between electrons and $D$ is the electron bandwidth. Modified from [21].

These approaches are successfully utilized in a large number of devices. On the other hand, high $E_{int}$ can be provided by the substance itself which is the case for materials with intrinsically correlated electron systems.

Correlated materials exist in a great variety (a few examples are shown in Fig. 2.3) and possess a broad spectrum of functional properties originating from the interplay between the electron-electron interactions, lattice and band structure, and magnetic degrees of freedom. This produces such fascinating phenomena as the high-temperature superconductivity [115] and the metal-insulator transitions [116,117]. A large number of relevant energy scales generates rich phase diagrams of competing ground states with different symmetries [118]. The transition between the ground states can be performed by tuning one or the other parameter of the electron system which shifts the balance towards one of the competing states.

Despite the great interest, the problem of theoretical description of correlated materials remains relevant due to a high complexity of these systems.

2.3 Confined electron systems

As most physical models, the concept of the band structure is an approximation. When one describes a movement of electrons in solids, usually an infinite periodic potential is considered [119]. It gives good results in the bulk when dimensions of the system constitute millions of unit cells. Such an approach, however, no longer holds if the system is confined to an effectively finite length scale in one or more dimensions. In this case, the behavior of the electrons may significantly deviate from expectations based on bulk models.
2.3. Confined electron systems

Historically, the studying and the theoretical description of low-dimensional systems has gone hand in hand with the semiconductor science. The effects appearing in such confined objects cause a large interest not only scientifically but with respect to device applications. Size effects may modify most of the physical characteristics of the system as practically all of them are sensitive to band structure modifications. Quantum confinement takes place when the length scale of at least one of the dimensions of the system approaches the Fermi wavelength or the inelastic mean free path of the electrons.

Low-dimensional systems are usually classified into three categories: 2D systems which include thin films, superlattices and interfacial layers; 1D systems such as nanoscale lines and chain atomic structures; and 0D systems such as quantum dots, clusters and colloids. These three cases can be thought of as a confinement of an electron system in higher dimensions, causing a gradual modification of its electronic structure. A schematic illustration of such modifications for a free electron system is shown in Fig. 1.1 of Ch. 1.

In the most studied category – 2D systems – the amount of data collected is tremendous. Such materials are fabricated from all common classes of solids starting from widely used two-dimensional electron gasses in AlGaAs layers [120] and finishing with complex correlated materials [7,10] and atomic layers such as graphene [121] or MoS$_2$ [122]. In a simple case of a two-dimensional free electron gas, the motion of the electrons can be described as [123]:

$$E = E_n + \frac{\hbar^2}{2m} (k_x^2 + k_y^2),$$

(2.7)

where $k_x$ and $k_y$ are the wave vector components for motion in the system plane, $m$ is the effective mass of the carriers and $E_n$ are quantized energy levels arising from the quantum confinement perpendicular to it. The density of states in the limit of low temperatures can be then represented as:

$$D_{2D}(E) = \frac{m}{\pi \hbar^2} \sum_n (E - E_n) \Theta(E - E_n)$$

(2.8)

where $\Theta$ is the Heaviside step function. The density of states is therefore given by a set of steps as function of energy, the steps of height $m/\pi \hbar^2$ being located at $E_n$. A comprehensive review of the properties of simple 2D electron systems and existing theoretical models describing them can be found in [124]. More complex phenomena appearing in thin films and at interfaces of correlated materials are summarized in [7,10]. Recent advances in growth techniques of complex materials such as pulsed laser deposition of molecular beam epitaxy made it possible to grow even unit-cell-thick layers of these substances that preserve the material functionality [52].
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For one-dimensional electron systems, the description is similar with the difference that their electrons are confined in the radial direction with the energy values $E_{m,n}$ as bottoms of one-dimensional subbands:

$$D_{1D}(E) = \frac{1}{\pi \hbar} \sum_{m,n} \sqrt{\frac{2m}{E - E_{m,n}}} \Theta(E - E_{m,n})$$  \hspace{1cm} (2.9)$$

As well as the previous case, one-dimensional systems have been fabricated in great variety using different methods [125–127] including magnetic nanolines [101], nanoline heterostructures [128] and especially interesting for applications carbon nanotubes [129].

The most interesting case for this work is the case of zero-dimensional systems also known as quantum dots or artificial atoms [15,130]. Quantum dots are usually fabricated by confining a material in one dimension by growth and then restricting it in two perpendicular directions by etching or an electrostatic potential. Following the discussion above, the density of states for such objects is just a set of $\delta$-functions as there is no free movement possible in any direction. Such a spectrum resembles the energy structure of a single atom and a quantum state of a dot can be described by a coherent many-body wavefunction with a single macroscopic phase. This defines one of the common names of the system. First quantum dots were realized in I-VII and II-VI semiconductor compounds [131] in which the influence of the size effects on the excitonic absorption spectra was discovered. Later, quantum dots were fabricated from various classes of compounds and their potential as model systems for studying basic quantum mechanical effects (which can be used for example for qubits applications [132]) was understood. One of the most interesting features of such devices is the possibility to tune their properties by changing size constraints or applying gate fields. In devices, semiconductor quantum dots are used as light emitters [133] and single electron transistors [130]. The field of application for the new class of quantum dots fabricated of correlated materials is yet to be revealed [114,134,135].
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Sample fabrication

3.1 Technological process overview

The fabrication of oxide nanostructures is a complex process that consists of numerous steps. In the beginning of this chapter I give a basic and short overview of the technological process used for the fabrication, describing the main ideas behind it. In the following sections, every technological step will be discussed in more detail.

The process of nanostructuring for complex oxides, developed during my work, is based on the patterning of pulsed laser deposition (PLD) grown epitaxial thin films using a hard mask patterned with electron beam lithography (EBL). In the first step of the process, a substrate (SrTiO$_3$ (100) and DyScO$_3$ (110) were used) is chemically cleaned and then annealed in situ at a high temperature in a UHV chamber with O$_2$ background pressure, to form an atomically flat, single-phase terminated surface and to prepare it for the epitaxial growth of a thin film (see Sec. 3.2). After the preparation, a thin film of SrRuO$_3$ is epitaxially grown on the substrate in the same chamber using PLD (see Sec. 3.3).

In the next step, the film is patterned into nanostructures using EBL (see Sec. 3.4). The patterning utilizes the top-down approach which allows to create systems of nanostructures with high reproducibility. At the same time, their form and arrangement may be varied as desired. For this to be done, a layer of e-beam resist, spin-coated on the sample surface, is exposed to a focused electron beam and developed creating a negative mask for a future nanostructure (see Sec. 3.4). On top of this mask, a thin layer (about 10-20 nm) of amorphous Al$_2$O$_3$ is deposited by PLD. After the resist lift-off, the resulting structure of Al$_2$O$_3$ serves as a positive hard mask for dry etching with Ar ions. That removes uncovered parts of SrRuO$_3$, ending up with the desired SrRuO$_3$ nanostructure. In the last step, if necessary, the residual Al$_2$O$_3$ can be etched away using a weak basic
Figure 3.1: Overview of the sample fabrication process.
solution.

The fabrication process in graphical representation is shown in Fig. 3.1.

For the two types of nanostructures (nanodots and nanolines) fabricated during my work, two different substrate materials - SrTiO$_3$ (100) and DyScO$_3$ (110) - were used. This was necessary for the following reasons. SrTiO$_3$ is a commonly used substrate due to its high stability and the cubic lattice with the bulk lattice parameter of 3.905 Å matching many other frequently used perovskite materials, including SrRuO$_3$ (the lattice mismatch of SrTiO$_3$ with the pseudo-cubic lattice of SrRuO$_3$ is 0.64%). However, one property of SrTiO$_3$ makes its challenging for some applications involving electronic transport. Oxygen vacancies that are intrinsic to SrTiO$_3$ and the formation of which is greatly facilitated under the influence of some factors (for example, Ar milling, used in this work), make the material electrically conducting that creates undesirable leakage currents during measurements. For this reason, for nanoline samples, SrTiO$_3$ was replaced by DyScO$_3$ that remains perfectly insulating after ionic irradiation.

### 3.2 Substrate treatment

As was explained in Section 1.1, one of the main challenges for fabrication of complex heterostructures is to achieve a high quality and purity of the materials. For this, it is of crucial importance to ensure that the substrate surface is clean enough to grow highly pure epitaxial layers.

All substrates used in this work were delivered by two vendors - CrysTec (Germany, [137]) and Shinkosha (Japan, [138]) - as 5×5 or 10×10 mm$^2$ rectangular pieces of one-side polished material with thicknesses of 0.5 or 1 mm. The substrate cleaning procedure was the same for all materials and consisted of the following steps:

- Gentle wiping of the substrate surface using lens paper moistened with isopropanol;
- Consecutive cleaning in acetone (10 min), isopropanol (10 min) and ultra pure water (10 min) using an ultrasonic bath;
- Drying with a nitrogen gun.

For the cleaning, substrates were placed in a teflon holder able to contain up to nine substrates and then immersed into a plastic or glass beaker filled with a corresponding liquid. All beakers were used only for one type of solvent to avoid cross-contamination.

After the cleaning, substrates have to be annealed and terminated to provide atomically flat single-phase surface required for epitaxial growth. This can be
Figure 3.2: Topographic AFM images of a SrTiO$_3$ (100) substrate (a) before and (b) after the high-temperature annealing in the vacuum chamber. (d,e) The same for a DyScO$_3$ (110) substrate. (c,f) The corresponding temperature profiles during annealing.

done in two ways. A typical and widely used method of substrate preparation \cite{139,140} implies chemical etching using a buffered HF solution followed by a long-time annealing in an oven with molecular oxygen at ambient pressure. This method was used to prepare substrates during the first half of this work. However, this technique has a number of disadvantages: it is time consuming due to the
3.3. Thin films epitaxy

3.3.1 Growth system overview

After the cleaning and in situ annealing procedures, a substrate is ready for the epitaxial growth which is done using the pulsed laser deposition (PLD) technique. The PLD chamber is a part of a larger vacuum system which includes several growth and processing modules. An overview of the system is given in Figure 3.3. Two glove boxes with nitrogen atmosphere are used as the entrance to the
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Figure 3.3: Schematic top-view image of the deposition system including pulsed laser deposition, sputtering and dry etching modules.

system. One of the glove boxes is used for target preparation - polishing and cleaning of materials to be deposited - and mounting them in target holders (see Fig. 3.4(b)). In the second glove box, substrates are mounted onto tantalum sample holder plates (see Fig. 3.4(a)) and loaded into a load-lock chamber where they are pumped down for transferring into the UHV environment. From the load-lock, samples and targets are transferred into one of two PLD modules, storage chambers or a linear transport tunnel using a radial module equipped with a robotic arm.

The linear transport tunnel is connected to chambers for Ar milling, e-beam evaporation and magnetron sputtering. The description of the Ar milling module, which was essential for this work, is presented in Sec. 3.4.3. Between all modules, including the PLD chambers, the samples can be transferred without breaking the vacuum.

3.3.2 Target preparation

One of the important parameters for successful epitaxy is the quality of the target material. Prior to deposition, targets have to be cleaned and polished, which is done in a nitrogen-filled glove box. The polishing procedure consists of the following steps:
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Figure 3.4: (a) A tantalum plate used to transfer substrates between the epitaxy system modules. A $5 \times 5 \text{mm}^2 \text{SrTiO}_3$ substrate is mounted in the middle. (b) A holder for PLD targets with an $\text{Al}_2\text{O}_3$ target installed. The target diameter is 1 inch. The ablation path on the target surface is visible.

- The target is released from a target holder and its surface is polished on a fine SiC sand paper to remove all visible defects and traces from former ablations;
- The material is then sonicated in isopropanol to remove dust and other contaminants;
- After that the target is annealed at low temperature (about 80°C) to dry and degas it.
- The target is mounted back onto the target holder and its new height is measured to adjust the target position during deposition.

The last step of the preparation is done in the PLD chamber directly before the growth - the target surface is pre-ablated to remove possible residual contaminants and provide a smooth homogeneous surface for the ablation. The pre-ablation is done at the same pressure and laser fluence that are used for the epitaxial growth. The number of ablation cycles depends on the material and usually ranges between one and three.

It is important to mention that numerous laser pulses incident on the same location of a target may cause damage and modifications of the target material. For example, it was shown [141] that long ablation of an Al target causes an increase of the particulates density in the film. Also, a deterioration of magnetic
properties was noticed in SrRuO$_3$ thin films deposited from a target subjected to multiple ablation cycles without polishing of its surface (see Sec. 5.2 for more details). To avoid this, the target surface was polished and cleaned every time prior to the deposition session.

### 3.3.3 Pulsed laser deposition of SrRuO$_3$

Pulsed laser deposition is one of the most popular techniques for epitaxial growth of complex materials [142, 143]. It was first realized soon after invention of lasers in the 1960’s [144] but gained its popularity and widespread use in the late 1980’s after it was applied to the growth of high-$T_c$ superconductors, such as YBCO [145]. A big advantage of PLD that allows its application to the growth of a wide range of complex substances - from pure elements to biological compounds - is the highly stoichiometric transfer of material that is achieved when a laser pulse of high fluence is absorbed by a small volume of the target material causing its ablation [146]. The ablated species are then transferred through a plasma plume to a substrate with almost the exact target stoichiometry, in contrast to the thermal evaporation process, where the flux of every constituent element depends on its vapor pressure. PLD has become especially popular for the growth of complex oxide materials as the molecular oxygen gas, present in the chamber during deposition, helps not only to reduce the kinetic energy of the ablated species in the plume and prevent the surface damage, but also provides the reactivity necessary for oxidation processes. The background pressure during growth can be varied in a wide range, from UHV to several millibars, which also provides an advantage over other methods in growing materials, some of which rapidly lose oxygen at low pressure [146].

A schematic image of the PLD deposition process is shown in Figure 3.5. A tantalum sample holder plate with a mounted substrate is placed on a heating stage directly under the target and set to a target-substrate distance of 56 mm. The chamber is then filled with molecular oxygen, after which the substrate is annealed at high temperature as described in Sec. 3.2. After the high-temperature anneal, the substrate is gradually cooled to the deposition temperature at a rate of 1 K/s. For the deposition, the target is ablated using a KrF excimer laser with a wavelength of 248 nm. A target-substrate distance is set to 56 mm. After every laser pulse, the target is shifted laterally according to a pre-defined path to use a large surface area of the target. Two consequent ablation spots may overlap with each other by a defined value. The substrate temperature during growth is measured on its back surface using a pyrometer and controlled with the help of a feedback loop. The pressure in the chamber can be adjusted by varying the gas flow and the pumping speed using a variable shutter in front of the turbo pump.
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Figure 3.5: (a) Schematic illustration of the PLD deposition process. (b) Photograph of the ablation process where (1) denotes a heated substrate, (2) a plasma plume, (3) a target of SrRuO$_3$.

Specific deposition parameters depend on the substrate and target materials and desired film properties. Important parameters to control are: substrate temperature during deposition ($T$), type of gas and its pressure ($P$), energy density of the laser beam on a target ($F$), and laser pulses repetition rate ($f$).

For SrRuO$_3$, the deposition parameters were optimized to obtain optimized magnetic properties together with a smooth film topography. Sec. 5.2 presents a detailed discussion of the magnetic properties. The resulting optimized deposition parameters for two substrates - SrTiO$_3$ (100) and DyScO$_3$ (110) - are listed in Table 3.1. The growth rate is specified in the amount of laser shots necessary to deposit one-unit-cell-thick layer of material. This number is approximate as it also depends on the condition of a target. A description and characterization of the grown films are given in Sec. 4.1.

3.3.4 RHEED

Important real-time information on the substrate surface and the growing film has been obtained using reflection high energy electron diffraction (RHEED). The technique was first applied by Nishikawa and Kikuchi [147] in 1928 to analyze properties of a cleaved calcite surface. In the 1980’s, after RHEED found widespread application to characterize thin film growth, RHEED growth oscillations were discovered by Harris, Joyce and Dobson [148].

In RHEED, a beam of high-energy electrons (typical energies are 5-50 keV), accelerated by an electron gun, reflects from a smooth substrate surface at a glancing angle of about 1° and falls onto a phosphorous screen creating a diffraction
Table 3.1: PLD deposition parameters of SrRuO$_3$ for substrates used in this work. (old) - deposition parameters used by previous generations of growers, (chem.) - parameters optimized for chemically terminated substrates, (in situ) - parameters optimized for in situ annealed substrates.

<table>
<thead>
<tr>
<th>Substrate</th>
<th>$T$, °C</th>
<th>$O_2$, $P$, mbar</th>
<th>$F$, J/cm$^2$</th>
<th>$f$, Hz</th>
<th>Overlap, %</th>
<th>Growth rate, pulses/u.c.</th>
</tr>
</thead>
<tbody>
<tr>
<td>SrTiO$_3$</td>
<td>660</td>
<td>0.1</td>
<td>1.2</td>
<td>1</td>
<td>50</td>
<td>≈ 45</td>
</tr>
<tr>
<td>(old)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>700</td>
<td>0.08</td>
<td>2.1</td>
<td>1</td>
<td>50</td>
<td>≈ 28</td>
</tr>
<tr>
<td>(chem.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SrTiO$_3$</td>
<td>680</td>
<td>0.08</td>
<td>2.5</td>
<td>1</td>
<td>50</td>
<td>≈ 22</td>
</tr>
<tr>
<td>(in situ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DyScO$_3$</td>
<td>700</td>
<td>0.015</td>
<td>2.5</td>
<td>1</td>
<td>50</td>
<td>≈ 19</td>
</tr>
<tr>
<td>(in situ)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The pattern can be analyzed to obtain information about properties of the substrate, such as the surface reconstruction and roughness [149,150]. Also, it gives access to information about migration kinetics that can be used to monitor the crystal growth in real time [151,152].

Depending on the kinetics of adatoms on the substrate surface during growth, an interplay of different growth regimes can be observed. In a simplified (however, not entirely correct) description, two growth modes may be distinguished. During layer-by-layer (also known as Frank-van der Merwe) growth [153,154], material nucleates on the surface forming separate two-dimensional islands that grow in size until the entire layer is complete. The formation of a new layer does not start before the previous one is finished. When the layer-by-layer growth occurs, periodic oscillations can be observed in a RHEED intensity profile. Modulation of the intensity in this case is caused by changing surface roughness during the substrate coverage with a new layer. One oscillation corresponds to the completion of one-unit-cell-thick layer of material. On the other hand, during step-flow growth [155], adatoms have enough energy to reach energetically favorable positions at surface steps and material nucleates as terrace diffusion without the formation of distinct islands. In that case, growth oscillations are not observed.

Our RHEED system produces an electron beam with 30 kV energy. Figure 3.6 shows how the RHEED diffraction pattern of a SrTiO$_3$ (100) substrate evolves during heating to 1300 °C (Fig. 3.6(a-d)), cooling to the deposition temperature of 680 °C (Fig. 3.6(e)) and with the growth of a 12-nm-thick SrRuO$_3$ thin film (Fig. 3.6(f)). Rectangles show the areas where the RHEED intensities have been measured. The data is recorded for sample #168. Figure 3.6(g) shows a
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recorded intensity profile for the same sample from window #2 (red). No growth oscillations were observed for this sample, which may be due to step-flow growth or imprecise alignment of the electron beam. Figure 3.6(h) depicts an intensity evolution from a different sample (#41), demonstrating good growth oscillations with layer-by-layer growth.

From the comparison of these two intensity profiles, it is seen that the noise level and the stability of patterns can differ substantially. This highly depends on the electron beam settings, substrate position on a sample plate, its stability and orientation, and external conditions in a laboratory, such as electric and magnetic fields and mechanical vibrations. In general, the outcome of a particular growth is difficult to predict.

The analysis of intensity profiles also reveals that there is a transition in the growth mode of SrRuO$_3$ which happens at about 110s in Fig. 3.6(h). This is presumably related to a termination conversion of SrRuO$_3$ from RuO$_2$ to SrO during growth of the first unit cell [156,157]. After the transition, the film grows with the rate of approximately 20-22 laser shots per one unit-cell-thick layer.

3.4 Patterning

In this section, I describe the technological processes that allowed for the creation of nanostructures from thin films. For the description, I concentrate on the patterning of nanodots samples, as it constitutes the major part of my work. Fabrication of nanolines is discussed separately in Chapter 6. Detailed recipes for the patterning of all fabricated structures are given in Appendix A.

3.4.1 Electron beam lithography

Basics

Electron beam lithography is a patterning technique based on the irradiation of a properly sensitive resist material with a focused beam of electrons [158]. Before the exposure, a sample is covered with a thin (the usual thickness ranges from several dozens to several hundreds nm) layer of an e-beam resist, normally by spin coating. The sample is then placed in a UHV chamber, where the e-beam resist layer is irradiated with a focused electron beam. Interaction between electrons in the beam and the resist material causes the chemical modification of the latter (e.g., by breaking its molecules). This allows to remove the modified (in case of positive resist) or unmodified (in case of negative resist) material with a special solvent, which is called developer. Thereby, after the exposure and developing, the remaining e-beam resist may serve as a positive or negative mask for the desired nanostructure.
Figure 3.6: (a-f) Evolution of the RHEED pattern for a SrTiO$_3$ (100) substrate during a high-temperature annealing (a-d) and consequent growth of a SrRuO$_3$ film (sample #168) (e-f). The rectangles indicate the areas of the RHEED intensity monitoring. (g) Intensity record taken during growth for the same sample, intensity window #2. (h) Intensity record for a different sample illustrating good growth oscillations (sample #41).
Figure 3.7: The different types of secondary radiation caused by the interaction of the primary electron beam with the sample. Adapted from [159].

Using modern electron optics systems, the electron beam can be focused to several nanometers in diameter. However, the final resolution of the exposure is largely determined by other factors. The usual energy of the electron beam is in the range of several dozens keV. Electrons of such high energy penetrate not only into the resist layer but also deep into the underlying substrate and scatter there in a volume that, depending on the energy, can reach up to several hundred \( \mu m^3 \). The interaction between electrons and the substrate material triggers many physical processes [159]. This includes several types of secondary radiation (see Fig. 3.7), among which secondary and back-scattered electrons and x-rays influence the resist in the vicinity of the point of incidence of the beam. The amount, area and impact of this additional exposure depend on the beam energy, substrate material, dwell time of the beam and resist system. Besides this, e-beam resists which consist of long polymer molecules introduce additional limitation of the resolution depending on the size of these molecules [160]. Such an abundance of significant factors renders the optimization of exposure parameters non-trivial and unique for every structure and material system.

Starting from a clean sample, the e-beam lithography requires the following technological steps to be performed:

- The sample is spin-coated with a single or multilayer of e-beam resist. The thickness of the layer is determined by the time and velocity of spinning as
well as by the resist material and the concentration of the resist solution.

- Optionally, an additional layer of a special conducting polymer may be used to help dissipate the volume charge developing during exposure. If used, this second layer is spun on top of the first one.

- The sample is baked out on a hot plate to polymerize the resist material.

- The sample is loaded into a UHV chamber and exposed by an electron beam according to the design layout.

- After the exposure, the resist is developed, removing exposed parts of the layer for a positive resist. After this the sample is ready for etching or hard mask deposition.

Exposures were done in a 100 keV electron beam lithography system JEOL JBX6300 [161]. The rather high voltage yields electrons that penetrate deeper into substrate, which reduces the amount of secondary radiation absorbed by the resist, improving the resolution. The system is located in a dedicated clean room, with a mechanically and temperature-stabilized environment as well as shields against electromagnetic radiation, which minimizes the influence of external factors on the exposure process and reduces drifts.

**E-beam resists**

Since different resist compounds have different properties, the choice of a system for a particular experiment depends on the characteristics of a nanostructure, such as feature size, density, area, desired hard mask thickness, post-processing steps, etc. During this work, two resist materials were used. The first one is a widely used positive resist poly(methyl methacrylate) (PMMA, Allresist GmbH, Germany [162]). It can be deposited as a single or double layer. In the latter case, the underlying layer consists of a softer resist material. This layer is more sensitive to electrons to allow for an undercut profile after the development. This undercut reduces the resolution, but facilitates the lift-off process due to easier access of solvent to the resist. Therefore, such a system is good for large structures such as markers and contacts. The second resist material used is poly(α-methyl styrene-co-α-chloroacrylate methylester) (CSAR, Allresist GmbH, Germany [163]). This resist provides superior resolution and requires smaller exposure dose. It, therefore, is more suitable for fine small scale structures. This resist was used for exposing the nanodots and nanolines.

Since both SrTiO$_3$ and DyScO$_3$ are insulating materials, it is necessary to spin-coat an additional layer of conducting polymer on top of the resist. The layer helps to carry away the surface charge developing in the insulators during exposure and
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Figure 3.8: The system of four global marks used for exposure layers alignment. Marks are positioned in corners of the exposure field.

therefore significantly reduces structural distortions. A water soluble Spacer 300Z (Showa Denko, USA [164]) was used for this task. The layer was removed before the developing by several seconds of DI water rinse.

After the exposure, resists are developed by immersing into a developer liquid for a definite time. For a certain resist material different developers may be used which also influences the output of the patterning.

Markers

For structures of higher complexity multiple exposures are required. This can be necessary, for example, when nanostructures of functional materials have to be contacted by metallic electrodes. In this case, a system of global markers has to be created on the substrate to provide references for the alignment of different exposure layers with respect to each other. The mark system used in my work is shown in Fig. 3.8. Four marks are placed in corners of the exposure area, to be used for coarse adjustment. For fine adjustment, every large mark is accompanied with a $3 \times 3$ system of smaller marks. Their positions relative to large marks are known. A plurality of those is necessary because every mark can be used only once, as it is exposed and destroyed during the alignment procedure. The set-up allows for automatic mark alignment, however, all alignments were done manually in this work.

Layouts

All structure designs and layouts were created using the eLine software (Raith, v. 5.0). The designs were then processed in the GeniSys Beamer software to generate the data format required for the e-beam writer.

The two main types of structures used are arrays of nanodots and nanolines both patterned in SrRuO$_3$. In this section, layouts for nanodots samples are
described. For nanolines, the principles are similar and the corresponding sample designs are shown in Chapter 6.

Nanodots of SrRuO$_3$ were fabricated mainly in rectangular arrays. As explained in Sec. 5.1.4 the dots were measured using SQUID magnetometry. Since, due to the limitations of the fabrication process, the coverage of a substrate with dots is not large - 5-10% of the area depending on the dot size - the area covered with arrays has to be as large as possible to provide an adequate amount of material for the measurement. Ideally, the entire substrate area should be structured. This requirement imposes rather demanding constraints on the exposure. Due to the substantial exposure area and number of elements, the exposure process requires large time (up to several days). It is, therefore, important to provide for this long duration the stability of exposure parameters. The set-up is well isolated and shielded providing the stable environment for the exposure. Parameters of the electron beam and electron optics, however, may drift over time. Therefore, during long exposures, it is necessary to perform drift and distortion corrections. These were done after every hour of exposure using standard built-in routines of the e-beam writer.

An important problem is the exposure time. It depends not only on the total exposure area but also on the number of elements in a layout. Every arbitrary design needs to be converted into a set of elementary polygons that the writer can understand. This conversion can be done in the Beamer software using different fracturing methods. Fig. 3.9 demonstrates a couple of examples of fracturing - "conventional" (Fig. 3.9(b)) and "curved" (Fig. 3.9(c)) for a circular shape of 200 nm diameter. It is seen that in both cases a circle is divided into a large number of rectangles and trapezoids. Due to significantly increased number of elements after fracturing, the exposure time for samples with circular dots can reach up to several days, which makes it challenging to maintain the system parameters stable during the exposure. On the other hand, rectangular shapes are not fractured and remain single elements after the layout conversion. Together with the fact that for very small objects, close to the resolution limit of the lithography, the shape of the final structure is rounded independent on the designed shape, it makes rectangles a preferred design for the dots. This allows to reduce the exposure time of standard samples from approximately 50 to 10 hours.

Since nanodot arrays are intended for magnetometry measurements, no contacts are required for their structure. This reduces the number of required exposures to just a single one. Dots are grouped into arrays of 200-300 µm size (i.e., to fit the maximum size of the writer’s writing field) and the arrays are then multiple times repeated to cover the entire substrate surface, excluding regions close to the edges where the resist thickness and the substrate quality are usually degraded. Two examples of structure layouts for the nanodot arrays are shown
3.4. Patterning

Figure 3.9: Illustration comparing different fracturing methods for rectangular and circular shapes as presented by the GeniSys Beamer software. (a) Rectangles remain as single element after any fracturing method, (b) "Conventional" fracturing for a 200 nm diameter circle, (c) "Curved" fracturing for the same circle.

Figure 3.10: Two examples of layouts for nanodots arrays: (a) rectangular lattice, (b) Kagome lattice. The diameter of dots in the arrays is 50 nm.

in Fig. 3.10

3.4.2 Hard mask deposition

After exposure and resist developing, the sample is loaded into the PLD setup and a thin ($\approx 10$-20 nm) layer of amorphous Al$_2$O$_3$ is deposited on it. This layer serves as a hard mask layer for the ion milling with Ar ions which will be performed afterwards. Al$_2$O$_3$ is the material of choice for this layer because it has a low ion milling rate that allows to reduce the thickness of the hard mask and of the resist. As an amphoteric substance it can also be easily dissolved in many bases or acids if necessary.

The PLD deposition parameters for the process are listed in Table 3.2. The values of fluence and repetition rate are moderate due to the fact that the material is deposited on top of a resist layer which is an organic substance and can be
Table 3.2: PLD deposition parameters of amorphous Al₂O₃ for the hard mask layer

<table>
<thead>
<tr>
<th>Material</th>
<th>T, °C</th>
<th>O₂ P, mbar</th>
<th>F, J/cm²</th>
<th>f, Hz</th>
<th>Overlap, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al₂O₃</td>
<td>room temperature</td>
<td>8 × 10⁻⁵</td>
<td>1.5</td>
<td>3</td>
<td>50</td>
</tr>
</tbody>
</table>

Figure 3.11: AFM images of Al₂O₃ hard masks structured on top of a SrRuO₃ film using (a) double-layer PMMA resist and (b) CSAR resist. Both structures consist of similar arrays of 50-nm-diameter dots. This comparison demonstrates the much higher performance of the CSAR resist.

Sensitive to heating. Additionally, to improve the layer uniformity, the substrate can be azimuthally rotated during deposition. However, no differences in the layer quality were noticed for cases with and without rotation.

When the deposition is finished, the remaining resist layer, with the Al₂O₃ deposited on top of it, has to be removed to leave only the required hard mask structure on the sample surface. This is done by chemically dissolving it in a remover solution. To facilitate the process, low power ultrasound and moderate heating can be used. After the lift-off, the substrate is additionally cleaned in acetone and isopropanol and exposed to an oxygen plasma to remove residuals of the resist.

A couple of examples of the resulting structure are shown in Fig. 3.11. The structure in Fig. 3.11(a) has been fabricated using a double layer of PMMA resist, while for the structure of Fig. 3.11(b) a CSAR resist has been used. Both dot arrays contain dots with similar diameters of 50nm. It can be seen that arrays fabricated using PMMA are highly irregular with a substantial part of the structure being missing. This is a general problem that originates from the fact that the SrTiO₃ used for the substrate, is an insulator. It therefore
tends to accumulate surface charge during exposure. The charge can significantly distort the electron beam causing its deflection, defocusing and, as consequence, degradation of the structure profile. This effect becomes even more relevant with increasing density of a structure. Ultimately, it limits the reachable density as the charge does not have enough time to dissipate. Here comes an important advantage of the CSAR resist to play. The CSAR resist requires by a factor of two smaller exposure dose, that helps to reduce the charging effect, increase the possible density and overall quality of the structure.

### 3.4.3 Ar milling

After the hard mask has been created on top of a SrRuO$_3$ film, dry etching with a flux of ionized argon is used to pattern the film. This is done using an Ar milling set-up connected to the radial transport line of the epitaxy system. The set-up consists of a UHV chamber equipped with a Kaufman ion source [165] (KDC 40), powered with a source controller (Model KSC1202). The low pressure flux of argon through the source is controlled by a multi gas controller (MKS 647C). A flux of argon atoms is ionized in the discharge chamber by electrons with an energy corresponding the discharge voltage of 41 V. The ion beam is then accelerated towards the sample by a total voltage of 600 V (500 V beam voltage + 100 V accelerator voltage). Ions bombard a sample surface, sputtering the material away. Standard parameters of the process are summarized in Table 3.3.

In the ion-etch chamber, the sample is glued or clamped to a copper or tantalum plate which is placed in the chamber upside down and pressed against a block of metal for cooling. No active cooling is implemented. Since high-energy ions can significantly heat the sample, the etching process is realized in cycles. The surface is exposed to the ion flux for 10 seconds, after which the flux is blocked by a shutter for 20 seconds to cool the sample. The process is then repeated until the desired etching time is reached.

The etching rate can be nonuniform. This can result either from the non-linearity during a single etching session or from the spread between separate

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar flow, sccm</td>
<td>8</td>
</tr>
<tr>
<td>Ar pressure, mbar</td>
<td>$4 \times 10^{-5}$</td>
</tr>
<tr>
<td>Discharge voltage, V</td>
<td>41</td>
</tr>
<tr>
<td>Beam voltage, V</td>
<td>500</td>
</tr>
<tr>
<td>Accelerator voltage, V</td>
<td>100</td>
</tr>
<tr>
<td>Beam current, mA</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 3.3: Standard parameters for the Ar ion etching of SrRuO$_3$
Figure 3.12: AFM images showing results of two Ar milling tests performed on SrRuO$_3$ thin films during (a) 50 s (sample #71) and (b) 100 s (sample #72). The etching was done through a hand-deposited photoresist mask covering a half of a sample. The corresponding height profiles are measured in three positions and shown below.

sessions. Figure 3.12 shows two examples of Ar milling tests performed on SrRuO$_3$ films through a hand-deposited photoresist masks. The film in Fig. 3.12(a,b) has been etched during 50 s and the film in Fig. 3.12(c,d) - during 100 s. Uniform steps of $\approx 2.7$ nm and $\approx 7.5$ nm are formed correspondingly. That gives etching rates of 3.24 nm/min and 4.5 nm/min, i.e. with almost 30% difference. To take this spread into account, the etching was performed with a margin of $\approx 30\%$ to ensure that the SrRuO$_3$ is etched through its entire thickness.
Chapter 4

Material characterization

This chapter focuses on the physical properties and the morphology of thin films and nanodots of SrRuO$_3$ as fabricated in this thesis. These samples have been structurally analyzed using various techniques to study their properties and assess their quality. Among these techniques are atomic force microscopy (AFM), scanning transmission electron microscopy (STEM), x-ray diffraction (XRD) and electrical transport measurements. Magnetometry measurements, which are undoubtedly also essential for the characterization, are described separately in Chapter 5 as they lead to the major scientific results of this thesis. All results shown here have been obtained using films grown on \textit{in situ} thermally annealed substrates (see Sec. 3.2).

4.1 Thin films of SrRuO$_3$

The quality of nanopatterned devices is largely influenced by the quality of the thin films they are patterned from. Hence, close attention has to be given to the properties of the SrRuO$_3$ thin films prior to patterning.

The epitaxial films of SrRuO$_3$ were grown by pulsed laser deposition on (100) SrTiO$_3$ for nanodot samples and on (110) DyScO$_3$ for nanoline samples. The necessity to use different substrate materials for the two types of structures is explained in Sec. 3.1.

4.1.1 SrRuO$_3$/SrTiO$_3$ (100)

AFM characterization of the samples

Atomic force microscopy has been performed for every SrRuO$_3$ film right after the growth as it is the fastest method to obtain information about the film surface and morphology. The most common types of signals that the standard AFM
allows to collect are the surface topography and the phase contrast which carries information about variations in the film composition. Usually, a smooth film surface with well defined atomic steps is an indication of the stable layer-by-layer or step flow growth regimes which are desirable for good epitaxy.

AFM was performed using a commercial Cypher S microscope (Asylum Research, Oxford Instruments [166]) equipped with the ARC 2 controller. Scans were done by using AC imaging in air with AC160TS cantilevers (Olympus) with a resonant frequency of $\sim 300$ kHz and a spring constant of $\sim 42$ N/m.

AFM was done as soon as possible after the extraction of the films from the UHV to avoid the contamination of the film surface by hydrocarbons in ambient environment [36,167]. Two typical examples of topographic AFM images measured for 12-nm-thick SrRuO$_3$ films grown on (100) SrTiO$_3$ are shown in Fig. 4.1. Figure 4.1(a,b) (sample #153) indicates a growth with a smooth surface and well-pronounced terraces with both the surface roughness and the step height of $\approx 3.945\ \text{Å}$ that corresponds to the out-of-plane lattice constant of SrRuO$_3$. The topography of the film shown in Fig. 4.1(c,d) (sample #150) is more complex.
Here, step bunching is observed which is an indication of unstable step flow growth [168][169]. Despite the topography differences, both samples are characterized by indistinguishable transport and magnetic properties.

**XRD**

X-ray diffraction (XRD) is a powerful technique that allows to determine crystal lattice parameters of crystalline samples. XRD data have been measured in-house on the Empyrean set-up (Cu Kα line, $\lambda = 1.541$ Å) and at the Max Planck Institute beam line which is a part of the synchrotron radiation facility ANKA (Angströmquelle Karlsruhe, KIT, Germany, $\lambda = 1.239$ Å). Figure 4.2(a) shows a wide range $\theta/2\theta$ scan of a 10-nm-thick SrRuO$_3$ film grown on (100) SrTiO$_3$ (sample #143) performed in-house. The first four SrTiO$_3$ peaks from the (h00) family are well visible. The peaks correspond to the diffraction maxima of $\lambda = 1.541$ Å on a cubic crystal with the lattice periodicity of 3.905 Å matching the lattice parameter of SrTiO$_3$. SrRuO$_3$ peaks are located close to the left from the corresponding SrTiO$_3$ ones. Figure 4.2(b) shows a close up view on the (004) SrTiO$_3$ and the corresponding (440) SrRuO$_3$ peaks measured at ANKA for a similar film (sample #200). The SrRuO$_3$ peak is shifted by $\approx 0.9^\circ$ towards smaller angles, which indicates a larger out-of-plane lattice parameter. That fits the out-of-plane lattice elongation caused by the Poisson effect and the bi-axial in-plane compressive strain applied to the film from the substrate. The peak broadening appears due to the small thickness of the film and well pronounced thickness fringes are visible. The thickness and the out-of-plane lattice parameter of the film can be extracted from the Laue intensity oscillations [170]:

$$I(Q) \sim \frac{\sin^2\left(\frac{1}{2}NQc\right)}{\sin^2\left(\frac{1}{2}Qc\right)}$$

where $c$ is the out-of-plane lattice parameter, $N$ is the film thickness, $Q = 4\pi \sin \theta / \lambda$ is the reciprocal lattice vector. The fitting procedure yields $c = 3.943$ Å and $N \approx 10$ nm. The measured thickness oscillations decay faster as compared to the simulated Laue curve. This is due to the roughness of the film surface.

Figure 4.3(a) shows four reciprocal space maps (RSM) measured in-house for different $\varphi$ angle orientations of the substrate for a 12-nm-thick SrRuO$_3$ film (sample #121). The intense central maximum in the upper part of the maps corresponds to the (103) SrTiO$_3$ diffraction peak. Vertically elongated peaks below correspond to SrRuO$_3$. The peaks are shifted in $Q_z$ indicating a larger out-of-plane lattice parameter. The in-plane lattice parameters along $Q_x$ have the same value confirming that the film is fully epitaxially strained. Figure 4.3(b) shows the line-by-line averaged intensity profiles along the $Q_z$ direction extracted from the RSM maps. It can be seen that the SrRuO$_3$ peak positions are shifted in
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Figure 4.2: (a) Large scale $\theta/2\theta$ scan of a 10-nm-thick SrRuO$_3$ film grown on SrTiO$_3$ (100) performed in-house with the wavelength $\lambda = 1.541$ Å (sample #143), (b) $\theta/2\theta$ scan in the vicinity of the (004) SrTiO$_3$ peak performed at the ANKA synchrotron facility ($\lambda = 1.239$ Å, sample #200). Green lines mark peak positions and the red curve depicts the calculated Laue oscillations.

The $Q_z$ direction by a small value which depends on the $\varphi$ angle, indicating that the material has a distorted orthorhombic structure. The profiles show that the SrRuO$_3$ peak positions along $\varphi = 0^\circ$ and $\varphi = 180^\circ$ coincide, which implies that no orthorhombic distortion can be observed in these directions. The peaks at $\varphi = 90^\circ$ and $\varphi = 270^\circ$ are shifted relative to the central ones which allows us to determine the degree of the orthorhombicity. The distorted orthorhombic unit cell can be approximated as a tilted pseudocubic with the tilt angle $\alpha = \arctan(\Delta Q_z/\Delta Q_x)$, where $\Delta Q_z$ and $\Delta Q_x$ are distances in reciprocal space along $x$ and $z$ between SrRuO$_3$ peaks for different $\varphi$ angle orientations. The evaluation from the $\varphi = 90^\circ$ and $\varphi = 270^\circ$ peaks gives a tilt angle value of $\alpha = 0.49^\circ$ which is in good agreement with the literature data [34,171].

It is also important to mention that the XRD data do not reveal any evidence
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Figure 4.3: (a) Reciprocal space maps for a SrRuO$_3$ film grown on SrTiO$_3$ (100) measured around the (103) peak of SrTiO$_3$ at four different $\varphi$ angle orientations of the substrate (sample #121), (b) line-by-line averaged intensity profiles along the $Q_z$ direction for different $\varphi$ angles.
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of film twinning. We therefore consider the films to consist of single domains.

Electrical transport

Figure 4.4: (a) Sheet resistance as a function of temperature for a 12-nm-thick SrRuO$_3$ film grown on SrTiO$_3$ (100) measured using the van der Pauw geometry shown in the inset (sample # 143). Measurements during cooling (blue) and heating (red) are performed at a rate of 1 K/min, (b) temperature derivatives of the same resistance curves showing the resistivity anomaly at $T_C$.

For conducting samples, electrical transport properties are important indicators of the film quality. The transport properties of the films were measured on a PPMS P9 system (Quantum Design) using the AC measurement mode. SrRuO$_3$ demonstrates metallic behavior in the entire temperature range [37,172]. Figure 4.4 shows a typical measurement of the resistance as a function of temperature for a 12-nm-thick SrRuO$_3$ film grown on SrTiO$_3$ (100) using
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van der Pauw geometry \cite{173} with Au electrodes bonded to the corners of the $5 \times 5$ mm$^2$ film. The resistance was measured simultaneously in two channels corresponding to perpendicular directions (see the inset in Fig. 4.4(a)) and then the sheet resistance was calculated as the solution of the van der Pauw equation:

\[ e^{-\pi \left( \frac{R_{\text{vertical}}}{R_S} \right)} + e^{-\pi \left( \frac{R_{\text{horizontal}}}{R_S} \right)} = 1 \] \cite{173}. The blue and red curves correspond to cooling and heating the sample with a rate of 1 K/min. The difference between them is related to the lag due to the heat capacity of the system during the continuous temperature sweep.

The Curie temperature $T_C$ of the ferromagnetic transition is visible in the $R(T)$ curves as a change of slope. Above $T_C$, the resistance changes linearly with temperature \cite{37}. More precisely, $T_C$ can be determined from the divergence of the temperature derivative of the sheet resistance curves as illustrated in Fig. 4.4(b) and marked with dashed lines. These peaks in the derivative are attributed to the short-range spin-spin correlations near $T_C$ \cite{174,175}. The actual $T_C$ of the sample is calculated as the average between values for the cooling and heating lines. For the sample of Fig. 4.4 $T_C = 143$ K. This is smaller than the extrapolated $T_C$ determined from the SQUID magnetometry data (149 K, see Sec. 5.1.4). At temperatures below 15 K, the behavior of the resistance changes becoming close to quadratic $R = R_0 + aT^2$. This is due to the electron-electron and electron-magnon scattering. \cite{176,177}. Another important characteristic of the material that can be attributed to the amount of defects and impurities is the residual resistance ratio (RRR) equal to $R_{300K}/R_{4K} = 6.2$ which is a high value for PLD-grown SrRuO$_3$ films of comparable thickness \cite{32}. The RRR for MBE-grown films is usually higher \cite{178}.

STEM

All STEM results have been collected in a collaboration with the Stuttgart Center for Electron Microscopy (StEM, \cite{179}), especially with Hongguang Wang and Vesna Srot who were directly responsible for developing a technology for the TEM specimen preparation and measurements.

STEM images have been taken using a spherical aberration-corrected microscope (JEOL JEM-ARM 200F) with a DCOR probe corrector (CEOS GmbH) at 200 kV. Specimens in cross-sectional orientation were prepared by focused ion beam (Zeiss CrossBeam XB 1540) cutting, following by nanomilling at liquid nitrogen temperature (Fischione Model 1040 nanomill).

Figure 4.5 shows HAADF-STEM $Z$-contrast images of a cross-sectional cut of a SrRuO$_3$ film grown on (100) SrTiO$_3$. The single-crystal SrTiO$_3$ substrate is at the bottom of the images. Above it, the SrRuO$_3$ epitaxial film with the thickness of 8 nm (which corresponds to $\approx 20$ unit cells of SrRuO$_3$) is located. $Z$-contrast images are sensitive to the mass of the constituent atoms. Ru atoms, having
Chapter 4. Material characterization

Figure 4.5: Z-contrast STEM images (cross-sectional cuts) of a SrRuO$_3$ film with a thickness of $\approx 8$ nm grown on (100) SrTiO$_3$ (sample #093).

larger mass than Sr atoms, yield a larger contrast in the film. The interface area appears sharp and clean. Also, no significant defects are observed in the film.

4.1.2 SrRuO$_3$/DyScO$_3$ (110)

DyScO$_3$ is another suitable substrate for the SrRuO$_3$ growth due to the good lattice match. (110) DyScO$_3$ surface represents a square mesh with the in-plane lattice constant of $a_{DSO} = 3.944\text{Å}$ [75, 79]. The tensile strain in epitaxial SrRuO$_3$ is therefore $S = (a_{SRO} - a_{DSO})/a_{SRO} = -0.35\%$ which is almost half of the compressive strain of $S = 0.64\%$ on (100) SrTiO$_3$. The growth window is, however, narrowed by the substrate surface termination conditions. In a wide range of growth parameters, pits tend to form close to the substrate steps. This happens due to imperfect substrate termination close to the atomic steps [28, 180]. Therefore, the growth parameters had to be re-optimized for DyScO$_3$ substrates to obtain a smooth film topography (see Sec 3.3.3). Examples of a film with pits and an optimized one are shown in Fig. 4.6.

Figure 4.7 shows a $\theta/2\theta$ scan of a 14-nm-thick SrRuO$_3$ film grown on (110) DyScO$_3$ performed in-house. According to the data, the film is compressively strained despite a smaller lattice parameter of bulk SrRuO$_3$ compared to DyScO$_3$ [181]. This indicates that SrRuO$_3$ grown at such growth parameters is off-stoichiometric which results in a larger lattice constant of the material. The fitting procedure according to Eq. 4.1 yields $c = 3.963\text{Å}$ and $N \approx 14$ nm.

Magnetometry measurements of SrRuO$_3$ grown on DyScO$_3$ are complicated. The paramagnetic substrate with the saturation magnetization up to $M_s \approx$
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Figure 4.6: (a) A 12-nm-thick thin film of $\text{SrRuO}_3$ grown on $\text{DyScO}_3\ (110)$ demonstrating ordered pit stripes forming close to pre-existing substrate steps (sample # 164). (b) A similar film grown at optimized conditions (sample # 205).

Figure 4.7: $\theta/2\theta$ scan of a 14-nm-thick $\text{SrRuO}_3$ film grown on (110) $\text{DyScO}_3$ in the vicinity of the (220) $\text{DyScO}_3$ peak performed in-house (sample # 210). Green lines mark peak positions and the red curve depicts the calculated Laue oscillations.
8 \( \mu_B / \text{Dy} \) introduces a very strong background signal that masks the ferromagnetism of the film. As well as on \( \text{SrTiO}_3 \), \( \text{SrRuO}_3 \) on \( \text{DyScO}_3 \) is metallic and was used in this work for the fabrication of nanostructures for the investigation of electrical transport properties. These properties are described in Chapter 6 which is devoted to the \( \text{SrRuO}_3 \) nanolines.

### 4.2 Nanodots of \( \text{SrRuO}_3 \)

Nanodots have been fabricated from the \( \text{SrRuO}_3 \) thin films using the patterning technology described in Sec. 3.4. For reasons explained in Sec. 3.4.1, for most samples, squares are used as the designed shape of the dots. The shape of the resulting dots depends on the feature size, because all shapes get rounded once the size of the structure approaches the resolution limit of the e-beam lithography. Figure 4.8 shows several top-view SEM images of dots with different sizes. The deviation from the rectangular shape becomes noticeable already for sizes below 200 nm.

The total number of dots on a sample is given by the structure size and dots spacing. For most samples, the designed distance between centers of two adjacent dots is equal to two dot diameters. The real dot spacing to dot size ratio, however, increases as the dots become smaller. This effect arises from the contraction of the structure size under the influence of the ion etching which becomes more relevant at small sizes. So, after etching through an \( \text{Al}_2\text{O}_3 \) mask containing dots of 40 nm size, the diameter of the resulting dots equals only about 20 nm. The dot spacing in this case is limited to about 80 nm, increasing the spacing-to-size ratio to four.

The number of dots in an array increases with decreasing dot diameter. For example, with decreasing the dot size from 200 to 20 nm, the number of dots on a substrate rises by an order of magnitude from \( 10^8 \) to \( 10^9 \). Due to inhomogeneities during patterning, i.e., resist thickness variations and substrate charging, defects such as missing or distorted dots, may appear in the resulting structure. The probability of such effects increases with decreasing dot size and spacing but normally does not exceed several percent of the total number of dots. Examples of such defects may be seen in Fig. 4.8(e) as missing dots. The figure shows an AFM topography image of several rectangular arrays of 20-nm-size dots separated by small gaps. The height of the dots is just \( \approx 2-3 \text{ nm} \) which allows to create sufficient contrast to reveal the atomic terraces of the underlying \( \text{SrTiO}_3 \) substrate.
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Figure 4.8: Top-view SEM images of rectangular arrays of SrRuO$_3$/SrTiO$_3$ dots with diameters of (a) 180 nm, (b) 85 nm, (c) 50 nm, (d) 30 nm and heights of 12 nm (sample #133). It is seen how the dot shape transforms from rectangular to circular with reducing dot size, although all dots are rectangular by design. (e) AFM image of several arrays of 20-nm-size dots demonstrating contrast between the dots and the underlying terraces of a substrate (sample #52). The height of the dots is $\approx$ 2-3 nm.
Figure 4.9: Reciprocal space maps measured in the vicinity of the (204) peak of SrTiO$_3$ on a sample with rectangular arrays of SrRuO$_3$ dots of different sizes (sample #198). The diffraction on the large scale structure of the arrays corresponding to different dot periodicities can be observed.

4.2.1 XRD

X-ray diffraction measurements on nanodot arrays were performed at the ANKA synchrotron facility (Karlsruhe, Germany) using a wavelength of $\lambda = 1.239$ Å. For these measurements, several rectangular arrays of nanodots of different sizes (from 500 nm to 22 nm) have been fabricated on a single substrate. Figure 4.9 shows reciprocal space maps measured on dots with different diameters in the vicinity of the (204) SrTiO$_3$ diffraction maximum. Just as for films, RSMs for dots show an elongated SrRuO$_3$ peak located under the SrTiO$_3$ one. Also, depending on the array periodicity, additional diffraction peaks appear on the sides of the main one. The peaks originate from x-ray diffraction on the large scale structure of the arrays. The distance between the peaks in reciprocal space increases with decreasing real space array periodicity. This distance gives the correct value of the dot spacing in the arrays. The appearance of additional maxima has the downside that the intensity of the radiation gets distributed between all subpeaks,
thereby reducing the counting statistics of the measurement which is already low due to the small amount of SrRuO$_3$ in the arrays. Such a low counting statistics does not allow to make solid conclusions about the material structure.

4.2.2 STEM

The TEM sample preparation for ordered arrays of nanodots is technologically complicated. The challenge is mainly related to the rather small density of dots on a sample. In order to obtain high-quality images of the dot structures, a TEM lamella has to be prepared in a way that a row of dots is cut as close to the dot centers as possible. In practice, using the standard procedure of sample cutting, most cuts are done either in the space between dots or dots are only partially included in the lamella. The illustration of this is shown in Fig. 4.10. A typical thickness of a lamella specimen for TEM to provide high resolution imaging is $\approx 20\,\text{nm}$. Such a thickness is comparable with the size of the small nanodots. For dots with a diameter of 20 nm, the distance between dot centers is limited by about 80 nm due to limitations of the technological process. This makes the probability of a central cut with the standard 'blind' method, used for large scale structures, rather small. To overcome this, a specimen preparation technology using focused ion beam cutting and nanomilling was developed in the StEM department. This allows the precise adjustment of the cut relative to the dots.

Figure 4.11 depicts several STEM images which give an overview of the dot appearance with several nanodots cut in a row (Figure 4.11(a)), a single 80-nm-diameter nanodot (Fig. 4.11(b)) and a single 30-nm-diameter nanodot with the magnified interface region showing atomic resolution (Fig. 4.11(c,d)). The images demonstrate that after patterning the material remains epitaxial with a clean interface without visible defects, indicating that no significant structural
Figure 4.11: STEM images of cross-sections for various SrRuO$_3$ nanodots. (a) Several dots of $\approx 30$ nm diameter cut in a row (sample #119), (b) a single nanodot with 80 nm diameter (sample #169) (c) a single nanodot with 30 nm diameter (sample #176), (d) magnified atomic resolution image of the same dot.
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The table provides quantitative results for the regions marked with boxes. (1) the region of bulk SrTiO$_3$ substrate, (2) SrTiO$_3$ pillar remaining after the dry etching, (3) bottom and (4) upper part of the SrRuO$_3$ nanodot, (5) a region between nanodots at the substrate surface.

Changes have occurred to the material during patterning. Dry etching with Ar ions removes the material non-uniformly, causing the curved shape of the dots. This effect is also responsible for the lateral size reduction of the structure.

Energy-dispersive X-ray Spectroscopy (EDX) was performed at different regions of the dot cross sections and the substrate space in between dots using the TEM microscope. Figure 4.12 shows the results as the distribution of elements (Sr, Ti and Ru) in the bulk substrate (region 1), the SrTiO$_3$ pillar (region 2), the bottom (region 3) and upper (region 4) parts of the nanodot and at the surface of the substrate in the region between dots (region 5). The elemental composition of the region 1 corresponds to the stoichiometric SrTiO$_3$ with a very small amount of Ru that presumably comes from the surface. In the region of the SrTiO$_3$ pillar, the concentration of Sr is reduced by $\approx 2\%$. This small difference is, however, within the error margin of the measurement. In the SrRuO$_3$ part, the composition is slightly off stoichiometry, favoring Ru over Sr. The difference becomes larger in the upper part of the dot which was subjected for a longer
time to the ion flux. This suggests that Sr during the ion milling process is more volatile. Also, small amounts of Sr and Ru can be observed in all regions due to the re-deposition of materials during etching. In the spacing between dots, the surface layer of $\approx 3-5$ nm can be visually distinguished from the rest of the substrate, here the material is apparently damaged by the ion irradiation.

### 4.2.3 Single-unit-cell-thick SrRuO$_3$ nanodots

![Figure 4.13](image)

Figure 4.13: (a) STEM image of the cross section of a single-unit-cell-thick SrRuO$_3$ patterned into a nanodot with a diameter of 30 nm. (b) Magnified STEM image showing the SrRuO$_3$ layer with the measured electron beam intensity profile (c).

The precise film thickness control of pulsed laser deposition together with the well-optimized layer-by-layer growth regime of SrRuO$_3$ on SrTiO$_3$ allow us to fabricate stable layers of SrRuO$_3$ with thicknesses as small as a single unit cell. Such a layer can also be patterned into nanodots. An example of the appearance of such nanodots is depicted on STEM images in Fig. 4.13. Here, the SrRuO$_3$ monolayer is sandwiched between two layers of SrTiO$_3$ and patterned laterally to dots with a diameter of $\approx 30$ nm. The intensity profile in Fig. 4.13(c) reveals the sharp interface with a single Ru oxide layer. The walls of these dots have a larger slope compared to pure SrRuO$_3$ nanodots due to the much smaller etching rate of SrTiO$_3$ during Ar milling.

Unfortunately, the extremely small amount of SrRuO$_3$ in such samples does not allow for meaningful magnetometry measurements.
Chapter 5

Nanodots of SrRuO$_3$

This chapter describes the main experimental results of this thesis. Mostly, the results are related to the modification of magnetic and structural properties of SrRuO$_3$ after patterning the material from thin films to nanodots. To illustrate this modification in a comprehensive manner, we provide a comparison of the magnetic properties between the films and the nanodots and discuss the origin of their discrepancies. For this reason, the description of the magnetic properties of the thin films is also given in this chapter rather than in the previous one.

We also analyze, by means of TEM, structural changes to the material which are partially responsible for the modification of its magnetic properties.

5.1 Measurement techniques

For the measurement of the magnetic properties two techniques have been mainly used. The primary technique was SQUID (superconducting quantum interference device) magnetometry [182], as it provides an extremely high sensitivity which is necessary to measure the very small amount of magnetic SrRuO$_3$ present in the nanodot samples. The second technique - VSM (vibrating sample magnetometry) [183] - has been used as a secondary one. It provides by an order of magnitude smaller sensitivity and, therefore, can only be used for the measurement of the thin films. The advantage of it is the higher data acquisition rate which makes it useful for the express analysis of the samples. In the section below, a brief description of the techniques, measurement parameters, sample mounting and the analysis used to extract the data from raw signals are given.
Figure 5.1: Schematic of a SQUID magnetometer. (a) A SQUID loop inductively coupled to a flux transformer, (b) a pick-up coil of the flux transformer in the form of a second derivative gradiometer. The sample oscillates relative to the coil producing an inductive signal with a typical form as shown in (c). Adapted from [182,189,190].

5.1.1 SQUID magnetometry

The SQUID magnetometry is available in several generations of MPMS (Magnetic Properties Measurement System, Quantum Design, USA [184]) setups, all of which have a similar functionality.

The name "SQUID" by itself is not directly related to magnetometry. A SQUID device represents a superconducting loop with one or two Josephson junctions that finds application in a large number of setups and technologies [182]. The most common one is, indeed, the measurement of small magnetic fields. But besides this, SQUIDs are used for NMR [185,186], in biomedicine [187] or even to test some predictions of general relativity [188].

The principle of measuring magnetic fields using a SQUID is based on the Josephson effect and the quantization of the magnetic flux in a superconducting coil [191]. When the magnetic flux through a SQUID coil changes, it causes a variation of the critical current of the Josephson junction. Measuring this variation allows to determine the value of the external magnetic field with high precision. The variation of the magnetic flux in a range of just a half of the flux quantum produces a measurable amount of the voltage drop across the SQUID
that grants the device its extreme sensitivity. The sensitivity, however, has a downside as it also makes a SQUID magnetometer extremely sensitive to any variations of the external electromagnetic background. For example, a typical sample produces in the SQUID a magnetic response of the order of one thousandth of a flux quantum, whereas the Earth’s magnetic field flux through a 1 cm\(^2\) area is equivalent to about a million flux quanta \[189\]. Therefore, SQUIDs have to be very well shielded from any external influence and extremely precise electronics and feedback loops are required. SQUIDs are not used to measure magnetic fields directly. Instead, external magnetic fluxes are coupled to a SQUID device by means of flux transformers (see Fig. 5.1(a)) \[192\]. Another reason to use the flux transformers is that the sensitivity of a SQUID loop decreases with increasing size. Hence, the loop has to remain small enough and can not be used for a direct measurement of macroscopic samples. In order to minimize the sensitivity of the magnetometer to distant magnetic field sources, the detection coils of the flux transformer that interact directly with the sample consist of several loops wound in opposite senses. The MPMS systems use the so-called second derivative gradiometer scheme (see Fig. 5.1(b)) \[190\] that helps to cancel any uniform magnetic fields originating from outside the magnetometer.

All measurements for this work have been performed using the reciprocating sample option (RSO) with the sample rapidly oscillating relative to the detection coils. This produces the inductive response with a typical form shown in Fig. 5.1(c) which is then fit by the theoretically expected curve to determine the actual magnetization of the sample. Such a method achieves a higher sensitivity than the alternative dc measurement scheme. The most frequently used measurement parameters were: 4 cm of oscillation amplitude with a frequency of 0.5-1 Hz and 10 oscillation cycles per data point. The typical sensitivity of such a measurement is of the order of \(10^{-12}-10^{-11}\) Am\(^2\) \((10^{-9}-10^{-8}\) emu\) depending on the experimental conditions.

The MPMS setups allow to apply magnetic fields up to 7 T and a temperature range of 1.7-400 K. The maximum sample size is 5 × 5 mm\(^2\).

### 5.1.2 Processing a SQUID response

A SQUID measurement does not provide a direct value of the sample magnetization. Instead, the voltage of the inductive response is measured and then the magnetization is calculated using a fit of the voltage curve (see Fig. 5.1(c)). By default, this procedure is done by the operating software and does not require the involvement of a user. This gives acceptable results when measuring samples with a magnetization well above the sensitivity limit. If the sample magnetic moment is weak or the magnetic system is complex, the shape of the response
Figure 5.2: Fitting of the same SQUID response curve performed (a) by the SQUID software, (b) using my own Python script. The values of the magnetization extracted from the two fits differ by more than 10%.

Can significantly deviate from a perfectly symmetric one. This is related to competing magnetic signals or various drifts happening during a measurement, e.g., an electronic drift or a sample displacement. For such signals, the default fitting routine does not do its job well. The value of the magnetization extracted from such imprecise fitting can be noticeably different from the actual sample magnetic moment. In order to overcome this issue, a Python script has been written to analyze the raw data manually. Figure 5.2 shows an example of the fitting performed by the SQUID software (Fig. 5.2(a)) and the fitting done using the script (Fig. 5.2(b)). In the example, the response voltage curve is asymmetric and slightly off center which causes a deviation of the fit curve. A much better coincidence of the fit with the measured response can be achieved through the manual fitting procedure.

The script fits the following equation to the measured inductive response in the SQUID flux transformer [193]:

\[
f(Z) = X_1 + X_2 \cdot Z + X_3 \cdot \left\{ 2 \cdot \left[ R^2 + (Z + X_4)^2 \right]^{-3/2} - \left[ R^2 + (\lambda + (Z + X_4))^2 \right]^{-3/2} - \left[ R^2 - (\lambda + (Z + X_4))^2 \right]^{-3/2} \right\}
\]  \hspace{1cm} (5.1)

where \( Z \) is the sample position, \( R \) and \( \lambda \) are the setup defined longitudinal radius and the longitudinal coil separation constants, respectively. The fit parameter \( X_1 \) is a constant offset voltage, \( X_2 \) takes into account a linear electronic drift during the measurement, \( X_3 \) is an amplitude and \( X_4 \) is a shift of the sample along the axis.
of the magnet. The actual magnetization of the sample can then be determined from the parameter $X_3$ using the following equation:

$$M = \frac{X_3 \times \text{long\_regr\_factor} \times \text{RSO\_regr\_factor}}{\text{SQUID\_cal\_factor} \times \text{sensitivity\_factor} \times \text{correction\_factor}}$$  \hspace{1cm} (5.2)$$

with additional factors defined by the setup parameters and the gain settings during measurement. More details about the script and the fitting procedure can be found in Appendix [B].

### 5.1.3 Vibrating Sample Magnetometry

Vibrating sample magnetometry is similar to the RSO SQUID with the difference that instead of an ultrasensitive SQUID device, a relatively simple pick-up coil is used. A sample moves sinusoidally relative to the pick-up coil and the induced voltage is measured. The sample movement is controlled by a precise linear motor. Such an approach achieves a sensitivity that is about two orders of magnitude smaller than that of a SQUID, namely $10^{-10}$-$10^{-9} \text{ Am}^2$ ($10^{-7}$-$10^{-6} \text{ emu}$). The advantage of the technique is its speed which makes it useful for a rough express analysis of samples that do not require high sensitivity, i.e., thin films. The VSM used in this work is an extension of the PPMS (Physical Property Measurement System) setup and can utilize its capabilities of 9T magnetic field and 1.7-400K temperature range. Apart from the sensitivity difference, the results obtained in this thesis by VSM are in full agreement with the SQUID results.

### 5.1.4 Measurement procedure

The measurement procedures used were essentially the same for the SQUID and the VSM. A sample was mounted into a transparent non-magnetic plastic straw supplied by Quantum Design (see Fig. [5.3] 194). Since during the measurement straws are oscillating with the frequency of 1-10 Hz, it is necessary to fix the samples well to avoid shifting. Samples can be measured in the out-of-plane and in-plane oriented magnetic field (see Fig. [5.8]). In the out-of-plane orientation, the sample plane is positioned perpendicular to the straw axis and the stability is secured by edges of the straw which is partially cut. For the in-plane measurements, the samples were additionally placed into plastic capsules which were
then fixed inside the straws. To protect the sample surface when in contact with the sharp edges of the straw, a protective layer of PMMA resist was spin coated on top of the substrate. It was checked that this resist layer does not alter the magnetic properties of the system, apart from a small diamagnetic contribution.

During the sample fabrication, it is desirable to avoid contacts with magnetic metals such as iron. Even a micrometer size particle of iron attached to a sample can produce a magnetic signal larger than that of SrRuO$_3$ dots. This is especially important for invasive procedures, i.e., sample cutting with wire saw.

Important characteristics of ferromagnetic materials can be obtained through two types of measurements. The first one is the magnetization versus temperature, $M(T)$. It allows to observe how the ferromagnetic transition occurs and to measure its Curie temperature, $T_C$. $M(T)$ is usually divided into two parts - zero-field-cooled (zfc) and field-cooled (fc). First, a sample is cooled to low temperature in the absence of the external magnetic field. In this case, ideally, magnetic moments remain randomly oriented across the ferromagnetic transition and the net magnetization remains zero. In a real experiment, however, a small residual magnetic field remains in the superconducting magnet that may magnetize a sample to a small extent. Then, a small magnetic field (usually $\sim 0.1$ T) is applied and the sample is heated, providing the zfc curve. Once the sample temperature exceeds the ferromagnetic transition, it is cooled again in the same magnetic field, yielding the fc curve. During this measurement, as soon as $T_C$ is reached upon cooling, the magnetic moments orient themselves in the external magnetic field, thereby producing a net magnetization which increases with decreasing temperature as thermal fluctuations play a smaller role.

$T_C$ determination. In real ferromagnets, especially in thin films, the ferromagnetic transition is smoothened due to various reasons such as thermal fluctuations, temperature gradients or material inhomogeneities. As a consequence, ferromagnetic transition curves have tails with a finite magnetization above $T_C$. Because of this, the question of a precise determination of $T_C$ is relevant. There is no agreement in the literature on the subject. One common way is to use the magnetic susceptibility measurements. For conventional ferromagnets, the plot of inverse magnetic susceptibility versus temperature is a linear curve which can be easily extrapolated to zero. MPMS SQUIDs, however, do not allow to measure the susceptibility directly and VSM, as discussed above, is not sensitive enough for nanodot samples. Therefore, another way has to be found. Different approaches are used to directly determine $T_C$ from the $M(T)$ curve. This can be done either by a linear extrapolation of the $M(T)$ curve to $M = 0$ (so-called extrapolated $T_C$), by finding the point of maximum curvature on the transition curve, by fitting the entire $M(T)$ curve, e.g., the two-tangent method, by using Arrott plots, and others.
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Figure 5.4: Characteristic parameters of ferromagnetic materials shown by using the example of a SrRuO$_3$ thin film. (a) $M(T)$ curve with the denoted extrapolated Curie temperature $T_C$ and magnetic peak temperature $T_p$. (b) Hysteresis $M(B)$ loop with the denoted saturation magnetization $M_{sat}$, remnant magnetization $M_{rem}$ and coercive field $B_c$.

Different methods give slightly or even significantly different values of the transition temperature. For materials such as SrRuO$_3$, $T_C$ can also be determined from the resistance anomaly which exists in $R(T)$ curves at the ordering temperature (see Sec. 4.1.1). For our study, the precise value of $T_C$ is not as important as its relative variation across samples. For our purpose, it is therefore sufficient to stick to a certain method which gives reproducible results. In this research, $T_C$ is determined by the linear extrapolation method (see Fig. 5.4). Other methods were found to be more complicated due to the unconventional character of the transition curves in nanostructured samples.

Hysteresis loops. Important information about ferromagnets can be extracted from their hysteretic properties, i.e., the dependence of the magnetization on the history of the system. Ferromagnetic materials are able to maintain a magnetization in the absence of an external field that grants them such properties as the remnant magnetization $M_{rem}$ which is preserved at $B = 0$ and the coercive field $B_c$ at which the magnetization projection changes its sign (Fig. 5.4(b)). These values and the overall shape of the hysteresis loop can give important information about the magnetic anisotropy, domain structure, etc.

A measurement of a hysteresis loop starts at the magnetic field $+B$ above the magnetic saturation. After that, the field is swept to $-B$ and back to $+B$ again, measuring a closed loop. When sweeping the magnetic field, the measured magnetic moment is the projection of the magnetization vector to the magnetic field axis. In the absence of the magnetic field, the magnetization orients along
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Figure 5.5: SQUID magnetometry $M(B)$ measurement at $T = 15$ K in an out-of-plane oriented magnetic field on a thin film of SrRuO$_3$ with a thickness of 12 nm showing an example of subtraction of the diamagnetic contribution from the SrTiO$_3$ substrate. (a) raw data, (b) subtracted data (sample #211).

the crystallographically defined magnetic easy axis of the material. If the angle between the easy axis and the measurement axis is small, the remnant magnetization tends to be close to the saturation and vice versa. An increase of the magnetic field leads to the rotation of the magnetization from the easy axis to the magnetic field axis, towards saturation. This creates "tails" of the hysteresis loops (see, e.g., Fig. 5.8(b)). If the magnetic easy axis coincides with the direction of the magnetic field, a hysteresis loop has a "rectangular" shape as the magnetization vector just flips between positive and negative projections of the magnetic field.

All known substances exhibit magnetic properties, at least at the level of diamagnetism. This means that in an external magnetic field they develop a small magnetization oriented opposite to the field. Even though the effect of the diamagnetism is usually rather small, it becomes important when measuring thin films grown on substrates. Normally, substrates have a volume which is by many orders of magnitude larger than that of a thin film. This makes even small diamagnetic contributions from the substrate relevant. Luckily, at achievable magnetic fields, diamagnetism is linear with the field and nearly temperature independent \[204\]. For the hysteresis measurements, the diamagnetic contribution of the SrTiO$_3$ substrate should be subtracted from the raw data (see Fig. 5.5):

$$M_{SRO} = M_{tot} - \chi H \tag{5.3}$$

where $M_{SRO}$ is the desired SrRuO$_3$ magnetization, $M_{tot}$ is the total magnetization measured, $\chi$ is the negative diamagnetic susceptibility of SrTiO$_3$ and $H$ is the magnetic field strength. The exact value of $\chi$ as required for precise measurements
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depends also on the sample mounting technique, the substrate orientation and the chamber background and has to be determined experimentally. On average, a value of \( \chi = -(7.2 \pm 0.3) \times 10^{-6} \) in dimensionless SI units is found, which is comparable to the literature values of the diamagnetic susceptibility for SrTiO\(_3\) crystals \[205,206\]. Figure 5.5 shows an example of how \( M(B) \) curves look before and after the subtraction of the SrTiO\(_3\) diamagnetic contribution. For \( M(T) \) curves only a constant contribution has to be subtracted as they are measured at fixed magnetic field.

One of the biggest problems for low-temperature magnetometry is oxygen. Since it is present everywhere around us, it is also not difficult to find some amount of it in a measurement chamber. And sometimes it is a non-trivial task to purge the chamber entirely oxygen free or to prevent oxygen leakages during the measurement. The reason oxygen is so unwanted is that it undergoes a series of magnetic phase transitions at low temperatures \[207,208\]. It is paramagnetic in its liquid state and solidifies at \( T \approx 54 \text{ K} \) into the paramagnetic \( \gamma \)-phase. With reducing the temperature further, at \( T \approx 44 \text{ K} \) and \( T \approx 24 \text{ K} \) it transforms to the \( \beta \) and \( \alpha \)-phases, respectively, both of which are antiferromagnetic. During these phase transitions, the magnetic susceptibility of oxygen changes drastically which introduces large disturbances in the measurements, if oxygen is present in the vicinity of the sample. For macroscopic samples it does not cause much trouble as it is usually not difficult to keep the oxygen concentration low enough. But it becomes a problem when measuring thin films or, even more, nanostructures. An example of such an oxygen-contaminated measurement performed on a sample with 25-nm-size dots is shown in Fig. 5.6 (sample #122). As can be seen, there is a clear disturbance in the signal close to \( T \approx 50 \text{ K} \) which is a characteristic sign of the oxygen contamination \[209\]. To avoid its appearance, the measurement chamber needs to be purged well and leakages have to be prevented.
5.2 Magnetic properties of SrRuO$_3$ thin films

As was already mentioned in Sec. 1.3.1, the magnetic properties of SrRuO$_3$ are very sensitive to almost any kind of disorder in the material, including stoichiometry, strain and defects. For this reason, the properties of PLD-grown films are usually worse than those of MBE ones as PLD does not allow to precisely control the material stoichiometry and the high-energy flux of ions and ultraviolet radiation from the plasma plume may produce additional defects in a substrate [210,211]. Nevertheless, a careful optimization of the deposition conditions allows to grow films with rather high magnetic and structural quality.

Together with other parameters, the magnetic properties of the material can be used as indicators of its quality. Key magnetic criteria that characterize SrRuO$_3$ are: the Curie temperature of the ferromagnetic transition $T_C$, the saturation magnetization $M_s$, the coercive field $B_c$, and the peak temperature of the zero-field-cooled magnetization $T_p$. For the following results, the magnetization is normalized to the expected number of Ru atoms on a substrate and presented in $\mu_B$/Ru units.

Figure 5.7: SQUID magnetometry measurements of $M(T)$ characteristics (top) and hysteresis loops (bottom) of SrRuO$_3$ thin films of comparable thickness grown on (100) SrTiO$_3$ at different growth conditions: (a) a film grown on a chemically terminated substrate before the growth optimization, (b) after the growth optimization, (c) on an in situ thermally annealed substrate. All measurements were performed in an out-of-plane oriented magnetic field.
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The PLD deposition parameters were optimized in two steps. An overview of the deposition process and parameters for all optimization steps can be found in Sec. 3.3.3. For the fabrication of first samples, SrTiO$_3$ substrates were terminated using etching with buffered HF acid, followed by a long-time annealing in an oven at ambient oxygen pressure (see Sec 3.2). The first optimization step was done here, when the 'old' parameters used for the growth of SrRuO$_3$ by previous generations of growers were re-optimized to improve the magnetic properties. This step corresponds to the transition from (a) to (b) in Fig. 5.7 which shows $M(T)$ and hysteresis curves for the two optimization steps. Later, when the technology of in situ thermal annealing was developed and applied, it helped, together with an additional optimization, to further improve the magnetic properties. The final magnetic parameters of the films are depicted in Fig. 5.7(c). All curves in the figure are measured using the out-of-plane orientation of the substrate with 0.1 T applied field for the $M(T)$ curves and $T = 15$ K for the hysteresis loops. The films produced with the 'old' growth parameters (Fig. 5.7(a)), had rather poor magnetic properties - the Curie temperature showed a large spread and low values of $T_C \approx 120 - 140$ K with an unconventional double-step magnetic transition, a small saturation magnetization $M_s = 0.8 - 1.0 \mu_B$/Ru, and a high coercivity $B_c \approx 0.7$ T. After the first optimization, the magnetic characteristics improved significantly, providing $T_C \approx 141 \pm 4$ K, higher $M_s = 1.0 - 1.2 \mu_B$/Ru, and smaller $B_c \approx 0.5$ T. Still, there was a large spread of properties presumably originating from the different quality of the substrate surface after the chemical treatment. The implementation of in situ annealing brought the magnetism to a new level, with $T_C = 149 \pm 1$ K, $M_s \approx 1.3 - 1.5 \mu_B$/Ru and $B_c \approx 0.2 - 0.3$ T. At this point, the material quality can be compared to the best SrRuO$_3$ films published [32]. Together with this, the stability of the properties between different films has increased significantly, strongly reducing the spread. The remaining spread of the saturation magnetization originates, evidently, from the imprecise determination of the film thickness or magnetic dead layers at the film surface or at the interface with the substrate. Also, it can be seen that that the magnetic peak temperature $T_p$, which is defined as the maximum of the zero-field-cooled magnetization, decreases throughout the optimization. Its value changes from 78 K to 73 K and even 39 K for the consecutive optimization steps, respectively. This peak originates from the interplay between the thermal energy and mainly the energy of domain wall displacement [212]. Such a behavior takes place only if the value of the applied magnetic field does not exceed a critical value. At higher fields, the difference between the zfc and fc branches of the $M(T)$ curves vanishes and the material is completely magnetized even at low temperatures. The decrease of $T_p$ can be related to the modification of the magnetic domain structure or the weakening of domain wall pinning. A small deviation observed
Figure 5.8: Hysteresis loops of a 12-nm-thick SrRuO$_3$ film grown on (100) SrTiO$_3$ measured at $T = 15$ K in the (a) out-of-plane and (b) in-plane oriented magnetic field (sample #211). Schematic in the right panel illustrates the different orientation of the magnetic easy axis which causes the difference in the hysteretic behavior.

for several zero-field-cooled curves from zero at low temperature is related to the residual magnetic field of the superconducting magnet of the MPMS setup. The constriction of the hysteresis loops is yet another manifestation of the magnetic properties improvement. The existence of well-defined ‘tails’ in hysteresis loops in Fig. 5.7(a,b) indicates that at this growth conditions the structure of the magnetic domains of SrRuO$_3$ or the domains pinning is different which influences the magnetization reversal.

All data presented in Fig. 5.7 are measured in an out-of-plane oriented magnetic field. In the in-plane orientation, the key parameters of the $M(T)$ curves remain the same with a slight change of the shape. Hysteresis loops, however, change significantly due to the magnetic anisotropy of SrRuO$_3$. An example of magnetic hysteresis loops measured for a 12-nm-thick SrRuO$_3$ film at 15 K in the out-of-plane and in-plane orientations is shown in Fig. 5.8 (sample #211). The behavior is different for the two orientations. As described in Sec. 1.3.1.
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Figure 5.9: $M(B)$ measurements of a 12-nm-thick SrRuO$_3$ film grown on (100) SrTiO$_3$ performed at several substrate orientations and $T = 15$ K demonstrating how the hysteresis loops change when the magnetic easy axis rotates relative to the magnetic field (sample #96). For this experiment, a chemically treated substrate was used.

The magnetic easy axis for SrRuO$_3$ grown on (100) SrTiO$_3$ is tilted relative to the film normal under a temperature-dependent angle of 30-45°. With decreasing temperature, the easy axis rotates towards the film normal. For our samples, the orientation of the easy axis was found to differ slightly between different films, depending on the film thickness and the growth conditions. Also, the orientation of the substrate in a SQUID chamber may affect the result as the angle can not be precisely controlled. In general, however, in the out-of-plane orientation, hysteresis loops always have a more rectangular shape, i.e., with $M_{rem}$ close to $M_{sat}$ and the saturation happening at low magnetic field. This implies that the easy axis is close to the film normal. In the in-plane orientation, $M_{rem}$ is approximately half the $M_{sat}$ indicating that the magnetic field is aligned approximately with the magnetic hard axis. At the same time, the value of the coercive field $B_c$ in the in-plane orientation is usually higher.

Additional data demonstrating the angular dependence of the hysteresis loops is shown in Fig. 5.9. Here, $M(B)$ curves were measured for four different orientations of the substrate. It can be seen how the loops change in shape as the direction of the magnetic easy axis deviates further from the magnetic field axis. From the images we can also conclude that the easy axis is oriented relatively close to the film normal. Unfortunately, the construction of the magnetometer does not allow a precise control of the substrate angle. The angle measurement error is $\approx 10^\circ$. This experiment was performed with the film grown on a chemically treated substrate. The shape of the hysteresis loops is therefore different from the ones presented in Fig. 5.8.

Film properties are not only a matter of deposition conditions. As was explained in Sec. 1.3.1, the properties of SrRuO$_3$ are sensitive to minor modifications of the material stoichiometry. For PLD-grown samples, the material stoichiometry is defined, first of all, by the composition of the target, as the
ablation process provides a close-to-stoichiometric transfer of the material from target to substrate. It was found, that when a series of samples was grown without polishing a target, the magnetic properties were slowly deteriorating from the first sample to the last one. For example, for a series of samples from #73 to #77 grown without polishing the target, $T_C$ of the thin films was gradually decreasing from $\approx 136 \text{ K}$ to $\approx 117 \text{ K}$. This series was produced before the final growth optimization. Such a deterioration may be related to the change of the target stoichiometry during the long ablation (with presumably getting more Ru deficient as it is the most volatile component) or to the the increase of the amount of particulates transferred to the substrate\cite{213}. However, no such particulates were observed under AFM. In order to maintain the quality of material properties at high level, the target was polished every time before a new deposition session. During a single session, two films were usually grown.

5.3 Substrate modification after patterning

Properties of samples change in many respects after patterning. First of all, SrRuO$_3$ itself is modified, its amount on the substrate is greatly reduced and the material is transformed from the thin film to nanostructured form. Together with this, the substrate, SrTiO$_3$, subjected to the ion irradiation, acquires conductivity and enhanced magnetism. Therefore, when measuring the patterned samples, it is important to separate effects originating in the substrate from the ones in the nanodots. To understand the modifications happening to the substrates, two experiments were performed. First, bare SrTiO$_3$ substrates were subjected to the same fabrication steps that were used for nanodot samples but without the SrRuO$_3$ growth and e-beam lithography, i.e., only the substrate termination and ion etching were done. Second, SrRuO$_3$ was grown but during the Ar milling the etching time was increased significantly to etch away the entire SrRuO$_3$ layer from the substrate. Samples were then measured by SQUID magnetometry as usually. In both cases, the results were similar.

As was mentioned in Sec. 1.3.2 an ideal SrTiO$_3$ crystal does not possess magnetic properties other than diamagnetism. However, in real SrTiO$_3$, vacancies and possibly clusters of vacancies are present\cite{214}. These vacancies may serve as a source of magnetic moments and grant the material paramagnetic or ferromagnetic properties. Additionally, after the crystal is subjected to processing, i.e., by ion\cite{215} or light\cite{216} irradiation, the magnetism may be enhanced. The exact mechanism of the magnetic signal appearance is still under debate\cite{70,217,218}. Practically, in our work only paramagnetism has been observed. Normally, when measuring SrRuO$_3$ thin films, the size of this effect is very small compared to the film signal and can be neglected. After the patterning, two things happen.
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First of all, the amount of SrRuO$_3$ on the substrate is substantially reduced (only 5-10% of the film material remains). Second, during Ar milling, the amount of vacancies in the substrate is facilitated. These changes both make the substrate contribution to the signal much more relevant. Figure 5.10 shows an example of $M(B)$ and $M(T)$ curves for (100) SrTiO$_3$ substrates before and after the irradiation with Ar ions. In both cases, a small paramagnetic signal of the order of $10^{-9} - 10^{-8}$ Am$^2$ ($10^{-6} - 10^{-5}$ emu) can be observed at low temperature. This is approximately one order of magnitude smaller than the ferromagnetic signal coming from a SrRuO$_3$ film and it is comparable to the one observed in nanodots. The contributions, according to the Curie-Weiss law, becomes more relevant with decreasing temperature and are non-negligible only at temperatures below 50 K. This is far below the ferromagnetic transition temperature of SrRuO$_3$ (149 K) which is the interest of this work. The small paramagnetic signal inherent to SrTiO$_3$ becomes stronger after the Ar milling due to the formation of additional vacancies (Fig. 5.10). The $M(B)$ curves show no coercivity, depend linearly on the magnetic field in the range of $B = \pm (2 - 2.5)$ T and start saturating at a field of $B \approx 5$ T. On the other hand, $M(T)$ measured at a small magnetic field of 0.1 T do not show much difference before and after the irradiation. The numbers, however, are not reproducible for different substrates as there is a variation in the intrinsic level of paramagnetism across substrates. Also, the Ar milling itself has a spread of parameters (see Sec. 3.4.3) which further influences the reproducibility.

Figure 5.10: SQUID magnetometry measurement on bare SrTiO$_3$ substrates before and after the ion irradiation. (a) $M(B)$ curves measured at 15 K for a substrate etched for 160 and 360 s (sample #097), (b) $M(T)$ curves measured at 0.1 T for a substrate before and after 300 s etching (sample #125). All curves show a paramagnetic signal.
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For this work, nanodots have been fabricated with a wide range of sizes, ranging from 100 $\mu$m to 15 nm in diameter. Over this range of almost four orders of magnitude, the magnetic properties change substantially. The magnetism in large dots ($> \sim 10 \mu$m) resembles the one of thin films. Varying the size of the dots from large to small, one can trace the evolution of properties from thin-film-like to nanodot-like. In this section, different aspects of the dot magnetic properties are described and their comparison with the properties of the unstructured films are provided.

For a detailed description of dot properties other than magnetic see Sec. 4.2. Mostly, dots have been prepared in rectangular arrays with the distance between dots varying from one to three dot diameters. For larger dot spacing, the total amount of SrRuO$_3$ becomes too small to be measured.

When growing SrRuO$_3$, the material is deposited not only on the top surface of a substrate but also on its edges. The additional magnetic signal from the side walls is relevant and may even be comparable to the one from small nanodots. To get rid of this material, prior to measurement the edges of the samples were gently polished using a piece of fine SiC sand paper and then cleaned according to the standard cleaning procedure (Sec. 3.2).

Down to the smallest measured dot sizes ($\approx 15$ nm), SrRuO$_3$ remains ferromagnetic. This means that there are no significant dead layers and damage to the material appearing as a result of patterning that makes the material lose its functional properties. This in turn opens up many possibilities for fabrication and study of such complex functional oxide nanostructures.

5.4.1 $M(T)$ curves

Figure 5.11(b) shows an $M(T)$ curve for SrRuO$_3$ nanodots with a diameter of $\approx 20$ nm on which key differences in magnetic properties between dots and thin films can be illustrated. At low temperatures, a paramagnetic Curie-Weiss type signal is observed in the dot sample. As discussed above, this originates from the SrTiO$_3$ substrate. It is also present in the film sample but it is much less pronounced due to the very much larger amount of the ferromagnetic material. The paramagnetic contribution becomes relevant at temperatures below 50 K and does not affect the behavior in the vicinity of the ferromagnetic transition.

Another distinction is a different value of the low-temperature magnetization. In this example, the magnetic moment for dots is smaller: $\approx 1.0 \mu_B$/Ru in nanodots compared to $\approx 1.5 \mu_B$/Ru in the film if one excludes the paramagnetic contribution. These values are different for different samples and dot sizes. The origin of it can be intrinsic - the changing magnetic anisotropy and the magnetic
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Figure 5.11: Comparison of $M(T)$ curves for (a) a 12-nm-thick film of SrRuO$_3$ (sample #143) and (b) nanodots with a diameter of 20 nm patterned from a similar film (sample #178) measured in an out-of-plane oriented magnetic field of 0.1 T.

domain structure of the dots that lead to different hysteretic properties. This, together with the fact that $M(T)$ curves are measured at rather small magnetic fields, results in a different magnetization maximum at a given field. The spread of parameters comes from an error in the estimation of the amount of SrRuO$_3$ in a sample. The error becomes larger at small dot sizes due to the complex shape of dots (see STEM images in Sec. 4.2).

The magnetic peak temperature $T_p$, determined as the peak in the zero-field-cooled branch of $M(T)$ (see Fig. 5.4), shifts towards much higher values after patterning. As was discussed above for films, such a drastic increase of $T_p$ can be related to a modification of the magnetic domain structure or a large number of defects appearing on the dot surface as a result of patterning and serving as pinning sites for spins, making it more difficult to magnetize the material.

One of the interesting effects happening in nanodots is the enhancement of $T_C$ as compared to the thin films. This is described in more detail below.

5.4.2 $T_C$ enhancement in nanodots

As was discussed in Sec. 2.1, ferromagnetic nanostructures normally lose their ferromagnetic properties when the material thickness in one or more dimensions approaches several atomic layers. This destabilization of the magnetic ordering happens due to the reduction of the number of nearest neighbors. A similar behavior has been expected in SrRuO$_3$ nanodots. And it is, indeed, observed for dots smaller than 30 nm as is described below. For larger dots, however, we discovered a surprising increase of $T_C$. It takes place in structures with sizes
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Figure 5.12: (a) $M(T)$ characteristics in the temperature range close to the ferromagnetic transition measured from SrRuO$_3$ dots of various sizes patterned on (100) SrTiO$_3$. All curves are normalized to the magnetization level of the thin film. (b) Curie temperature of the same samples plotted as a function of the dot diameter.

between $\approx 200$ and 40 nm. This increase is observed systematically and it is reproducible for similar dots. Figure 5.11 shows $M(T)$ for dots with a diameter of 20 nm. $T_C = 153$ K which is 4 K higher than in the corresponding thin film. In order to investigate this effect in detail, a series of samples with dots of different sizes was prepared and the $M(T)$ curves were examined. The size of the dots was varied from 500 to 15 nm, and an unstructured thin film sample was used as a reference. All dots were patterned from films of the same 12 nm thickness and grown at the same deposition conditions on $5 \times 5 \times 0.5$ mm$^3$ (100) SrTiO$_3$ substrates. The initial film morphology was similar. The magnetic properties of all films were measured prior to patterning to confirm that the properties were similar. The magnetic transition was found to occur at $T_C = 149 \pm 1$ K. Dots were formed in rectangular arrays covering $\approx 16$ mm$^2$ of the central area of each substrate. For all samples, the diameter to spacing ratio was kept at 0.5, i.e., the distance between the centers of two adjacent dots equaled two dot diameters.

The measured $M(T)$ curves for the samples are shown in Fig. 5.12(a), and the Curie temperatures extracted from the curves are plotted in Fig. 5.12(b) [134]. Since the saturation magnetization and the shape of the $M(T)$ curves depend on the dot size, all curves in Fig. 5.12(a) have been normalized to the magnetization level of the film. At dot diameters larger than 500 nm, $T_C$ remains the same as in the unstructured film. For smaller dots, $T_C$ starts to increase with decreasing dot size. This increase continues down to dot sizes of $\approx 40$ nm. At the maximum, the Curie temperature reaches $T_C \approx 157$ K which is close to the $T_C$ of bulk SrRuO$_3$ ($\approx 160$ K [47]). At this point, the increase of $T_C$ is $\approx 8$ K. When decreasing the
dot size further, below 30-40 nm, $T_C$ drops. The drop is more rapid than the increase - with decreasing the size by $\approx 20$ nm, $T_C$ goes back to the film value. We suggest that the mechanism of this drop is different from the mechanism of the enhancement at larger sizes. We attribute the drop to the deterioration of ferromagnetic properties due to decreased number of neighbors mentioned in the beginning of this section.

The enhancement of $T_C$ in nanopatterned ferromagnets is an unusual effect which was previously observed only in special nanostructured systems. For example, in nanowires of ferromagnetic semiconductor (Ga,Mn)As, the observed increase of the Curie temperature from 191 to 200 K is attributed to an increase of the free surface after patterning and the resulting diffusion of Mn to sidewalls [219]. The $T_C$ enhancement is explained by the chemical modification of the material. In the case of SrRuO$_3$ nanodots, no such modification is observed as is shown in Sec. 1.2. It is known however, that the ferromagnetism in SrRuO$_3$ is very sensitive to the strain in the material (see Sec. 1.3.1). It is, therefore, interesting to look how the strain distribution in the material changes after patterning and how it may be correlated with the enhancement of $T_C$.

### 5.4.3 Strain relaxation

The usual way of measuring the strain in thin films is X-ray diffraction [220]. The application of X-ray diffraction to nanodots is, however, complicated by the small amount of material per substrate area which does not provide an adequate counting statistics. Even with the synchrotron radiation, measurements take a considerable time and spectra are dominated by the substrate signal. Because of this, instead of X-ray diffraction, a STEM-based geometric phase analysis [221] has been used for determining the strain distribution in the nanodots. This was done in collaboration with the Stuttgart Center for Electron Microscopy (StEM, [179]). The geometric phase analysis allows to calculate interatomic distances from high-quality STEM micrographs with a resolution of 0.03 Å [222].

The method was used to analyze high spatial resolution STEM images in the in-plane and out-of-plane directions. It was applied to nanodot samples with dot diameters of 30 and 80 nm, using a thin film sample for comparison. The lattice constant of the SrTiO$_3$ substrate was used as the reference 0% level. Figure 5.13 shows the strain distribution in a SrRuO$_3$ film grown on (100) SrTiO$_3$. The graphs in the right panel are obtained from the line-by-line averaging of the strain map regions marked by the white boxes. The data reveal that the film is fully strained, i.e., the lattice constant in the in-plane direction does not change across the interface, whereas in the out-of-plane direction the unit cell of SrRuO$_3$ is elongated by a constant value of $\approx (1.4 \pm 0.3)$% compared to SrTiO$_3$. In
Figure 5.13: (a) Z-contrast STEM image of an unstructured SrRuO₃ film with a thickness of ≈ 10 nm. The respective strain components in the out-of-plane $\varepsilon_{yy}$ (b) and in-plane $\varepsilon_{xx}$ (c) directions are obtained from geometric phase analysis.
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Figure 5.14: (a) Z-contrast STEM image of a 80-nm-sized nanodot. The respective strain components in the out-of-plane $\varepsilon_{yy}$ (b) and in-plane $\varepsilon_{xx}$ (c) directions are obtained from geometric phase analysis. The central region of the dot (red rectangle) is analyzed.
Figure 5.15: (a) Z-contrast STEM image of a 30-nm-sized nanodot. The respective strain components in the out-of-plane $\varepsilon_{yy}$ (b) and in-plane $\varepsilon_{xx}$ (c) directions are obtained from geometric phase analysis.
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nanodots these strain characteristics change significantly, as shown by Fig. 5.14 for a 80-nm-diameter dot and Fig. 5.15 for a 30-nm-diameter dot. For both dot sizes, in the in-plane direction, starting from the interface, the lattice constant of SrRuO$_3$ increases gradually, which indicates the strain relaxation. For the 80-nm dot, the lattice constant has relaxed by \( \approx (0.35 \pm 0.10)\% \) at the top of the dot, whereas for the 30-nm dot the relaxation is stronger. It reaches \( \approx (0.75 \pm 0.10)\% \), matching fully relaxed SrRuO$_3$.

Considering the literature data [57–59] which link the magnetic properties of SrRuO$_3$ to strain, we conclude that it is this relaxation of the epitaxial strain which is responsible for the enhancement of \( T_C \) in nanodots.

In the out-of-plane direction, an interesting behavior is observed as well. Here, in the first two unit cells of SrRuO$_3$ at the interface, the strain is similar to that of the film, and then decays rather quickly together with the lateral strain to approach a three-dimensionally relaxed structure. Similar mechanisms of patterning-induced strain relaxation have been observed before in patterned semiconductor nanostructures, for example in Si [223], InGaN/GaN [224] or (Ga, Mn)As [225].

The deformation of materials under strain occurs according to the Poisson effect which states that a material tends to expand in the direction perpendicular to the direction of compression [226]. The ratio of the transverse to the longitudinal expansion is characterized by the Poisson constant:

\[
\nu = -\frac{d\varepsilon_{\text{trans}}}{d\varepsilon_{\text{axial}}} \tag{5.4}
\]

where \( d\varepsilon_{\text{trans}} \) and \( d\varepsilon_{\text{axial}} \) are the strains in transverse and longitudinal directions, respectively. According to DFT calculations existing in the literature, the Poisson ratio for bulk orthorhombic SrRuO$_3$ varies in the range of \( \nu = 0.334 - 0.345 \) depending on the calculation method [227]. For our samples, considering the relaxed lattice constants of SrRuO$_3$ and SrTiO$_3$ of \( a_{\text{STO}} = 0.3905 \) nm and \( a_{\text{SRO}} = 0.393 \) nm and the strain distribution in the SrRuO$_3$ thin film (Fig. 5.13) one obtains a Poisson ratio of \( \nu = 0.59 \pm 0.23 \) which is larger than the literature value but still fits within the error margin.

5.4.4 Magnetic hysteresis

The analysis of the changes of magnetic hysteresis induced by the patterning is challenging. Even in bulk media, hysteresis curves can exhibit a rather complex behavior that is governed by the interplay between ferromagnetism, magnetic anisotropy and the magnetization reversal mechanism. In nanopatterned structures, this behavior is further complicated by the shape anisotropy and the magnetic dipole-dipole interaction between the nanoobjects. When patterning a
Figure 5.16: Modification of hysteresis loops with changing dot diameter. The hysteresis curves for dots are depicted in red. Black lines show the hysteresis loops measured on the same films before patterning. For dots larger than 10 \( \mu \text{m} \), the hysteresis closely matches the one of the thin films. For smaller dots, it transforms to a more elongated shape with higher coercivity and saturation magnetization. All curves have been measured at \( T = 15 \text{ K} \) in an out-of-plane oriented magnetic field.
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material from a thin film into an array of nanodots, all characteristics mentioned may change at once. This makes it difficult to separate different influencing factors from one another and to determine which of the parameters play a key role in the changes.

To trace the evolution of the magnetic hysteresis from thin films to nanodots of SrRuO$_3$, a series of samples with different dot sizes has been produced. The structure size was varied over a considerable range, of hundreds of µm to 15 nm, the smallest dot size we could achieve. The height of all structures was kept at 12 nm which was also the thickness of the initial SrRuO$_3$ films. Large dots (with sizes ≥ 200 nm) had a rectangular shape to maximize the amount of SrRuO$_3$ on a substrate and to speed up the e-beam exposure. Smaller dots are rounded as we approach the resolution limit of e-beam lithography. The distance between the dots was scaled proportionally with the dot size and for this series equaled three lengths of the dot side. All curves were measured at $T = 15$ K. This value has been chosen to reduce the paramagnetic contribution which becomes more noticeable at a lower temperature.

The hysteresis curves measured for the dots of different sizes are shown in Fig. 5.16. The behavior of the dots is plotted in red and the black lines display the corresponding thin film reference for each sample. At dot sizes of 100 and 50 µm (Fig. 5.16(a,b)), the shape of the curves measured on the dots mirrors the ones of the thin films. The only difference is a slightly higher value of the coercive field $B_c$, probably originating from the material damage. The 10 µm dots (Fig. 5.16(c)) can be considered as the intermediate size between film and dots. Here, the shape of the curve starts to be modified in several respects. First, a sharp flip of the magnetization at $B_c$ typical for the films develops into a more gradual one. Also, an additional reduction of the magnetization close to zero magnetic field takes place in some samples. This reduction is more frequently observed in the dots with sizes of ≈ 50 – 200 nm. However, it is not completely reproducible and may be present and absent in different samples with nominally identical characteristics. Finally, the value of the saturation magnetization $M_{sat}$ consistently becomes larger with smaller dot size. When reducing the dot size further, these transformations become more prominent - the curves tilt more and $M_{sat}$ increases, finally reaching a value of $M_{sat} \approx (2.0 \pm 0.5) \mu_B/$Ru.

All the differences described above can be caused by a set of reasons including the dipole-dipole interaction between dots, changes in the magnetic domain structure or the magnetic anisotropy. More background about these characteristics is provided in Sec. 2.1. In the following section it will be discussed which of these factors make the greatest contribution to the behavior modification.

Temperature dependence. With increasing temperature, the hysteresis loops change, reflecting the decay of the ferromagnetic interaction. Figure 5.17 shows
Figure 5.17: Temperature dependence of the hysteresis loop of a sample with 80-nm-diameter dots (sample #213). The contraction of the loop with increasing temperature is visible.

Hysteresis curves measured on a sample with 80-nm-diameter dots measured at several temperatures below $T_C$. At temperatures well below the ferromagnetic transition ($<100$K), the overall shape of the curve with its characteristic features persists. What changes is the coercive field $B_c$, which reduces due to the higher thermal energy of the material. At temperatures closer to the ferromagnetic transition, the loops become narrow and the curve features become indistinguishable. Such behavior is also present in SrRuO$_3$ films and is consistent with the theoretical predictions [228] and experimental observations for nanoparticles of other materials [229].

5.4.5 Magnetic anisotropy

Magnetic anisotropy is a complex quantity consisting of a large number of physical properties of different nature. For an arbitrary magnetic system, the magnetic anisotropy energy can have the following contributions [102]:

$$E = E_{crys} + E_{shape} + E_{surface} + E_{stress} + E_{exch}$$  \hspace{1cm} (5.5)

where $E_{crys}$ is the magnetocryssalline anisotropy, $E_{shape}$ is the shape anisotropy, $E_{surface}$ is the anisotropy related to surface effects, $E_{stress}$ is the stress anisotropy, and $E_{exch}$ is the exchange anisotropy. The magnetic anisotropy is not a scalar quantity. Every component has one or more preferential directions, called easy axes. This is additionally complicated by the presence and structure of magnetic domains that affect the magnetization reversal through domain boundary motion or domain magnetization rotation. A more detailed theoretical background can be found in Sec. 2.1.
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Figure 5.18: Hysteresis loops measured in the out-of-plane and in-plane orientations for nanodots with a diameter of 50 nm and a thickness of 12 nm at $T = 15$ K (sample #218).

For systems of nanoobjects, having a complicated shape, a non-uniform crystal structure and interacting with each other, a comprehensive analysis of the anisotropic properties is a highly non-trivial task. Luckily, SrRuO$_3$ belongs to the hard magnetic materials with an extremely high intrinsic anisotropy energy. This makes the analysis more straightforward as we expect the magnetocrystalline term to dominate the anisotropy energy.

The approximate orientation of the magnetic easy axis can be determined from angular measurements of the magnetization curves. An example of such a measurement for thin films was shown in Fig. 5.9. For a uniaxial magnetic system like SrRuO$_3$, the orientation with the largest ratio of the remanent to the saturation magnetization $M_{\text{rem}}/M_{\text{sat}}$ indicates the magnetic easy axis and the one with the smallest magnetization - the hard axis. From the image it can be seen that the ratio decreases from $(M_{\text{rem}}/M_{\text{sat}})_\perp = 0.85$ to $(M_{\text{rem}}/M_{\text{sat}})_\parallel = 0.34$ with increasing angle between the magnetic field and the film normal from $\alpha = 10^\circ$ to $\alpha = 90^\circ$. At small angles, $M_{\text{rem}}/M_{\text{sat}}$ is close to one which indicates that the magnetic easy axis is oriented close to the film normal. A similar measurement is shown in Fig. 5.18 for nanodots with a diameter of 50 nm and a thickness of 12 nm. Here, $M_{\text{rem}}/M_{\text{sat}}$ changes from $(M_{\text{rem}}/M_{\text{sat}})_\perp = 0.44$ in the out-of-plane to just $(M_{\text{rem}}/M_{\text{sat}})_\parallel = 0.12$ in the in-plane orientation. For a different sample with 200-nm-size dots (sample #098), the values are $(M_{\text{rem}}/M_{\text{sat}})_\perp = 0.51$ and $(M_{\text{rem}}/M_{\text{sat}})_\parallel = 0.32$, correspondingly, which are intermediate between the film and the smaller dots. In these calculations, the region of the coherent magnetization rotation is extrapolated to the intersection with the $B = 0$ axis to ignore the rapid magnetization drop at small fields which is not related to
anisotropy. The results indicate that the easy axis for dots shifts to a new angle. This may happen due to the structural relaxation of the material inside the dots which was described in Sec. 5.4.3. Similar effects were found in [230,231].

The value of the anisotropy can be evaluated using several models and methods. One of the most successful approaches is the law of approach to saturation (LAS) [232] that describes the behavior of the magnetization in an external field close to the saturation $M_s (H \gg H_c)$ and at temperatures well below the ferromagnetic transition ($T \ll T_C$) according to the equation:

$$M = M_s (1 - \frac{a}{H} - \frac{b}{H^2}) + \chi H$$ \hspace{1cm} (5.6)

where $a$, $b$ and $\chi$ are constants. The $a/H$ term is the magnetic hardness arising from the stress caused by the crystalline defects or from the leakage field [233]. $\chi H$ is referred to as the paramagnetism-like term and is considered to be the consequence of defects. More important for this discussion is the quadratic term $b/H^2$ [234] which describes the influence of the magnetocrystalline, shape and stress anisotropies with the parameter

$$b = \varepsilon H_k^2,$$ \hspace{1cm} (5.7)

where $H_k$ is the anisotropy field and $\varepsilon$ is a microscopic coefficient that depends on the crystal geometry (for isotropic cubic systems $\varepsilon = 32/105$). By finding the parameter $b$ from fitting the magnetization curve, one can determine the anisotropy field and calculate the anisotropy constant $K_u$:

$$2K_u = H_k \mu_0 M_s$$ \hspace{1cm} (5.8)

where $\mu_0$ is the permeability of free space.

The described model does not fit our hysteresis curves well. The reason for this rests in the complexity of our magnetic system. Little is known about the precise orientation of the magnetic easy axis or the exact amount of material in the nanodots which is required to calculate the saturation magnetization. This introduces a large uncertainty for the choice of the fitting parameters. One can simplify the treatment using a simpler but less precise method. It determines the anisotropy field $H_k$ from the slope $dM/dH$ of the magnetization curve at low fields below the saturation region [235]:

$$H_k = \frac{M_{sat}}{dM/dH}$$ \hspace{1cm} (5.9)

and then immediately uses Eq. 5.8 to calculate $K_u$. Such an approach is valid for the hysteresis loops measured along or close to the hard magnetic axis. Since for our nanodot samples the orientation of the easy axis is known only approximately,
we consider the following calculations only as an estimation. For the thin films of the data set shown in Fig. 5.8, the evaluation gives values of $H_k = 9.3 \, \text{T}$ and $K_u = 7.3 \cdot 10^5 \, \text{J/m}^3$. These are in the range found by other researchers [236,237]. For nanodots (Fig. 5.18), the values change to $H_k = 6.3 \, \text{T}$ and $K_u = 9.9 \cdot 10^5 \, \text{J/m}^3$. It can be seen that despite the reduction of $H_k$ in nanodots, the total magnetic anisotropy tends to increase. This happens due to a significantly higher saturation magnetization in the samples. Nevertheless, the calculated values are of the same order of magnitude and more precise measurements using different methods are required to fully understand the magnetic anisotropy modification in the nanodots.

### 5.4.6 Interaction between dots

Magnetic dots of size $l$ interact with each other by means of the dipole-dipole interaction [103] which decreases with distance as a function of $1/r^3$:

\[
H_d = \frac{2mr}{|r^2 - (l/2)^2|^2}; \quad H_d = \frac{m}{|r^2 - (l/2)^2|^{3/2}}. \tag{5.10}
\]

The first equation is valid for a point along the line of the dipole and the second one along the line perpendicular to it. Even with such a rapid decay, the effects of interaction between nanodots can be observed at scales of up to several microns. For example, a square dot of SrRuO$_3$ having a typical magnetization $M = 1.5 \, \mu_B/\text{Ru}$, a size of $100 \times 100 \, \text{nm}^2$ and a thickness of $12 \, \text{nm}$ creates a stray field of $H \approx 3800 \, \text{A/m}^2$ at a distance of $200 \, \text{nm}$ from its center. For arrays, this value depends also on the nearest neighbors. They can make positive or negative contributions depending on the orientation of their magnetic moment. If we assume the former case, the interaction may exceed $\approx 2 \cdot 10^4 \, \text{A/m}^2$ for a square array of dots, considering four nearest and four second-nearest neighbors. By increasing the distance between dots to $500 \, \text{nm}$, the stray field drops to just $\approx 1200 \, \text{A/m}^2$. Even though the interaction strength changes by orders of magnitude with increasing spacing, the question of whether it may affect the behavior of the system depends on the scale of other characteristic energies, e.g. the magnetic anisotropy and domain wall pinning.

To study the effects of the interaction between the dots, a series of samples has been produced. The samples contain rectangularly shaped nanodots of SrRuO$_3$ with a side length of $200 \, \text{nm}$ and a thickness of $12 \, \text{nm}$ formed into rectangular arrays with different periodicities of 400, 600 and $800 \, \text{nm}$. The increasing dot spacing is intended to decrease the amount of the stray field experienced by the dots, changing the setup from a strongly interacting to an isolated ensemble. Even at $800 \, \text{nm}$ spacing, the interaction is expected to be non-negligible. A further reduction of interaction is complicated as samples become more and more diluted
Figure 5.19: Hysteresis loops measured on rectangular arrays of SrRuO$_3$ dots with dot spacings of 400, 600 and 800 nm. The size of a dot is 200 nm and the thickness is 12 nm. The curves are measured at (a) $T = 15$ K and (b) $T = 65$ K. The bottom part of the figure depicts AFM images of the corresponding samples.
with increasing periodicity, thus decreasing the signal to noise ratio. Figure 5.19 shows hysteresis loops measured for three samples with the different dot spacing. All samples were measured with out-of-plane orientated magnetic field at temperatures of $T = 15 \text{ K}$ (Fig. 5.19(a)) and $T = 65 \text{ K}$ (Fig. 5.19(b)). At high fields, above $\approx 2.5 \text{T}$, the loops for different samples coincide quite well, while at smaller field the behavior is discrepant. The major differences are observed in the region of moderate magnetic field – from 0 to 2.5 T – in one of the shoulders of the loops. At the beginning of each scan (the starting point is at high positive magnetic field of 5-7 T), all samples show the same magnetization. When the field is swept downwards, the magnetization follows essentially the same line for samples with different dot periodicities. While sweeping the field down, close to 0 T, the behavior changes and the magnetization of every sample pursues its own path. At 2-3 T field in the opposite direction, the curves merge again and the magnetization saturates rather rapidly.

In the region of changing behavior, the smaller dot density results in a smaller total magnetization. The more dilute samples tend to reduce the amount of the external stray field by forming some sort of complex magnetic structures. Such structures can be magnetization states with no or reduced external field at remanence, e.g., magnetic vortexes, closure domains states, or demagnetization 'checkerboard' structures formed by dots ensembles. More details are given in Sec. 2.1. From theoretical considerations, both the vortex and demagnetization checkerboard states can result in a behavior similar to the described above. However, in SrRuO$_3$, both the magnetic anisotropy field ($H_k \sim 6.3 \text{ T}$) and the reversal field ($H_r \sim 3.5 \text{ T}$) [238] are much larger than the expected interaction strength between the nanodots. Therefore, it would be interesting to perform low-temperature magnetic force microscopy on such type of samples to figure out in detail which of the mechanisms is responsible for the observed behavior.
Chapter 6

Nanolines of SrRuO$_3$

The magnetic measurements of nanodots described in the previous chapter reveal many intriguing aspects of the behavior of nanostructured SrRuO$_3$. Here, we use a different approach that complements the understanding of the material properties at the nanoscale. In this chapter, electrical transport measurements are utilized to study the SrRuO$_3$ nanostructures in the form of nanolines.

6.1 (110) DyScO$_3$ as a substrate for nanolines

To explore nanolines, several modifications to the process used for the fabrication of nanodots (see Ch. 3) have to be made. The most significant one is a change of the substrate material. Pure SrTiO$_3$ possesses rather good insulating properties with typical resistances in the GΩ range. However, under the influence of the ion irradiation which is a necessary part of the used nanostructuring technology, the conductivity of the substrate surface strongly increases due to the formation of vacancies [239]. Figure 6.1 shows the sheet resistance of a (100) SrTiO$_3$ substrate surface as a function of temperature for a bare substrate etched during 300 s using Ar ions (sample #160). The data was acquired using the same 4-probe van der Pauw technique described in Sec. 4.1.1. The measurement shows that already at room temperature the sample surface has a resistance of the order of several kΩ. As is shown further in this chapter, this is comparable to the resistance of SrRuO$_3$ nanolines. Furthermore, when cooling the substrate, the resistance drops abruptly and at a temperature of 2 K amounts to just several Ω. Such a surface can by no means be considered suitable for the fabrication and measurement of conducting nanodevices. For this reason, another substrate material - (110) DyScO$_3$ - was selected.

Only a limited number of substrate materials exist that are suitable for the reproducible growth of high-quality epitaxial films of SrRuO$_3$. The most popular
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one is, indeed, SrTiO$_3$. Besides it, LaAlO$_3$ [240], DyScO$_3$ [241], NdGaO$_3$ [242] and LSAT [243] substrates are used. Unfortunately, none of these substrates are free of problems. LaAlO$_3$, for example, develops twins [244], and DyScO$_3$ or NdGaO$_3$ are strongly paramagnetic [82,245].

The choice of DyScO$_3$ as a replacement material can be justified by its great insulating properties even after ion irradiation, and a suitable lattice constant. Its magnetization of $\approx 8\mu_B$/Dy ion, however, makes it unacceptable for magnetic measurements at low temperature. Another drawback is related to strict requirements for the substrate surface. It is known that SrRuO$_3$ prefers to grow selectively on the Sc oxide terminated planes [241]. Because of this, any termination inhomogeneities of the substrate may have negative influence on the film morphology (see Sec. 4.1.2). On the other hand, the same phenomenon of selective growth was utilized to prepare self-organized SrRuO$_3$ nanolines on DyScO$_3$ [28]. The choice of growth parameters is therefore governed by an interplay of the conditions necessary to achieve a uniform film morphology and the conditions at which the film quality is best. The competing requirements result in worse film properties (including electrical transport) than those grown on SrTiO$_3$. The XRD measurements described in Sec. 4.1.2 (Fig. 4.7) show that in the narrow window of growth parameters where the uniform film morphology can be achieved, the increased density of defects in the film results in a larger SrRuO$_3$ lattice parameter.

Figure 6.2 shows the sheet resistance as a function of temperature for a 12-nm-thick SrRuO$_3$ film grown on (110) DyScO$_3$. Similar measurements performed on a film of the same thickness and area grown on SrTiO$_3$ can be seen in Fig. 4.4. Compared to the ones grown on SrTiO$_3$, the film exhibits a higher value of sheet resistance $R_s = 228\,\Omega/\square$ at room temperature, a lower value of $T_C = 118$ K determined as the average value between peaks in the resistance anomaly during
6.2. Nanoline design

The main issues that have to be considered when preparing sample layouts for the nanolines are the same as for the nanodots. A detailed description can be found in Sec. 3.4.1. In fact, the fabrication of the nanolines is easier because the structure density is much smaller. That allows to avoid problems with the proximity effect, reduce the exposure time and significantly facilitate the lift-off process.

Figure 6.3 shows how a typical nanoline sample layout looks like. The working area is limited to $3 \times 4 \text{mm}^2$ in the central part of a substrate to avoid inhomogeneity.

Figure 6.2: (a) Sheet resistance measured as a function of temperature for a 12-nm-thick SrRuO$_3$ film grown on (110) DyScO$_3$ (sample #206). The red and blue curves correspond to cooling and heating the sample with a rate of 2 K/min. The difference between them is related to the temperature lag of the setup. (b) Temperature derivatives of the same curves showing the resistivity anomaly of SrRuO$_3$ at $T_C$. Cooling and heating, and a residual resistance ratio $R_{300K}/R_{4K} = 2.1$. These values are worse than for the films grown on SrTiO$_3$. Nevertheless, such properties are acceptable for the fabrication of nanodevices.

6.2 Nanoline design

The main issues that have to be considered when preparing sample layouts for the nanolines are the same as for the nanodots. A detailed description can be found in Sec. 3.4.1. In fact, the fabrication of the nanolines is easier because the structure density is much smaller. That allows to avoid problems with the proximity effect, reduce the exposure time and significantly facilitate the lift-off process.

Figure 6.3 shows how a typical nanoline sample layout looks like. The working area is limited to $3 \times 4 \text{mm}^2$ in the central part of a substrate to avoid inhomogeneity.
Figure 6.3: A typical design of a nanoline sample layout. The usable area of the substrate is $4 \times 3 \text{mm}^2$. Inside the area several types of devices are located. The types include nanolines with different width, regions of unpatterned film and test structures used to check the substrate conductivity.

Figure 6.4(a-c) depict large and small scale layouts of a 50-nm-
wide nanoline and the corresponding top-view SEM image of the real structure. The width of the nanolines was varied from 100 nm to 40 nm. The fabrication of thinner nanolines is possible but costs yield and reproducibility. Access to the nanolines is provided through four electrodes, two attached to the ends of the nanoline and two at a distance of 200 nm from the ends. The lengths of the nanolines are 1 µm between the outer and 600 nm between the inner electrodes. Also, side gate electrodes were fabricated. This results in a total of six contacts for each device. Figures 6.4(d-f) show similar images for a test structure used to check the substrate conductivity as leakage currents play an important role during the measurements. Every structure is repeated several times due to the high probability of defects and imperfections that may completely ruin a device at such small scales.

DyScO$_3$ is not a good substrate for SEM due to significant charge accumulation at the surface induced by electron beam irradiation. To perform the microscopy, the sample surface was covered with a 1-nm-thick layer of Ir to facilitate the charge dissipation. This makes further measurements impossible. For this reason, all microscopic images shown were obtained only after the other measurements were completed.

6.3 Measurement procedure

The nanoline samples were measured in a PPMS P9 setup using the AC measurement mode. Substrates were mounted on 30-pin chip carriers (see Fig. 6.5(a)) using conducting silver paste as a glue. Silver paste was chosen due to its good temperature stability. The chip carriers were then installed onto a multi-function probe of the PPMS system. For \( R(T) \) and \( R(B) \) measurements the standard functionality of the PPMS was used. For the measurement of \( I(V) \) curves, electrical signals were applied using Keithley voltage and current sources. Figure 6.5(b) shows the basic scheme of the power supplies connected to a nanoline and its gate electrodes. The current was sourced to the outer contacts of the nanolines and the voltage drop was measured between the inner electrodes using a Keithley 2400 SourceMeter. The inner electrodes were chosen for the voltage drop measurement to avoid possible inhomogeneities close to the nanoline edges. One of the ends of the nanolines was grounded. The voltage for the gate electrodes was supplied using a Keithley 2612A SourceMeter. To contact the devices from the outside, samples were bonded using Al wires as illustrated in Fig. 6.5(c). Due to the limited number of available contacts on a chip carrier, only four devices on a sample could be bonded at once.

The nanolines can carry up to several hundreds \( \mu A \) of current, which corresponds to a voltage drop of about 1 V (the resistance is in the range of several
kΩ as is shown below). However, if a nanoline contains fabrication defects, it can be easily destroyed by applying the power either to the nanoline itself or to the gate electrodes. Examples of the damaged devices imaged after the measurement are shown in the SEM microscopy images in Fig. 6.6. For these devices, the side gates have been fabricated in the shape of needles.
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Figure 6.5: (a) A sample mounted on a 30-pin chip carrier using silver paste as a glue (sample # 205). Nanoline devices are contacted by Al wires. (b) Wiring diagram used for $I(V)$ measurements showing the connection of the nanoline electrodes to external power supplies. (c) Magnified view of the sample showing contact pads for the nanodevices as seen through an optical microscope. The structures are well visible in the optical microscope.

The application of a magnetic field to DyScO$_3$ is another issue that has to be addressed here. As was mentioned above, the material is strongly paramagnetic. This substantially limits the amount of external magnetic field which a sample can survive, especially at low temperatures. It was found that at $T = 2\, \text{K}$ it is usually enough to apply the field of $\approx 1 - 1.5\, \text{T}$ to damage the sample or even break the substrate into pieces. Even at higher temperatures, where the substrate
magnetization is lower, the danger to damage the substrate persists. Therefore, the magnetic field applied in the experiments described below was limited to 1 T.

### 6.4 Electrical transport in nanolines

![Micrographs of nanolines damaged during measurements.](image)

Figure 6.6: Micrographs of nanolines damaged during measurements.

Figure 6.7 shows the resistance as a function of temperature measured in three SrRuO$_3$ nanolines with widths of 60, 50 and 30 nm and a thickness of 12 nm (sample #205).

![Resistance as a function of temperature.](image)

Figure 6.7: Resistance as a function of temperature measured in three SrRuO$_3$ nanolines with widths of 60, 50 and 30 nm and a thickness of 12 nm (sample #205).

Figure 6.7 shows the resistance as a function of temperature measured in three SrRuO$_3$ nanolines with diameters of 60, 50 and 30 nm fabricated on a single sample. The thickness of the initial film was 12 nm. The curves were measured during cooling the sample with a low rate of 1 K/min to reduce the temperature lag of the setup. It can be seen that the temperature dependence has the same...
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Figure 6.8: (a) $I(V)$ characteristics measured on a 50-nm-width SrRuO$_3$ nanoline at several background temperatures from 2 to 150 K. All characteristics are symmetric relative to zero, only the positive branches are shown. (b) Voltage derivatives of the $I(V)$ curves.

character as that of unpatterned SrRuO$_3$. The Curie temperature in the nanolines as determined from the resistivity anomaly is slightly reduced to $T_C \approx 110$ K compared to $T_C \approx 118$ K in a similar film (Fig. 6.2). The resistance of the nanolines can be compared to the one observed in the thin films. Taking a material thickness $t = 12$ nm, a film resistivity $\rho = R_s t = 270 \mu \Omega \cdot \text{cm}$ at room temperature, an effective wire length $l = 600$ nm and considering a rectangular profile of the nanolines, one gets $R_{60\text{nm}} = 2.3 \text{k}\Omega$, $R_{50\text{nm}} = 2.7 \text{k}\Omega$ and $R_{30\text{nm}} = 4.5 \text{k}\Omega$ for the corresponding lines which is close to the measured values. For all the nanolines, $R_{300K}/R_{4K} = 2.0 \pm 0.1$ is in agreement with the thin film value. In magnetic fields up to 1 T, the resistance of the lines shifts insignificantly by $\approx 0.2\%$.

Side gate electrodes of both chosen shapes (bar- and needle-like) did not noticeably influence the transport properties up to the highest achievable voltages applied ($\sim 50 - 100$ V). This is not surprising considering the high SrRuO$_3$ carrier concentration of $n \sim 10^{22}$ cm$^{-3}$.

The $I(V)$ characteristics appear smooth and symmetric. Several $I(V)$ curves measured on a 50-nm-wide nanoline at different background temperatures are shown in Fig. 6.8(a). The lines are robust and can withstand up to $\approx 300 \mu\text{A}$ and $\approx 1$ V. Beyond these values, however, there is a high probability of destroying the device (Fig. 6.6). The actual temperature of the structure can be far above the stated background temperature as the nanolines are heated by the electric current due to their high resistance and a small volume. The heating causes a deviation of the measured $I(V)$ characteristics from the expected linear behavior as the resistance of the material shifts up under the influence of the increasing current.
An effect of the heating can be noticed by its influence on the temperature of the measurement chamber. For instance, by increasing the current through a nanoline to $\approx 200 \mu A$ the temperature sensor reading is enhanced from the base temperature of 2 K to about 10 K. When measuring thin films, this effect is even larger due to a much larger film volume. The readings in that case may reach $T = 20 - 30$ K. At higher base temperatures (above 10-20 K), the phenomenon becomes less relevant.

Interestingly, the magnetic properties of SrRuO$_3$ are also reflected in the electrical transport. The $dI/dV(V)$ curves shown in Fig. 6.8(b) exhibit anomalies at background temperatures below $T_C$. Such a behavior is reproducible and was observed in all nanoline samples at approximately the same dissipated power value $P \approx 50 \mu W$. Because of the different resistances, in thinner lines the features shift to higher voltages. For example, in a 30-nm-wide nanoline the peak of the anomaly is located at $V = 0.38$ V and $I = 125 \mu A$, whereas in a 60-nm-wide one it is at $V = 0.29$ V and $I = 163 \mu A$ at a background temperature of $T = 2$ K. The described behavior is caused apparently by the heating effects. When the local temperature of the lines exceeds the temperature of the ferromagnetic transition close to $T = 110$ K, it leads to a slight modification of the electronic properties. This finding is also supported by the fact that the deviations disappear when the background temperature is larger than $T_C$.

Such heating effects are also observed in the thin films. Figure 6.9 shows $I(V)$ curves and their voltage derivatives measured at 2 and 50 K of background temperature in a $5 \times 5$ mm$^2$ thin film of SrRuO$_3$ with a thickness of 12 nm measured by the 4-probe van der Pauw technique. A similar non linearity of the $I(V)$ curves is observed with the difference of a much higher dissipated power due to the larger film volume. Because of the power limitations, $T_C$ was not reached...
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Figure 6.10: Magnetic field dependence of the $dI/dV(V)$ curves measured in a 60-nm-wide nanoline. The inset shows a full-scale curve, (a) and (b) correspond to the zoomed-in regions marked by green rectangles. The influence of the field variation between -1T and 1T is shown.

during this measurement. The observed asymmetry of the curves is caused by a larger time necessary to establish thermal equilibrium with the environment.

In an applied magnetic field, the anomaly in $dI/dV(V)$ shifts as is illustrated in Fig. 6.10. Due to the substrate magnetism, only limited magnetic fields of $\pm 1 \text{T}$ can be applied without causing a sample damage. In such fields, the anomaly shifts towards higher voltages independent of the field orientation. At the same time, the peak of the $dI/dV$ curve shifts down. The effect is not large and originates apparently from a magnetoresistance of SrRuO$_3$.

In conclusion, we have shown that the developed nanopatterning technology can be used not only for the fabrication of nanodots but for other classes of nanodevices. We demonstrate robust SrRuO$_3$ nanolines with widths as small as 30nm. The material in the lines preserves the functional properties of SrRuO$_3$ with the same conductivity value that is observed in the corresponding thin films and, additionally, shows behavior which is not achievable in the films. This opens up new possibilities for the fabrication of such devices consisting of complex materials and utilizing their rich functional properties.
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Chapter 7

Summary

Nanoscale confinement of materials in one or more dimensions allows for the realization of properties that do not exist in other substances in nature. This makes such objects extremely interesting as systems to study new physical effects and for potential applications in devices. New perspectives in this field arise if one considers using materials with inherently correlated electron systems. Even in bulk, these substances possess rich phase diagrams with a large number of competing ground states. The abundance of the functional properties is expected to enrich the physics of nanoobjects created from such materials. In this work, I utilize the top-down approach to create and study 0D- and 1D-confined nanostructures of correlated ferromagnetic metallic perovskite SrRuO$_3$. A specific emphasis is put on the modification of its magnetic properties upon confinement from the thin film to the nanostructured form.

In Chapter 3, I establish a basis for this research by developing the technology for patterning complex epitaxially-grown heterolayers. Using a combination of electron beam lithography and dry etching with Ar ions I succeeding fabricating nanostructures with sizes of < 20 nm, which was never achieved before for this class of materials. The top-down approach allows us the creation of nanostructures with arbitrary configurations and shape. At the same time, the stability of the process grants us the possibility to structure large areas containing up to several billions elements per sample.

The second highlight of the chapter is the optimization of growth conditions of SrRuO$_3$ on (100) SrTiO$_3$ to achieve the highest possible material quality while using pulsed laser deposition as a growth technique. We implement a newly developed technology of in situ thermal annealing for preparation of the substrate surface before epitaxial growth. The technology allows for a higher quality and better reproducibility of the deposited material compared to the commonly used chemical treatment of substrates.
The properties of both the initial thin film and the nanodots of SrRuO$_3$ are examined in Chapter 4 using various methods. I show that the quality of our thin films is comparable to or even exceeds the best films reported in the literature. After the patterning to nanodots, the material preserves the epitaxial structure and does not develop visible defects or dead layers down to structure sizes of 30 nm. This result is crucial as it proves that epitaxial layers of complex materials can be patterned to such small scales while maintaining structural integrity.

The results of SQUID magnetometry performed on the nanodots are presented in Chapter 5. I show that the magnetic properties of SrRuO$_3$ change in many respects after patterning. One intriguing effect is the enhancement of the Curie temperature of the ferromagnetic transition in the nanodots with sizes smaller than $\approx 200$ nm. Although a modification of $T_C$ in nanopatterned structures is not surprising, usually only a decrease is observed which is associated with the reduction of the number of nearest neighbors when one of the dimension of a system approaches several nanometers. In my samples, I see a gradual increase of $T_C$ with shrinking dot size, starting from $T_C = 149 \pm 1$ K in thin films and dots $> 200$ nm and reaching a maximum of $T_C \approx 157$ K at a dot size of 35-40 nm. To explain such a behavior, we study the structural properties of the nanodots using STEM-based geometric phase analysis. This reveals a reduction of compressive epitaxial strain in small dots. The amount of the relieved strain increases with decreasing dot size and happens at the same length scale as the observed $T_C$ enhancement. Literature data showing a dependence of the magnetism in SrRuO$_3$ on the amount of applied strain confirm this interpretation.

Analyzing the behavior of the nanodots hysteresis loops, I track the evolution of $M(B)$ with reducing structure size. I see that the hysteresis curves start to deviate from the thin film shape at dot sizes of $\approx 10 \mu$m and smaller. I observe a gradual reduction of the remanence to saturation magnetization ratio from $M_{\text{rem}}/M_{\text{sat}} = 0.85$ in the thin films to $M_{\text{rem}}/M_{\text{sat}} = 0.51$ and $M_{\text{rem}}/M_{\text{sat}} = 0.44$ in 200 and 50 nm dots, respectively, as measured in the out-of-plane oriented magnetic field. This indicates that the magnetic easy axis reorients itself to a different angle. Using the slope of the loops at small fields, I estimate values of the anisotropy field and the anisotropy constant and conclude that they remain within the same order of magnitude after patterning. To describe the behavior of magnetic anisotropy in the dots quantitatively, different experimental approaches have to be used. Also, I discover that with changing periodicity of the dots, a modification of the hysteretic behavior in the region of magnetic fields from $\approx 0$ to 2.5 T takes place which implies the effects of an interaction between the dots. From the SQUID measurements alone, it was not possible to determine whether these effects appear due to demagnetizing checkerboard states or to vortex or multidomain states inside the dots.
In addition to the nanodots exploration, I also studied electrical transport in nanowires fabricated of SrRuO$_3$ as described in Chapter 6. For these devices, (110) DyScO$_3$ was used as a substrate material to avoid leakage currents caused by the conductivity of SrTiO$_3$ appearing after ion irradiation. I successfully fabricated wires with widths down to 30 nm and a thickness of 12 nm and showed that the material remains conductive and ferromagnetic. $R(T)$ curves measured in a temperature range down to 2 K show the same characteristic features as the corresponding thin films. The wires are robust, sustaining a dissipated power up to $\approx 300 \mu W$ corresponding to a current of $I \approx 300 \mu A$ and a voltage drop of $U \approx 1 V$. $I(V)$ characteristics are smooth with a nonlinearity caused by the effect of resistive heating. At a dissipated power of $P \approx 50 \mu W$, a small anomaly is observed in nanowires of all sizes which is well visible in the $dI/dV$ signal. The anomaly apparently occurs when the local temperature of the device exceeds that of the ferromagnetic transition.

The results of this work show that it is possible to utilize a top-down approach and conventional e-beam lithography to pattern epitaxial nanostructures of complex materials with structure sizes of just about 10-20 nm while retaining their functional properties. At the same time, the material structure stays free of major defects and dead layers that deteriorate the nanostructure properties. Using the example of a single material, I demonstrate new interesting features caused by electronic and structural modifications happening upon spatial confinement even in single or weakly interacting nanostructures. This is not to mention their strongly bound ensembles, and in the long term even entire artificial solids composed of such objects. We anticipate many possibilities for the fabrication and exploration of such systems consisting of various combinations of materials from a broad family of substances with correlated electron systems.
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Appendix A

Recipes

In this appendix, I provide detailed recipes for all technological processes used for sample fabrication in this work. This includes substrate termination, PLD growth, e-beam lithography, e-beam evaporation and Ar milling.
A.1 Substrate preparation using buffered HF solution

This method of substrate termination was used only in the first half of this work before the more advanced \textit{in situ} thermal annealing technique was developed. It is provided here as a large fraction of early samples was prepared using this technique. This termination method was applied only to SrTiO$_3$ substrates.

1. Wipe a substrate with a piece of lens paper moistened with isopropanol
2. Ultrasonic cleaning in acetone (10’)
3. Ultrasonic cleaning in isopropanol (10’)
4. Ultrasonic cleaning in ultra pure water (30’)
5. Etching in 87.5\% NH$_4$F - 12.5\% HF solution in an ultrasonic bath (30’)
6. Ultrasonic cleaning in ultra pure water (30”)
7. Cleaning in ultra pure water, step 2 (30’)
8. Cleaning in ultra pure water, step 3 (30”)
9. Ultrasonic cleaning in isopropanol (10”)
10. Dry with a nitrogen gun
11. Anneal in a tube furnace in oxygen atmosphere at 1000°C (2 h)
12. Glue the substrate on top of a Haynes block using silver paste
13. Anneal at a hot plate at 100°C (30’)
14. Ready for growth
A.2 Substrate preparation using \textit{in situ} high temperature annealing

This termination technique was used for \textit{in situ} termination of (100) SrTiO$_3$ and (110) DyScO$_3$ substrates.

1. Wipe a substrate with a piece of lens paper moistened with isopropanol
2. Ultrasonic cleaning in acetone (10')
3. Ultrasonic cleaning in isopropanol (10')
4. Ultrasonic cleaning in ultra pure water (10')
5. Anneal in a PLD chamber using direct heating with CO$_2$ laser:
   - set the pressure in the chamber to 0.08 mbar O$_2$
   - gradually heat up (1 K/s) to:
     - for SrTiO$_3$ - to 1300°C
     - for DyScO$_3$ - to 1400°C
   - keep at the temperature for 200 s
   - cool to growth temperature (1 K/s)
6. Ready for growth
A.3 Fabrication of nanostructures using CSAR resist

The fabrication technology involves three steps - EBL exposure, Al₂O₃ hard mask deposition and Ar milling. All parameters are optimized for thin films (≈ 10 – 20 nm) of SrRuO₃ grown on SrTiO₃ or DyScO₃.

1. Ultrasonic cleaning in acetone (3’)
2. Ultrasonic cleaning in isopropanol (3’)
3. Dry with a nitrogen gun
4. Spin-coat a layer of CSAR resist at a rotational speed of 4000 rpm (60")
5. Anneal at a hot plate at 150°C (60")
6. Spin-coat a layer of Spacer at a rotational speed of 6000 rpm (35")
7. Parameters for EBL exposure:
   • Electron beam current - 300 pA
   • Aperture size - 60 µm
   • Exposure dose - 300 µC/cm²
8. DI water rinse (15")
9. Develop in AR-600-546 (60")
10. Isopropanol rinse (20")
11. Dry with a nitrogen gun
12. Deposit amorphous Al₂O₃ by PLD (10-15 nm)
13. Lift-off CSAR in AR-300-70 at 65°C and low-power sonication (2 h)
14. Oxygen plasma cleaning to remove CSAR residues (60")
15. Ar ion milling (250 s)
The fabrication technology involves three steps - EBL exposure, Al$_2$O$_3$ hard mask deposition and Ar milling. All parameters are optimized for thin films ($\approx 10 - 20$ nm) of SrRuO$_3$ grown on SrTiO$_3$ or DyScO$_3$.

1. Ultrasonic cleaning in acetone (3’)
2. Ultrasonic cleaning in isopropanol (3’)
3. Dry with a nitrogen gun
4. Spin-coat a layer of PMMA 200K 3.5% resist at a rotational speed of 6000 rpm (35’)
5. Anneal at a hot plate at 160°C (4’)
6. Spin-coat a layer of PMMA 950K 1.5% resist at a rotational speed of 6000 rpm (35’)
7. Anneal at a hot plate at 160°C (4’)
8. Spin-coat a layer of Spacer at a rotational speed of 6000 rpm (35’)
9. Parameters for EBL exposure:
   - Electron beam current - 300 pA
   - Aperture size - 25 $\mu$m
   - Exposure dose - 600 $\mu$C/cm$^2$
10. DI water rinse (15’)
11. Develop in MIBK (90’)
12. Isopropanol rinse (20’)
13. Dry with a nitrogen gun
14. Deposit amorphous Al$_2$O$_3$ by PLD (10-15 nm)
15. Lift-off CSAR in AR-300-70 at 65°C and low-power sonication (2 h)
16. Oxygen plasma cleaning to remove CSAR residues (60’)
17. Ar ion milling (250 s)
Appendix B

Calculation of the magnetization from SQUID measurements

The script is written on Python and is intended to transform the inductive voltage response in the SQUID flux transformer to the actual sample magnetization. Additionally, it allows to analyze, process and plot the data. The fitting is done to the following equation:

\[
    f(Z) = X_1 + X_2 \cdot Z + X_3 \cdot \{2 \cdot [R^2 + (Z + X_4)^2]^{-3/2} - [R^2 + (\Lambda + (Z + X_4))^2]^{-3/2} - [R^2 + (-\Lambda + (Z + X_4))^2]^{-3/2}\} \quad (B.1)
\]

where \(Z\) is the sample position, \(R\) and \(\Lambda\) are the setup defined longitudinal radius and the longitudinal coil separation constants, respectively. The fit parameter \(X_1\) is a constant offset voltage, \(X_2\) takes into account a linear electronic drift during the measurement, \(X_3\) is an amplitude and \(X_4\) is a shift of the sample along the axis of the magnet. The actual magnetization of the sample can be calculated from the voltage amplitude \(X_3\) using the following equation:

\[
    M = \frac{X_3 \times \text{long.\_regr.\_factor} \times \text{RSO\_regr.\_factor}}{\text{SQUID\_cal.\_factor} \times \text{sensitivity\_factor} \times \text{correction\_factor}} \quad (B.2)
\]

where the \text{longitudinal regression factor} and the \text{SQUID calibration factor} are the setup dependent constants. The \text{correction factor} = 0.9125 is the standard correction incorporated into the software. The \text{sensitivity factor} can be different for every data point. It depends on the sensitivity limit of the detector and can be calculated as a ratio of gain to range settings. The corresponding gain and range codes can be extracted from a \text{.diag} file. Finally, the \text{RSO regression factor} is a small correction used for the recirocating sample option. Exact values of the factors can be found in the script below.
The script extracts raw voltages from a .raw data file, fits them to Eq. B.1 for every data point measured and determines the value of the magnetization according Eq. B.2.

Python code:

```python
import numpy as np
import matplotlib as mpl
import matplotlib.pyplot as plt
from scipy.optimize import curve_fit

# function extracting a column i from a 2D list
def column(matrix, i):
    row_float = []
    row_string = [row[i] for row in matrix]
    for i in row_string:
        row_float.append(float(i))
    return row_float

# separates a list of raw data into sublists by field
def separate_data(matrix, number_of_scans):
    field = matrix[1]
    print(field)

# define a file for data extraction
base_file_name = "Data\pgen−211.film\loop.15K.40000Oe.2meas.outofplane. OldSQUID.2" # file name without extensions
data_extension = ".rso.dat" # extension for default fitted data
raw_extension = ".rso.raw" # extension for raw data
diag_extension = ".rso.diag" # extension for diagnostic file, contains gain and range settings
data_file_name = base_file_name + data_extension
raw_file_name = base_file_name + raw_extension
diag_file_name = base_file_name + diag_extension

# read a data file and import values
data_file_content = np.loadtxt(data_file_name, delimiter=';', skiprows=31, dtype=str)
data_field = column(data_file_content, 2)
data_temperature = column(data_file_content, 3)
data_long_moment = column(data_file_content, 4)

# extract raw data
raw_file_content = np.loadtxt(raw_file_name, delimiter=';', skiprows=31, dtype=str)
raw_field = column(raw_file_content, 2)
raw_scan = column(raw_file_content, 5)
raw_position = column(raw_file_content, 7)
raw_voltage = column(raw_file_content, 8)
```
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raw_data = [raw_field, raw_scan, raw_position, raw_voltage]

# function cuts a big array of raw data into sublists of 64 values each. 
# a sublist corresponds to a single data point in .dat file

def separate_data(matrix, number_of_points):
    separate_fields = [matrix[0][x:x+64] for x in range(0, len(matrix[0]), 64)]
    separate_scans = [matrix[1][x:x+64] for x in range(0, len(matrix[0]), 64)]
    separate_positions = [matrix[2][x:x+64] for x in range(0, len(matrix[0]), 64)]
    separate_positions = [[x - 2.0 for x in row] for row in separate_positions]  # subtract 2 cm offset from positions
    separate_voltages = [matrix[3][x:x+64] for x in range(0, len(matrix[0]), 64)]

    return (separate_fields, separate_scans, separate_positions, separate_voltages)

separated_data = separate_data(raw_data, 64)

number_scans = max(max(separated_data[1]))  # number of measurements performed for each data point
number_data_points = len(data_temperature)  # total number of final data points
number_raw_data_points = number_data_points * number_scans  # total number of raw data points

# extract lists of gain and range from diag file
diag_file_content = np.loadtxt(diag_file_name, delimiter='*', skiprows=27, dtype=str)
squid_range = column(diag_file_content, 24)
squid_gain = column(diag_file_content, 25)

# define SQUID constants and parameters
R = 0.97  # longitudinal radius, setup characteristic
A = 1.519  # longitudinal coil separation
corr_factor = 0.9125  # correction factor, standard for all MPMSs

# Attention! The following values are different for different SQUIDs!
SQUID_cal_factor = 7204.4  # Old SQUID - 7204.4, New SQUID - 8450
long_reg_factor = 1.825  # Old SQUID - 1.825, New SQUID - 1.825
regr_factor = 1.0099  # Old SQUID - 1.0099, New SQUID - 1.0283

# calculate the sensitivity calibration factor from range and gain settings imported from diag file
range_factor = [10**squid_range[i] for i in range(len(squid_range))]

gain_factor = [None]*len(squid_gain)
for i in range(len(squid_gain)):
    if squid_gain[i] == 0:
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```python
# Sensitivity calibration factor is defined as gain_factor / range_factor
sens_factor = [gain_factor[i] / range_factor[i] for i in range(len(gain_factor))]

# Function for fitting
def squid_func(X, x1, x2, x3, x4):
x, y = X # combine two variables into a single one for external access
R = 0.97 # longitudinal radius, setup characteristic
A = 1.519 # longitudinal coil separation
return x1 + x2 * y + x3 * (2 * (R**2 + (x + x4)**2)**(-3.0/2.0) - (R**2 + (A + (x + x4))**2)**(-3.0/2.0) - (R**2 + (-A + (x + x4))**2)**(-3.0/2.0))

# Fitting itself
fake_positions = [i for i in range(1, 65)] # needed because RSO scan starts from the center position
index = 0
def squid_fit(index):
    return curve_fit(squid_func, (separated_data[2][index],
                                fake_positions), separated_data[3][index],
                                bounds=([-10, -0.02, -10, -0.01], [10, 0.02, 10, 0.01]))

x = []
for index in range(len(separated_data[0])):
    popt, pcov = squid_fit(index)
    fit_coeff = [popt[i] for i in range(len(popt))]
    x.append(fit_coeff)

x1 = column(x, 0)
x2 = column(x, 1)
x3 = column(x, 2) # the amplitudes to be used for the magnetization calculation
x4 = column(x, 3)

# Recalculate the fitted function one more time for plotting.
fit_values = []
for j in range(len(x1)):
    voltage = []
    position = separated_data[2][j]
    for i in range(64):
        voltage.append(x1[i] + x2[i] * fake_positions[i] + x3[i] * (2 * (R
```

**Note:** The code snippet is incomplete and seems to be cut off. The text ends with a part of the `squid_func` definition and some related calculations, but it is not fully visible in the image. The full code and its intended context are not visible in the provided image.
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\[
\begin{align*}
n & = (\text{position}[i] + x4[j])^2 + (\text{position}[i] + x4[j])^2 - (R^2 + (A + (\text{position}[i] + x4[j])^2)\times(-3.0/2.0) - (A + (\text{position}[i] + x4[j])^2)^2)(-3.0/2.0) \\
f_{\text{fit}} \text{.append}(\text{voltage})
\end{align*}
\]

# calculate actual magnetization from the x3 amplitude
M = [x3[i] * long_reg_factor * regr_factor / (SQUID_cal_factor * corr_factor * sens_factor[i]) for i in range(len(x3))]

# for multiple measurements the result is averaged
M_averaged = [sum(M[i:i+int(number_scans)])/number_scans for i in range(0, len(M), int(number_scans))]

plt.plot(data_field, M_averaged, color='red')
plt.title('M(B)')
plt.xlabel('B/(T)')
plt.ylabel('M/(emu)')
plt.ylim(-0.0002,0.0002) # data range for plotting, comment to default
plt.xlim(-10000,10000)

# plot together with the default data for comparison
plt.plot(data_field, data_long_moment, color='black', linestyle='dashed', linewidth='1')

fig = plt.gcf()

# subtraction of the diamagnetism and other corrections
diamagnetism = 9.75e-9 # diamagnetic susceptibility
uB_coeff = 21877.02265 # coefficient for translation to units of Bohr magneton
M_emu = [M_averaged[i] + diamagnetism * data_field[i] for i in range(len(data_field))]
M_uB = [M_emu[i] * uB_coeff for i in range(len(M_emu))]

#M_default = [data_long_moment[i] + diamagnetism * data_field[i] for i in range(len(data_field))]

plt.plot(data_field, M_uB, color='red')
plt.title('M(B)')
plt.xlabel('B/(T)')
plt.ylabel('M/(emu)')
fig = plt.gcf()
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